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Abstract

Large Language Models (LLMs) have demon-001
strated remarkable performance across various002
tasks. However, in long-form question answer-003
ing (LFQA), they often struggle with factual004
accuracy, frequently generating hallucinated re-005
sponses. In this work, we introduce FINLFQA,006
a benchmark designed to evaluate LLMs’ abil-007
ity to generate answers with reliable attribu-008
tions. FINLFQA evaluates three key aspects:009
(1) evidence-supported content to enhance fac-010
tual grounding and verifiability, (2) step-by-011
step calculations using executable code for nu-012
merical reliability, and (3) domain-specific rea-013
soning informed by knowledge. We conduct an014
extensive evaluation of eight LLMs, leveraging015
the developed automated evaluation protocol016
to evaluate their performance. Our findings017
show that GPT-4o outperforms other models,018
while open-sourced models are closing the gap019
with proprietary models, which demonstrates020
that open-source models are becoming com-021
petitive alternatives for real-world applications.022
We also find that post-hoc and end-to-end gen-023
eration perform similarly, while iterative self-024
feedback provides no significant improvement025
except external signal is provided.026

1 Introduction027

Long-form question answering (LFQA) presents a028

significant challenge in natural language process-029

ing, as it requires models to not only comprehend030

extensive context but also maintain factual accuracy031

throughout the response generation process (Xu032

et al., 2023). One of the prevalent issues in LFQA033

is hallucination (Ji et al., 2023), where models gen-034

erate content that is factually incorrect, thereby035

undermining user trust. This challenge is particu-036

larly pronounced in finance domain for two primary037

reasons. First, financial content contains numerous038

numerical values that require models to perform039

accurate numerical reasoning (Zhao et al., 2024c).040

Second, the domain includes extensive specialized041

knowledge, requiring models to understand finan- 042

cial concepts and their relationships before execut- 043

ing proper reasoning tasks (Gan et al., 2024). 044

To address this challenge, researchers have 045

demonstrated increasing interest in attributed text 046

generation (Ye et al., 2024; Gao et al., 2023b). This 047

approach enhances content trustworthiness by pro- 048

ducing responses accompanied by supporting evi- 049

dence, thereby enabling verification of generated 050

claims. However, current attribution methods face 051

several limitations. First, existing studies predomi- 052

nantly focus on evidence attribution for extractive 053

tasks (Huang et al., 2024b), which proves insuffi- 054

cient for the complex requirements of financial ap- 055

plications. Second, contemporary LFQA in finance 056

often generate calculations without revealing inter- 057

mediate steps, presenting only final results (Zhao 058

et al., 2024a). In such cases, mere citation attribu- 059

tion may inadequate in preventing hallucinations, 060

as models might perform incorrect calculations de- 061

spite citing accurate sources. Finally, even with 062

proper citations, LLMs may generate factually in- 063

accurate content due to insufficient domain-specific 064

knowledge (Martino et al., 2023), particularly in 065

specialized financial contexts. 066

In this work, we introduce FINLFQA1, a com- 067

prehensive benchmark for evaluating long-form 068

QA and attributed generation by LLMs. FINLFQA 069

provides natural language questions alongside re- 070

trieved paragraphs from financial reports and def- 071

initions of specialized terms. The task requires 072

generating responses with three types of attribu- 073

tion: source paragraphs, intermediate reasoning 074

process, and domain-specific knowledge, which is 075

illustrated at Figure 1. 076

We design automatic evaluation methods to as- 077

sess both the answers and their attributions. For 078

answer evaluation, we measure both token-level 079

1The data and code for this study can be found at https:
//anonymous.4open.science/r/FinLFQA, and will be re-
leased publicly upon publication.
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Figure 1: (Left) Overview of FINLFQA. (Right) Overview of automatic evaluations.

and semantic-level similarity using ROUGE and080

BERTScore. Additionally, we employ an LLM-as-081

a-judge approach, where the generated answer is082

compared against the ground truth. To assess nu-083

merical accuracy, we compute the precision, recall,084

and F1 score of numerical values present in the085

ground truth. For attribution evaluation, we mea-086

sure the precision, recall, and F1 score for support-087

ing evidence. Code attributions are assessed using088

the execution success rate. Finally, we evaluate089

professional knowledge attribution by computing090

recall against relevant domain-specific references.091

We conduct experiments on different genera-092

tion approaches, including post-hoc generation and093

end-to-end generation. In end-to-end generation,094

we evaluate two settings: (1) single-pass genera-095

tion, where the model produces the answer and096

attributions in one step, and (2) iterative genera-097

tion, where the model refines its response based098

on feedback from previous iteration. Additionally,099

we compare our results against two baseline meth-100

ods: VANILLA and CoF. We evaluate FINLFQA101

on 8 different LLMs, including both proprietary102

and open-source models, providing a comprehen-103

sive evaluation of their performance across various104

generation strategies. Our contributions are sum- 105

marized as follows: 106

• We propose a comprehensive benchmark, 107

FINLFQA, specifically designed for evaluating 108

long-form question answering and attribution 109

generation in the financial domain. Our bench- 110

mark uniquely combines financial report para- 111

graphs with domain-specific term definitions to 112

support both factual and conceptual verification. 113

• We develop a reliable automated evaluation 114

system that provide more fine-grained assess- 115

ments, which goes beyond traditional metrics 116

like ROUGE and BERTScore to better capture 117

the nuances of financial reasoning and precision. 118

• Our extensive experiments demonstrate that end- 119

to-end generation performs on par with post- 120

hoc generation, indicating that current models 121

are well-equipped to handle complex attribution 122

tasks. Furthermore, iterative generation does 123

not yield significant improvements over single- 124

pass generation, except in code execution, where 125

execution-based feedback plays a crucial role. 126
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2 Related Work127

2.1 Long-form Question Answering128

Hallucination is a significant issue for generative129

LLMs (Xiao and Wang, 2021; Shuster et al., 2021).130

Many studies have explored augmenting LMs with131

externally retrieved information to mitigate this132

problem (Borgeaud et al., 2022; Izacard et al.,133

2023). This issue has also attracted growing inter-134

est in attributed LLMs (Hu et al., 2024; Worledge135

et al., 2024), which aim to enhance the verifiabil-136

ity of information by generating responses that at-137

tribute content to reliable sources. However, most138

existing work has focused on tasks such as question139

answering or text summarization in information-140

seeking contexts (Xu et al., 2024; Bohnet et al.,141

2023). These approaches often overlook more com-142

plex question-answering scenarios that involve nu-143

merical reasoning and knowledge-intensive tasks in144

real-world settings. Therefore, in our work, we will145

incorporate knowledge into the prompts, requiring146

models to generate programs that show calculation147

steps and demonstrate knowledge usage, accompa-148

nied by appropriate citations.149

2.2 Attributed Text Generation150

Attribution has gained significant attention for en-151

hancing the interpretability, verifiability, and safety152

of LLMs (Li et al., 2023; Cohen-Wang et al., 2024).153

Two main approaches have emerged in this field.154

The first approach utilizes prompt-based or in-155

context learning, where LLMs are instructed to156

generate responses with citations given the ques-157

tion and retrieved paragraphs (Kamalloo et al.,158

2023; Gao et al., 2023b). The second approach159

employs post-hoc methods, which attribute exist-160

ing responses using an auxiliary language model161

to identify relevant sources (Huang et al., 2024c;162

Gao et al., 2023a). Ye et al. (2024) demonstrated163

that fine-tuning an LLM to generate citations and164

iteratively refine responses yields more accurate165

results than both prompting-based and post-hoc166

methods. However, existing work on attribution for167

language models has primarily focused on citation168

generation. In the financial domain, citation attribu-169

tion alone is insufficient to mitigate hallucination170

and generate robust results, as financial tasks often171

require numerical reasoning and domain-specific172

knowledge. Therefore, FINLFQA includes not173

only citation attribution but also numerical reason-174

ing processes and financial domain expertise.175

3 FINLFQA Benchmark 176

In this section, we first formulate the task, then 177

describe our data annotation process and present 178

the statistical analysis of the dataset. Table 7 in 179

the Appendix presents the profiles of the eleven 180

annotators involved. 181

3.1 Task Formulation 182

We define the task of FINLFQA as follows: Given 183

portions of financial documents from two com- 184

panies comprising multiple text paragraphs in 185

set D, where each document contains both tex- 186

tual and tabular data, and a query q, the model 187

should generate a response R based on the pro- 188

vided context. The response consists of n state- 189

ments s1, s2, . . . , sn, where together these state- 190

ments form the answer to the query. Each statement 191

si consists of: (a) A clause ti that contributes to 192

answering the query (b) Three types of attributions: 193

(1) A list of paragraph indices Ci = i1, i2, . . . , ik 194

where ij ∈ 1, 2, . . . , |D|, indicating the relevant 195

source paragraphs supporting the statement. (2) 196

An intermediate reasoning process Pi expressed 197

as a Python program, if the statement involves 198

numerical reasoning. (3) A list of professional 199

knowledge indices Ki = k1, k2, . . . , km where 200

kj ∈ 1, 2, . . . , |K|, referencing entries in the knowl- 201

edge base K. Thus, each statement can be rep- 202

resented as si = (ti, Ci,Pi,Ki), and the optimal 203

response can be formulated as: 204

R∗ = argmax
R

P (R|q,D,K) (1) 205

where P (R|q,D,K) represents the probability of 206

generating response R given the query q, document 207

set D, and knowledge base K. 208

3.2 Data Annotation 209

Report Selection Following previous work 210

(Zhao et al., 2024c,b), we use quarterly reports 211

(i.e., Form 10-Q) of companies as our source docu- 212

ments, which are publicly available in the U.S. Se- 213

curities and Exchange Commission’s open-source 214

database2. We selected two companies based 215

on their Standard Industrial Classification (SIC) 216

Code3, randomly choosing companies within the 217

same code to ensure industry comparability. For 218

these two companies, we chose financial reports 219

2https://www.sec.gov/edgar/search/
3https://www.sec.gov/search-filings/standard-industrial-

classification-sic-code-list
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Property (Median/Avg) Value

Question Length 16.0 / 16.3
Answer Length 51.0 / 52.4
# Clauses 3.0 / 3.4
Report Length 2144.0 / 2221.6
# Paragraphs 40.0 / 40.5
# Companies 89
# Evidence 2.0 / 2.9
# Code 1.0 / 1.1
# Professional Knowledge 1.0 / 1.2
Development Set Size 302
Test Set Size 706

Table 1: Data statistics in FINLFQA dataset.

from the same fiscal quarter to maintain temporal220

consistency.221

Data Annotation Given financial reports from222

two companies, annotators first read the reports to223

identify sections containing numerical values and224

common content between the two reports. Based225

on these sections, annotators design questions that226

require calculations, with evidence preferably span-227

ning multiple paragraphs and tables. We provide228

bonus compensation for questions requiring com-229

plex mathematical calculations beyond simple ad-230

dition or ratio computations. After query annota-231

tion, annotators must provide answers structured232

in atomically numbered clauses, where each clause233

includes either supporting evidence paragraph in-234

dices or inferences from previous clauses. For235

mathematical calculations, annotators must docu-236

ment the computational steps alongside the clauses.237

Attribution Annotation Finance-expert annota-238

tors verify the initial annotations, ensuring that an-239

swers are clear, well-supported, and entirely deriv-240

able from the provided text. Upon passing quality241

checks, annotators proceed with evidence attribu-242

tion annotation. For the professional knowledge243

component, we randomly sample one thousand fi-244

nancial concepts from our Wikipedia-based knowl-245

edge base with the size of twenty for each question.246

Annotators then indicate whether any of these con-247

cepts inform the reasoning in each clause. For the248

calculation process annotation, financial experts249

first verify the mathematical equations, which are250

then passed to finance-expert annotators who con-251

vert the verified calculations into Python functions.252

These functions are structured to include variable253

assignments, calculation steps, and return values.254

3.3 Data Statistics 255

Table 1 summarizes the statistics of FINLFQA, 256

which comprises 1008 examples. The dataset is ran- 257

domly split into a development set (302 examples, 258

30%) and a test set (706 examples, 70%). To avoid 259

data contamination, test set answers remain private. 260

Instead, an online evaluation platform enables re- 261

searchers to assess models and join a leaderboard. 262

Evaluation is performed in a zero-shot setting. 263

4 Methods 264

In FINLFQA, we require LLMs to not only gen- 265

erate answers to queries but also provide three dis- 266

tinct attributions for each response. To achieve this, 267

we propose two approaches: post-hoc generation 268

(§4.1) and end-to-end generation (§4.2), which is 269

also illustrated at Figure 2. Additionally, we eval- 270

uate our method against two established baselines 271

from prior work (§4.3). 272

4.1 Post-hoc Generation 273

The post-hoc generation process consists of two 274

stages. In the first stage, given the financial re- 275

ports and question as input, the model generates an 276

answer. In the second stage, we generate attribu- 277

tions post-hoc: given the reports, question, and the 278

previously generated answer, the model produces 279

three attributions for each clause in the response. 280

The prompts for answer generation and attribution 281

generation are shown in Figure 3 and Figure 4. 282

4.2 End-to-end Generation 283

In end-to-end generation, LLMs generate both 284

clauses and their attributions simultaneously. We 285

explore this approach under two distinct settings. 286

The prompts for generation and feedback are shown 287

in Figure 5 and Figure 6. 288

Single-pass Generation The model generates 289

both the answer and attributions in a single pass, 290

taking financial reports and the question as input. 291

Iterative Generation Iterative generation intro- 292

duces a multi-step refinement process to enhance 293

response accuracy and reliability. The LLM first 294

generates an initial response. The same LLM then 295

extracts and executes a Python function, incorpo- 296

rating the computed values into the generated re- 297

sponse. Given the financial reports, question, ini- 298

tial response, and execution results, the LLM pro- 299

vides feedback based on four criteria: (1) com- 300

pleteness—whether the response fully addresses 301
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Figure 2: Overciew of post-hoc generation and end-to-end generation.

the question; (2) evidential support—ensuring ev-302

ery claim is backed by the financial reports to miti-303

gate hallucination and enhance robustness; (3) nu-304

merical consistency—verifying that the extracted305

program output aligns with the values stated in306

the response, and if execution fails, providing de-307

bugging guidance; and (4) professional knowledge308

integration—assessing whether the identified do-309

main knowledge contributes to reasoning in the310

clause. Based on this evaluation, the model gener-311

ates structured feedback to guide the next iteration.312

This iterative refinement continues until either no313

further improvements are identified or the process314

reaches a predefined maximum iteration threshold.315

4.3 Others316

We evaluated our benchmark on two baselines,317

namely Vanilla (Gao et al., 2023b) and Coarse318

to Fine (CoF) (Zhang et al., 2024). The evaluation319

focuses on answer generation and the generation320

of one of the three attributions: evidence.321

Vanilla This method implements end-to-end gen-322

eration with citation and in-context learning. In323

FINLFQA, we skip the BM25 retrieval step be-324

cause the context of financial reports are not325

long. Moreover, the original prompt designed for326

the ELI5 dataset (Fan et al., 2019)—focused on327

how/why/what questions with lengthy answers—is328

well suited for our domain. Thus, we use GPT-4o329

to generate citations on FINLFQA, and the prompt330

we use is at Appendix Figure 7.331

CoF This method is a post-hoc generation ap- 332

proach that adopts a three-stage generation process: 333

(1) Generating an initial answer; (2) Extracting 334

chunk-level citations by splitting the answer into 335

128-token chunks; (3) Refining sentence-level cita- 336

tions by further segmenting and improving citation 337

accuracy. In FINLFQA, we modify the CoF to bet- 338

ter handle financial reports containing information 339

from multiple sources. Instead of directly segment- 340

ing content into 128-token chunks, we first label 341

each chunk with its source (e.g., "Company A," 342

"Company B," or "Professional Knowledge") to 343

maintain contextual clarity. For tabular data, we 344

preserve entire tables as single units to prevent 345

information fragmentation. We retain the retrieve- 346

and-answer process using GPT-4o. The prompts 347

we are applying are shown in Appendix Figure 8, 348

Figure 9, and Figure 10. 349

5 Evaluations 350

FINLFQA provides automatic evaluations on both 351

answer and attributions, as it is shown at Figure 1. 352

5.1 Answer Evaluation 353

Token-level We use ROUGE (Lin, 2004) to eval- 354

uate the lexical overlap between generated answers 355

and ground truth responses. Specifically, we adopt 356

ROUGE-L as it captures the longest common sub- 357

sequence, which is better for long-form QA tasks 358

where exact phrasing may vary while preserving 359

key information. 360
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Semantic-level We use BERTScore (Zhang361

et al., 2020) to measure the contextual similarity362

between generated answers and ground truth re-363

sponses. BERTScore computes token embeddings364

using a pre-trained language model and evaluates365

similarity based on cosine similarity, which enables366

a more nuanced assessment of meaning beyond367

surface-level overlap.368

LLM-as-a-judge This approach (Zheng et al.,369

2023) leverages large language models as auto-370

mated evaluators, offering a scalable alternative371

to costly human evaluation while maintaining as-372

sessment quality. Unlike ROUGE and BERTScore,373

which rely solely on surface-level or embedding-374

based similarity measurements, LLM-based evalu-375

ation can assess nuanced aspects of answer quality.376

We evaluate responses by providing GPT-4o (Ope-377

nAI et al., 2024) with the financial reports, question,378

generated answer, and ground truth. The model as-379

sesses three key criteria: (1) Accuracy: whether the380

answer correctly addresses the question and aligns381

with the ground truth; (2) Numerical Correctness:382

whether all numerical calculations and values are383

precise and accurate; and (3) Supporting Evidence:384

whether all claims are properly substantiated by in-385

formation from the financial reports. Each criterion386

is scored on a scale of 1 to 5, with the final score387

being the sum of these three components, ranging388

from 3 to 15.389

Numerical Values In financial analysis, precise390

numerical accuracy is crucial even when the overall391

semantic meaning is preserved. Small numerical392

errors can significantly impact financial decisions,393

making traditional semantic similarity metrics in-394

sufficient. Therefore, we specifically evaluate nu-395

merical accuracy by extracting all numerical values396

from both the ground truth and generated answers.397

We calculate precision, recall, and F1 score. To398

account for real-world variations in numerical rep-399

resentation, we implement flexible matching crite-400

ria by normalizing numbers to account for different401

decimal precisions (e.g., "3.965" is considered cor-402

rect if the ground truth is "3.97") and standardizing403

values across different scale representations (e.g.,404

"3 million" is considered equivalent to "3,000 thou-405

sands").406

5.2 Attribution Evaluation407

Evidence We evaluate the quality of evidence408

attribution by measuring how well the model iden-409

tifies and cites relevant supporting evidence from410

the financial reports. For each generated answer, 411

we compute precision, recall, and F1 score. 412

Code We evaluate the model’s ability to generate 413

executable code for numerical calculations by mea- 414

suring the execution success rate. This metric cal- 415

culates the percentage of generated code snippets 416

that successfully execute. This evaluation ensures 417

that the model not only provides correct answers 418

but also generates valid, executable code to support 419

its calculations. 420

Professional Knowledge We assess the model’s 421

use of professional financial knowledge through a 422

recall-based evaluation. This measures how well 423

the model identify knowledge that contributing rea- 424

soning of statements. 425

6 Experiments 426

This section describes the experimental setup, mod- 427

els evaluated, main results, and error analysis. 428

6.1 Models 429

We evaluate eight LLMs on FINLFQA, includ- 430

ing GPT-4o, Qwen2.5-72B (Qwen et al., 2025), 431

Llama-3.3-70B (Grattafiori et al., 2024), Llama- 432

3.2-3B, Llama-3.2-1B, Mistral-Small-24B (Jiang 433

et al., 2023), Mistral-8x22B (Jiang et al., 2024), 434

and Phi-4 (Abdin et al., 2024). The exact versions 435

and specifications of these models are provided in 436

Table 3 in the Appendix. 437

6.2 Experimental Setup 438

We conducted experiments on open-source LLMs 439

using the vLLM framework (Kwon et al., 2023). 440

All experiments were performed under a zero-shot 441

setting, with a temperature of 1.0 and a maximum 442

output length of 2048 tokens. Following previous 443

work (Zhao et al., 2024c,b), we serialize tabular 444

data by using a vertical bar (|) to separate columns 445

and a newline to separate rows. 446

6.3 Main Results 447

Tables 2 and 4 present the performance of LLMs 448

on the development and test sets, respectively. Ad- 449

ditionally, Tables 5 and 6 provide a detailed break- 450

down of the LLM-as-a-judge evaluation, including 451

accuracy, numerical correctness, and the quality 452

of supporting evidence. We summarize the main 453

takeaways from the experiments below. 454
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Model
Attribution Performance Answer Performance

Evidence % Exec. Knowl. R-L BS LLM- Numerical

Prec. Recall F1 Success Recall as-a-judge Prec. Recall F1

Post-hoc
GPT-4o 49.0 78.1 55.5 9.3 19.3 23.1 87.5 13.6 37.9 58.0 42.3
Qwen2.5-72B 39.5 71.1 45.7 10.3 19.1 22.6 87.9 13.0 33.7 52.8 37.8
Llama-3.3-70B 44.9 71.3 50.4 16.6 16.1 19.7 87.5 13.1 35.9 51.8 39.1
Llama-3.2-1B 1.7 3.0 1.9 1.5 0.5 15.3 84.6 5.6 12.3 14.5 11.7
Llama-3.2-3B 10.5 19.2 12.2 14.3 8.2 19.1 86.6 8.9 24.2 32.6 25.3
Mistral-Small-24B 49.1 69.9 53.0 4.5 22.2 25.0 88.2 12.6 36.3 48.7 38.5
Mistral-8x22B 36.2 58.5 40.9 11.1 16.7 21.7 87.3 12.1 33.7 42.6 34.1
phi-4 42.1 66.8 47.3 8.1 18.3 20.1 87.0 13.0 32.5 48.8 35.6

End-to-end (single-pass)
GPT-4o 46.9 75.0 53.3 26.3 17.3 19.3 87.0 13.7 35.2 54.9 39.4
Qwen2.5-72B 48.7 68.6 50.4 15.4 17.1 21.7 86.9 12.1 33.4 45.3 36.1
Llama-3.3-70B 53.7 68.3 56.1 20.1 17.1 21.1 87.0 12.0 35.8 45.0 36.5
Llama-3.2-1B 0.6 0.7 0.6 8.5 0.0 13.9 81.1 4.5 6.8 8.5 6.6
Llama-3.2-3B 13.3 22.8 15.1 22.5 6.2 18.5 85.8 7.5 19.3 27.0 19.9
Mistral-Small-24B 52.9 69.3 55.8 12.9 22.4 23.3 87.4 12.4 33.8 47.5 36.5
Mistral-8x22B 40.1 57.8 41.2 18.4 16.5 21.4 86.6 12.0 33.6 43.7 37.1
phi-4 40.7 59.2 44.5 14.1 16.7 21.2 86.6 12.5 37.4 45.9 37.3

End-to-end (Iterative)
GPT-4o 46.7 75.0 53.1 29.8 17.1 20.0 86.8 13.5 34.2 54.7 38.9
Qwen2.5-72B 46.6 68.0 52.0 22.7 17.2 22.2 86.6 12.0 35.8 46.0 36.5
Llama-3.3-70B 50.8 67.9 54.1 27.3 17.3 22.0 86.7 12.1 35.4 46.8 36.6
Llama-3.2-1B 0.5 0.7 0.5 8.9 0.0 13.0 80.3 3.8 2.8 3.0 2.3
Llama-3.2-3B 9.1 13.3 10.0 22.5 5.0 20.6 86.8 6.7 19.1 22.9 18.5
Mistral-Small-24B 53.0 68.5 55.7 18.1 18.2 25.0 88.0 12.2 33.8 46.7 36.5
Mistral-8x22B 43.2 57.3 46.1 18.7 16.3 25.4 88.0 12.1 33.9 47.1 37.1
phi-4 43.8 60.9 47.2 16.6 16.0 25.4 87.8 12.5 37.0 46.1 37.4

Others
Vanilla 43.9 63.3 48.9 – – 25.0 88.2 13.3 1.9 2.6 1.9
CoF 40.1 49.0 41.7 – – 29.9 89.0 12.0 0.5 0.8 0.6

Table 2: Results of development set. R-L denotes ROUGE-L, BS denotes BERTScore. The LLM-as-a-judge
evaluation uses a 15-point scale, consisting of three main criteria: accuracy, numerical correctness, and supporting
evidence. Each criterion is scored from 1 to 5 points. The detailed breakdown of results for each criterion is shown
in the Appendix Table 5.

Fine-grained evaluation metrics provide better455

comparison All models receive low ROUGE456

scores because it relies on exact match for eval-457

uation, which is less effective for open-ended tasks458

where multiple valid responses exist. BERTScore,459

despite capturing semantic similarity, also fails to460

differentiate model performance meaningfully. In461

financial applications, numerical values and fac-462

tual accuracy are crucial, and even minor differ-463

ences can alter the factual correctness of a response.464

Since all models achieve similar BERTScores (ap-465

proximately 88), this highlights its limitations in466

detecting factual inconsistencies. Therefore, fine-467

grained evaluation metrics are essential for finan-468

cial long-form question answering, and we provide469

results across multiple dimensions.470

GPT-4o performs best Our results show that 471

GPT-4o achieves the highest score in LLM-as-a- 472

judge evaluation (13.7). It also excels in numerical 473

accuracy, a critical aspect in financial applications, 474

producing responses with more correct numerical 475

values compared to other models. Its precision, 476

recall, and F1 scores in numerical matching are 477

37.9, 58.0, and 42.3, respectively. In code gener- 478

ation, GPT-4o also leads, with a code execution 479

success rate of 29.8% in the end-to-end iterative 480

setting. However, open-source models demonstrate 481

strong potential. Notably, Mistral-small-24B per- 482

forms best in evidence attribution and professional 483

knowledge recall. In several other metrics, the best 484

open-source models are approaching proprietary 485

models, making them increasingly viable alterna- 486

tives given their accessibility, lower cost, and faster 487

inference speed. 488
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Post-hoc and end-to-end generation show no sig-489

nificant difference Our results indicate that post-490

hoc and end-to-end generation perform similarly,491

suggesting that current frontier models can handle492

complex tasks effectively. In the post-hoc approach,493

models first generate an answer and then attribute494

supporting evidence, whereas in the end-to-end ap-495

proach, both are generated simultaneously. The496

latter does not degrade performance and offers two497

advantages: (1) generating everything at once re-498

duces computational cost and latency, and (2) it499

improves code generation consistency. In post-hoc500

generation, numerical reasoning steps are inferred501

from a pre-generated answer, leading to inconsis-502

tencies and lower execution success rates. In con-503

trast, end-to-end generation ensures that answers504

and reasoning steps are aligned, making outputs505

more robust and verifiable.506

Iterative generation via self-feedback does not507

improve performance We find no significant508

difference between single-pass and iterative gen-509

eration. Since this task primarily relies on rea-510

soning abilities, our results align with prior work511

(Huang et al., 2024a) showing that self-feedback512

without external signals does not enhance perfor-513

mance. The only observed improvement is in code514

execution success rate, which can be attributed to515

feedback from execution results. When errors oc-516

cur, they provide corrective signals to the model,517

explaining why execution success improves in the518

iterative setting.519

6.4 Error Analysis520

We randomly select 50 generated outputs from our521

development set for each of the following settings522

evaluated on GPT-4o: post-hoc, end-to-end single-523

pass, and end-to-end iterative generation, totally524

150 samples. We identify the following five main525

types of errors.526

Evidence attribution errors [25%] This cate-527

gory includes cases where the model provides re-528

dundant or invalid evidence or omits essential sup-529

porting details. Challenges in accurately identi-530

fying and extracting relevant evidence from para-531

graphs lead to low precision and recall, hindering532

the reliability of responses.533

Execution errors [22%] These errors occur534

when the model generates non-executable code due535

to syntax or logical issues. These errors occur be-536

cause the model generates code that contains syntax537

or logical mistakes, making it non-executable. 538

Numerical information extraction and calcula- 539

tion errors [20%] These errors involve the in- 540

correct extraction of key financial terms, the use 541

of mismatched units (e.g., when units are provided 542

in table headers), and calculation mistakes such as 543

rounding errors. 544

Knowledge validation errors [15%] Errors 545

arise when the model leverages external knowledge 546

without proper citation. This leads to challenges in 547

maintaining accuracy and consistency in validating 548

facts. 549

Fluency, factual consistency and reasoning Er- 550

rors [12%] Errors in this category include gen- 551

erating incorrect timestamps or dates, confusing 552

monetary units, mixing data from different com- 553

panies, offering faulty reasoning that lacks logical 554

support, and outright hallucinations. 555

Others [6%] Other errors include overly lengthy 556

or empty answers and instances where responses 557

are produced in languages other than English. 558

7 Conclusion 559

This paper introduces FINLFQA, a comprehen- 560

sive benchmark designed to evaluate the ability 561

of LLMs to generate factually grounded and well- 562

attributed answers in long-form question answer- 563

ing. We design fine-grained automatic evaluation 564

methods that measure answer quality at both token 565

and semantic levels, assess numerical correctness, 566

and evaluate attribution quality across evidence, 567

code, and professional knowledge. Our extensive 568

experiments compare different generation strate- 569

gies, including post-hoc and end-to-end generation, 570

with single-pass and iterative refinement settings. 571

Experiment results show that GPT-4o achieves the 572

highest overall performance, while open-source 573

models, demonstrate strong potential. Addition- 574

ally, FINLFQA underscores the importance of fine- 575

grained metrics in financial long-form question an- 576

swering task. FINLFQA indicate that post-hoc 577

and end-to-end generation perform similarly, sug- 578

gesting that frontier LLMs can handle complex 579

attribution tasks effectively. Furthermore, iterative 580

self-feedback does not significantly improve over- 581

all performance, except in execution-based tasks 582

where explicit feedback from generated outputs 583

aids refinement. 584
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Limitations585

FINLFQA evaluates only one proprietary model,586

limiting insights into broader closed-source LLM587

performance. The benchmark also focuses on two588

companies, incorporating more companies will im-589

prove generalizability. Lastly, the lack of human590

evaluation means our assessment relies solely on591

automatic metrics, which may not fully capture592

financial reasoning accuracy.593
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Organization Model Size Source

OpenAI GPT-4o – gpt-4o-2024-08-06

Alibaba Qwen2.5 72B Qwen/Qwen2.5-72B-Instruct

Meta
Llama-3.3 70B meta-llama/Llama-3.3-70B-Instruct

Llama-3.2 1 & 3B meta-llama/Llama-3.2-*B-Instruct

Mistral AI
Mistral-Small 24B mistralai/Mistral-Small-24B-Instruct-2501

Mistral 8x22B mistralai/Mixtral-8x22B-Instruct-v0.1

Microsoft phi-4 14B microsoft/phi-4

Table 3: Details of the LLMs evaluated in this study.

Model
Attribution Performance Answer Performance

Evidence % Exec. Knowl. R-L BS LLM- Numerical

Prec. Recall F1 Success Recall as-a-judge Prec. Recall F1

Post-hoc
GPT-4o 51.0 75.8 56.5 9.4 18.1 23.9 87.7 13.5 38.5 59.8 43.4
Qwen2.5-72B 40.9 69.0 46.6 8.8 18.4 22.9 88.0 12.9 35.4 57.4 40.1
Llama-3.3-70B 47.2 72.5 52.9 19.0 16.9 20.3 87.7 12.9 36.5 56.8 41.1
Llama-3.2-1B 1.4 2.3 1.5 1.6 1.0 16.9 85.1 5.5 13.7 15.9 13.4
Llama-3.2-3B 10.5 18.1 11.8 12.9 8.4 19.6 86.6 8.8 25.5 35.4 26.9
Mistral-Small-24B 52.1 69.2 55.3 5.2 18.9 25.8 88.4 12.5 38.4 56.0 41.9
Mistral-8x22B 38.5 60.4 42.9 9.5 19.3 22.3 87.5 12.0 36.1 47.3 37.3
phi-4 41.6 63.7 46.1 10.0 17.8 20.9 87.2 12.8 34.8 54.1 39.3

End-to-end (single-pass)
GPT-4o 49.6 74.6 55.2 26.9 16.4 20.2 86.4 13.3 37.6 57.8 41.8
Qwen2.5-72B 48.6 68.8 50.1 15.4 17.2 21.9 87.0 11.9 33.3 45.5 36.1
Llama-3.3-70B 55.0 69.7 57.9 20.5 15.5 21.4 87.2 11.9 37.7 49.3 39.6
Llama-3.2-1B 1.3 1.5 1.3 10.4 0.6 14.2 81.5 4.3 5.0 7.7 5.3
Llama-3.2-3B 11.7 19.6 13.2 21.3 8.5 18.9 85.3 7.4 19.3 27.8 20.8
Mistral-Small-24B 57.1 70.0 59.2 13.9 21.1 24.0 87.9 12.2 39.0 52.9 40.8
Mistral-8x22B 52.6 69.1 55.8 12.9 20.4 23.5 87.5 12.4 33.6 47.5 36.5
phi-4 44.1 60.7 47.4 18.2 17.4 22.0 86.8 12.4 38.1 48.7 39.4

End-to-end (Iterative)
GPT-4o 50.2 74.9 55.7 28.9 16.0 21.0 85.7 13.2 37.2 57.7 41.7
Qwen2.5-72B 46.8 67.9 52.1 22.5 17.4 22.4 86.6 12.1 36.1 46.2 36.6
Llama-3.3-70B 52.9 69.3 56.3 28.3 15.8 22.3 86.7 12.1 36.6 49.7 39.0
Llama-3.2-1B 0.6 0.6 0.5 9.6 0.0 13.5 81.2 4.1 3.7 4.6 3.6
Llama-3.2-3B 10.1 14.0 10.7 20.3 6.5 20.6 85.7 6.5 16.7 20.0 16.6
Mistral-Small-24B 56.4 68.4 58.2 20.0 19.0 25.8 87.7 12.0 40.1 51.2 41.2
Mistral-8x22B 43.2 57.6 46.4 17.9 16.2 25.3 87.9 12.4 34.1 46.9 37.2
phi-4 45.4 60.3 48.4 18.2 17.7 25.4 87.5 12.3 39.1 49.8 40.4

Others
Vanilla 44.3 62.7 49.0 – – 25.6 88.0 13.4 2.1 2.5 2.0
CoF 40.6 48.6 41.8 – – 30.0 88.7 12.2 0.7 0.6 0.6

Table 4: Results of test set. R-L denotes ROUGE-L, BS denotes BERTScore. The LLM-as-a-judge evaluation uses
a 15-point scale, consisting of three main criteria: accuracy, numerical correctness, and supporting evidence. Each
criterion is scored from 1 to 5 points. The detailed breakdown of results for each criterion is shown in the Appendix
Table 6.
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Model LLM-as-a-judge

Accuracy Numerical Correctness Supporting Evidence

Post-hoc
GPT-4o 4.6 4.4 4.6
Qwen2.5-72B 4.4 4.2 4.4
Llama-3.3-70B 4.4 4.3 4.4
Llama-3.2-1B 1.9 1.8 1.9
Llama-3.2-3B 2.9 3.0 3.0
Mistral-Small-24B 4.2 4.1 4.2
Mistral-8x22B 4.0 4.1 4.0
phi-4 4.4 4.2 4.4

End-to-end (single-pass)
GPT-4o 4.7 4.4 4.6
Qwen2.5-72B 4.2 4.1 3.8
Llama-3.3-70B 4.1 4.0 3.9
Llama-3.2-1B 1.5 1.5 1.5
Llama-3.2-3B 2.4 2.6 2.5
Mistral-Small-24B 4.2 4.1 4.2
Mistral-8x22B 4.0 3.9 4.1
phi-4 4.2 4.1 4.2

End-to-end (Iterative)
GPT-4o 4.6 4.3 4.5
Qwen2.5-72B 4.1 3.9 4.1
Llama-3.3-70B 4.1 4.0 4.0
Llama-3.2-1B 1.3 1.3 1.3
Llama-3.2-3B 2.2 2.3 2.3
Mistral-Small-24B 4.1 4.0 4.1
Mistral-8x22B 4.0 4.1 4.0
phi-4 4.2 4.0 4.2

Others
Vanilla 4.6 4.3 4.4
CoF 4.1 4.0 3.9

Table 5: Breakdown results of LLM-as-a-judge at development set.
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Model LLM-as-a-judge

Accuracy Numerical Correctness Supporting Evidence

Post-hoc
GPT-4o 4.6 4.3 4.5
Qwen2.5-72B 4.4 4.1 4.4
Llama-3.3-70B 4.4 4.2 4.4
Llama-3.2-1B 1.9 1.7 1.9
Llama-3.2-3B 2.9 2.9 3.0
Mistral-Small-24B 4.2 4.1 4.2
Mistral-8x22B 4.0 4.0 4.0
phi-4 4.3 4.1 4.4

End-to-end (single-pass)
GPT-4o 4.5 4.3 4.5
Qwen2.5-72B 3.9 3.9 4.1
Llama-3.3-70B 4.0 3.9 3.9
Llama-3.2-1B 1.5 1.4 1.4
Llama-3.2-3B 2.4 2.4 2.5
Mistral-Small-24B 4.1 4.0 4.1
Mistral-8x22B 4.2 4.0 4.2
phi-4 4.2 4.0 4.2

End-to-end (Iterative)
GPT-4o 4.5 4.2 4.5
Qwen2.5-72B 4.1 4.0 4.1
Llama-3.3-70B 4.1 4.0 4.0
Llama-3.2-1B 1.4 1.4 1.3
Llama-3.2-3B 2.2 2.2 2.2
Mistral-Small-24B 4.0 3.9 4.0
Mistral-8x22B 4.3 4.1 4.0
phi-4 4.2 4.0 4.2

Others
Vanilla 4.6 4.2 4.4
CoF 4.0 3.9 3.9

Table 6: Breakdown results of LLM-as-a-judge at test set.
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Answer Generation

You are a professional financial analyst. Your task is to analyze financial reports from two companies and answer a
specific question based on the provided information. Your response must be well-structured, concise, and fact-based.

When presenting your analysis, structure your response into numbered clauses.

Each clause should be a single concise sentence presenting a fact-based financial insight.

Avoid sub-bullets, section headers, or formatting symbols (such as dashes, asterisks, or bold text).

Write in full sentences. Do not introduce bullet points or separate explanations within the same clause.

Here is an example of response: example

The following are the financial reports of two companies.

Financial Report for Company <name1>:
<report1>

Financial Report for Company <name2>:
<report2>

Based on the information provided, answer the following question: Question: <question>

Figure 3: Prompt of post-hoc answer generation.

Attribution Generation

Given the financial reports of two companies, a question, an answer to the question structured into numbered clauses,
and a list of professional knowledge, your task is to identify three attributes for each clause.

The three attributes are:
1. The evidence supporting the clause. It can be a list of paragraph indices from the company’s financial report or
inferred from previous clauses.
2. Code: If the clause involves numerical values that being calculated from the context, provide a Python function that
takes necessary input values, performs the calculation, and returns the result.
3. Professional Knowledge: Identify the professional knowledge items that are relevant to the clause from the
professional knowledge list if any.

Here is an example of response: example

The following are the financial reports of two companies, a question, and the answer to the question in the numbered
clauses format, and a list of professional knowledge. Based on the information provided, identify three attributes for
each clause.

Financial Report for Company <name1>:
<report1>

Financial Report for Company <name2>:
<report2>

Question: <question>

Answer to the Question:
<answer>

Professional Knowledge List: <knowledge list>

Attributes for each clause:

Figure 4: Prompt of post-hoc attribution generation.
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End-to-end Generation

You are a professional financial analyst. Your task is to analyze financial reports from two companies to answer a
specific question based on the provided information. For each clause in your response, provide the following three
attributes:
1. Evidence: Specify supporting evidence as paragraph indices from the financial reports or indicate if it’s inferred from
previous clauses.
2. Code: If numerical values are calculated, provide a Python function that performs the calculation and returns the
result.
3. Professional Knowledge: Identify relevant professional knowledge items from the provided list, if applicable.

Structure your response into numbered clauses, each with its corresponding attributes.
Here is an example of response: example

The following are the financial reports of two companies, a question, and a list of professional knowledge. Based on
the information provided, please answer the question in the format of numbered clauses, each with three attributes:
Evidence, Code, and Professional Knowledge.

Financial Report for Company <name1>:
<report1>

Financial Report for Company <name2>:
<report2>

Question: <question>

Professional Knowledge List: <knowledge list>

Your response:

Figure 5: Prompt of end-to-end generation.

Annotator ID Finance Industry Experience Annotation Work

1 1 working and 2 internship at US Data Annotation
2 2 working and >= 2 internship at US Data Annotation
3 1 working at UK and 2 internship at US Data Annotation
4 1 working and >= 3 internship at US Data Annotation
5 2 internship at US, 1 internship at Canada Data Annotation
6 Graduate student majored in finance Data Annotation
7 1 working at Singapore Annotation validation
8 1 internship at US, 3 internship at China Annotation validation
9 1 working at Canada Annotation validation

10 Graduate student majored in data science Code annotation
11 Graduate student majored in computer science Code annotation

Table 7: Details of annotators involved in dataset construction.
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End-to-end Feedback

You are a professional financial analyst responsible for reviewing and improving a financial analysis. You will be given:

1. Financial reports from two companies.
2. A question related to their financial performance.
3. A current analysis, structured as numbered clauses. Each clause consists of:
- Clause Content: A clear and concise financial insight.
- Attributes:
1) Evidence: References to supporting paragraph indices from the financial reports or logical inference from previous
clauses.
2) Code: A Python function performing necessary calculations, including an execution result for verification.
3) Professional Knowledge: Relevant financial concepts from the provided knowledge list.

Provide constructive feedback by evaluating each clause based on the following criteria:
1. Conciseness Relevance to the Question
- Does the analysis answer the question directly and efficiently?
- Does it include unnecessary details or over-explained information? If so, suggest more concise phrasing.
2. Numerical Accuracy
- Verify whether numerical values are correctly calculated based on the financial reports.
- Ensure that all provided calculations are necessary and relevant to answering the question.
3. Evidence Support Justification
- Does each clause rely on valid evidence from the reports? If inference is used, is it logically sound?
- Are financial concepts correctly applied according to the provided knowledge list?
- Does the analysis remain within the provided information, avoiding speculation or unsupported conclusions?
4. Code Accuracy:
- Is the provided code correct, and does its execution result align with the content?
- Professional Knowledge Validity: Are the cited financial concepts appropriate and correctly applied?
Clearly state specific issues and provide actionable suggestions for improvement.
If no corrections are needed, output "Done" without any additional text.

The following are the financial reports of two companies, a question, a list of professional knowledge, and a financial
analysis. Based on the information provided, please provide a feedback. If no additional feedback is necessary, output
"Done" without any other text.

Financial Report for Company <name1>:
<report1>

Financial Report for Company <name2>:
<report2>

Question: <question>

Professional Knowledge List: <knowledge list>

Analysis: <analysis>

Your response:

Figure 6: Prompt of end-to-end feedback.
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VANILLA Modified Prompt

Instruction: As a finance analyst, write an accurate, engaging, and concise answer for the given question using only the
provided search results (some of which might be irrelevant) and cite them properly.

Use an unbiased and journalistic tone. Always cite for any factual claim and every clause must have a citation.

When citing several search results of evidence, use evidence:[0,1,...]. Cite at least one document and at most five
documents in each clause (separated by either ’,’, or ’.’).

For professional knowledge (calculation formula inside the docs), if they are used, include them in the citation of
evidence.

If multiple documents support the sentence, cite some of the documents you think most relevant and needed (do not
exclude the professional knowledge because of this).

If this sentence doesn’t use any evidence or professional knowledge, then put inference:[] at the end with correct indices.
The indices correspond to the source sentences in the answer before this sentence.

Example:

Question: How do changes in depreciation and amortization mean for CWT and AWK’s investment strategies in Q1
2024?

Document [1](Title: 0): Depreciation and amortization expense increased $2.9 million, or 9.8%, to $32.8 million for
the three months ended March 31, 2024, as compared to $29.9 million for the three months ended March 31, 2023,
primarily due to utility plant placed in service in 2023.

Document [2](Title: 1): Income tax expense increased $21.1 million to $15.5 million for the three months ended March
31, 2024, as compared to income tax benefit of $5.6 million for the three months ended March 31, 2023. The increase in
income tax expense was primarily due to an increase in the pre-tax operating income for the three months ended March
31, 2024 as compared to the same period of 2023 due to higher pre-tax operating income.

Document [3](Title: 2): Presented in the table below are the company’s consolidated results of operations. (Tabular data
omitted for brevity.)

Document [4](Title: 3): Table 29: For the Three Months Ended March 31, 2024 and 2023 (In millions)
...
Document [5](Title: 4): Capital Structure = Capital Expenditure Ratio = Capital Expenditures / Total Operating
Revenues.

Answer: AWK’s depreciation and amortization increase of 9.30% code: [0] and CWT’s 9.70% code:[1] increase
indicate ongoing capital investments. evidence: [0,3,4] Specifically, AWK’s investments imply scaling across multiple
projects state-wide, while CWT’s more modest absolute amount reflects proportional growth through specific regional
infrastructure advances. inference: [0]

Figure 7: Prompt of Vanilla generation.

CoF Stage 1 Answer Generation Prompt

You are a finance analyst give the answer to the question based on the context in a concise and professional tone. Directly
give the answer without any extra explanation. Also use comma and punctuation for the answer instead of using "**" .
<context>
<query>

Figure 8: Prompt of CoF Answer Generation.
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CoF Stage 2 Chunk Level Citation

Your task is to add citations to the existing answer for a financial analysis task. In this task, you are provided with an
answer that was generated based on specific financial data and contextual information (e.g., interest rate sensitivity
tables, financial reports, analytical outputs, or market indicators). Your goal is to enhance the answer by adding reference
citations that support any factual claims made.
Don’t give "Here’s the updated answer with accurate citations based on the snippets provided:" at the beginning of you
answer. Directly output your answer without any explanation.
Below are the detailed instructions:
1. Citation Requirement: For each factual statement S in the answer that relies on specific numerical data, analytical
results, or direct excerpts from the provided financial context snippets, append the snippet number(s) that support S
using the following citation format:
<statement>S<cite>[l1][l2]...[ln]</cite></statement>
- Replace ‘S‘ with the factual statement. - Replace ‘[l1]‘, ‘[l2]‘, etc. with the respective snippet numbers from the
context.
2. No Direct Supporting Evidence: For sentences that function as introductions, summaries, general commentary,
reasoning, or inference—where no specific numeric or factual evidence from the provided contexts is used—simply add
an empty citation:
<statement>S<cite></cite></statement>
3. Preservation of Original Content: Do not change any part of the original answer’s text aside from adding the citation
tags. Maintain the original wording, punctuation, and overall structure.
4. Content of Contexts: The provided contexts may include tables, numerical data, and descriptive statements that
illustrate financial metrics (such as net interest income sensitivity, funding cost variations, interest rate risk analysis
results, etc.). Carefully examine these contexts to identify which snippet(s) support each factual assertion in the answer.
5. Requirements regard the professional knowledge: Some snippet offer some professional knowledges, if these
professional knowledge are used, include them. Important: Try to include them if the statement contains some
calculations as these professional knowledge is useful for improving the calculation correctness.
6. Example with Extended Snippets and an Additional Sentence:
Suppose the provided contexts and answer are as follows:
[Contexts Start] Snippet [1] The interest sensitivity table for EBC as of March 31, 2024 shows that when interest rates
increase by +200 basis points...
Snippet [2] ...
Snippet [3] ...
[Contexts End]
[Question]
How does EBC’s net interest income sensitivity change between December 31, 2023, and March 31, 2024 when
subjected to a +200 basis points rate change?
[Existing Answer Start]
Based on the simulation, EBC’s net interest income sensitivity slightly worsened from December 31, 2023, to March 31,
2024. The increase in funding costs, as shown in the report, contributed to this sensitivity change.
[Existing Answer End]
[Answer with Citations]
<statement>Based on the simulation, EBC’s net interest income sensitivity slightly worsened from December 31, 2023,
to March 31, 2024.<cite>[1]</cite></statement> <statement>The increase in funding costs, as shown in the report,
contributed to this sensitivity change.<cite>[2]</cite></statement>
Now get ready to add citations for the following test case.
[Contexts Start] <context> [Context End]
[Question] <question>
[Existing Answer Start] <answer> [Existing Answer End]
[Answer with Citations] <statement>Answer sentence 1<cite>[...citation numbers if applicable...]</cite></statement>
<statement>Answer sentence 2<cite>[...citation numbers if applicable...]</cite></statement> ...

Figure 9: Prompt of CoF Chunk Level Citation.
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CoF Stage 3 Sentence Level Citation

You will receive a passage and a factual statement. Your task is to identify the parts in the passage (i.e., chunks
<Cs_1>-<Ce_1>, <Cs_2>-<Ce_2>, . . . , <Cs_n>-<Ce_n>) that support some key points of the statement, and output the
chunk numbers in the format:

[s_1− e_1]

[s_2− e_2]

. . .

[s_n− e_n]

Make sure that you don’t include any delimiters (such as triple quotes) in your answer.
Also [1-2] means skipping the first sentence and only includes the second and third sentences.
Directly give your answer without any explanation. Try as hard as possible to include some citation. Some statements
may include some calculated number; you need to infer the source of the calculation. If there is no relevant citation,
return "None".
If the passage contains no key information relevant to the statement, you must output "No relevant information". Try
your best to cite, and if you think some number may result from a calculation, cite the source number for the calculation.
Below are some examples tailored for finance:
Example 1:
[Passage Start]
<C0>EBC reported its net interest income figures for different rate scenarios as part of its interest sensitivity analysis.
<C1>At December 31, 2023, EBC’s simulated net interest income under a +200 basis points increase showed a change
of -2.9%. <C2>At March 31, 2024, the simulation indicated a change of -3.1% under the same scenario. <C3>The table
data reflects minor variations between the two reporting dates.
[Passage End]
[Statement]
EBC’s net interest income sensitivity increased when the interest rate change is +200 basis points from December 31,
2023 to March 31, 2024.
[Output]
[1-2]
Example 2:
...
Example 3:
...
Now get ready to process the following test case:
[Passage Start] <context> [Passage end]
[Statement] <statement>
[Output]

Figure 10: Prompts of CoF Sentence Level Citation
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