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Abstract

When seeking information from unfamiliar doc-001
uments, users frequently pose questions that002
cannot be answered by the documents. While003
existing large language models (LLMs) iden-004
tify these unanswerable questions, they do not005
assist users in reformulating their questions,006
thereby reducing their overall utility. We curate007
COULDASK, a benchmark composed of exist-008
ing and new datasets for document-grounded009
question answering, specifically designed to010
study reformulating unanswerable questions.011
We evaluate state-of-the-art open-source and012
proprietary LLMs on COULDASK. The results013
demonstrate the limited capabilities of these014
models in reformulating questions. Specifically,015
GPT-4 and Llama2-7B successfully reformu-016
late questions only 26% and 12% of the time,017
respectively. Error analysis shows that 62% of018
the unsuccessful reformulations stem from the019
models merely rephrasing the questions or even020
generating identical questions.021

1 Introduction022

Applying large language models (LLMs) to per-023

form question answering (QA) over documents,024

such as legal and medical texts, has become in-025

creasingly popular (Agrawal et al., 2022; Guha026

et al., 2023). However, users’ limited knowledge of027

these documents often results in the formulation of028

unanswerable questions, whose assumptions either029

conflict with or cannot be verified with the infor-030

mation available in the documents. We will refer to031

these assumptions as presupposition errors.1 Gao032

et al. (2023) and Yu et al. (2023) found that around033

30% of information-seeking questions written by034

users include presupposition errors. Research in035

the field has primarily focused on the detection036

of unanswerable questions (Rajpurkar et al., 2018;037

Tran et al., 2023; Hu et al., 2023) and providing038

1Kim et al. (2023) refer to these assumptions as question-
able assumptions.

Can you read an article and answer a question?

In 1986, Chief Justice Warren Burger informed the 
White House of his intent to retire. [...] Feeling that 
this might well be Reagan's last opportunity to pick 
a Supreme Court justice, the president and his 
advisers chose Scalia over Bork. Many factors 
influenced the decision. Reagan wanted to appoint 
the first Italian-American justice. In addition, Scalia 
was ten years younger and would likely serve 
longer on the Court. Scalia also had the advantage 
of not having Bork's "paper trail"; the elder judge 
had written controversial articles about individual 
rights. Scalia was called to the White House and 
accepted Reagan's nomination. [...]

Why did Scalia decide to retire?

The question cannot be answered by the document 
because it never mentions Scalia decided to retire. 
Below is a relevant question that the document has 
an answer. Would you like to know the answer or ask 
your own question?

Why was Scalia appointed to be a Justice?

Figure 1: An example of an LLM suggesting an alterna-
tive relevant question the user could have asked whose
answers can be found in the document, besides only
informing users with the presupposition errors.

explanations for why such questions cannot be an- 039

swered (Yu et al., 2023; Kim et al., 2023). However, 040

this goal is insufficient for fostering an effective 041

interaction between users and LLMs. Identifying 042

unanswerable questions only serves as a starting 043

point in question reformulation; without additional 044

guidance or feedback on how to rephrase the ques- 045

tion, users, especially those unfamiliar with the 046

content, might find themselves caught in a repeti- 047

tive cycle of formulating questions. In a large-scale 048

industrial experiment, Faustini et al. (2023) have 049

shown that the practice of rewriting unanswerable 050

questions users ask virtual assistants significantly 051

enhances the experience for millions of users. 052

This work aims to improve the utility of QA 053

systems by introducing a new task that requires 054

both detecting unanswerable questions and gener- 055
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Issue Strategy % Original question Revised question

Contradictory Correct 17 What other foods are adulterated with
turmeric?

What other substances are commonly adulter-
ated in turmeric?

Which major cities are located at great
lakes?

Which U.S. states have jurisdictions that ex-
tend into the Great Lakes?

Unverifiable Generalize 20 When was the Twenty-third Amendment
to the United States Constitution passed
into law?

Has the Twenty-third Amendment to the
United States Constitution been proposed?

How many children does Jennifer
Lawrence have?

Is Jennifer Lawrence expecting her first
child?

Unverifiable Nearest
Match

44 How many arms does Krishna have? How is Krishna typically depicted in terms
of arms?

How many schools are in CPS? What kind of schools are included in CPS?

Unverifiable Specify 19 While working at Edison, what inventions
did Nikola Tesla make?

What specific aspects of electrical engineer-
ing did Nikola Tesla work on and further de-
velop while working at Edison?

How many children did Toni Morrison
have?

How many children did Toni Morrison have
with Harold Morrison before their divorce?

Table 1: Strategies from a human user reformulating questions on 100 examples.

ating questions closely related to the initial query056

and grounded in the document. Opting to gen-057

erate a relevant question rather than a summary058

of related information emphasizes a user-centered059

approach. While producing a summary is more060

document-focused, formulating a relevant question061

targets understanding and predicting the user’s in-062

tent, aligning the interaction more closely with the063

user’s specific needs and queries. We provide an ex-064

ample of how to suggest such questions in Figure 1.065

Although generating relevant and grounded ques-066

tions conditioned on initial queries offers greater067

utility to users, it remains a difficult task even for068

the best models in a few-shot setting.069

We first characterize human-reformulated ques-070

tions and describe several different strategies for071

updating questions to remove presupposition errors.072

Motivated by these strategies, we curate COUL-073

DASK, a benchmark for document-grounded QA074

that consists of a combination of existing and new075

datasets to study question reformulation in the pres-076

ence of presupposition errors. We evaluate several077

prompting methods such as few-shot prompting078

and chain-of-thought prompting, employing state-079

of-the-art open-source and proprietary models. The080

results illustrate the limitations of existing models081

and prompting techniques in accurately detecting082

unanswerable questions and reformulating ques-083

tions: the F1 scores for identifying unanswerable084

questions range from 41.16% to 67.82%, and suc-085

cess rates for reformulating questions range from086

7.13% to 26.21%, depending on base models. Anal-087

ysis shows that most of the unsuccessful reformula-088

tion come from rephrasing or repeating the original089

questions and that LLMs are worse at reformulat- 090

ing questions necessitating global edits compared 091

to those solely requiring local edits. 092

2 Related Work 093

Several datasets have been proposed to study unan- 094

swerable questions. Rajpurkar et al. (2018) curate 095

the first document-grounded QA dataset that fea- 096

tures unanswerable questions. More recently, Yu 097

et al. (2023) and Kim et al. (2023) have collected 098

questions with presupposition errors from Google 099

user queries and Reddit posts, respectively. 100

How to identify unanswerable questions, espe- 101

cially with off-the-shelf LLMs, has remained un- 102

derstudied. Kim et al. (2021) proposed to first ex- 103

tract presuppositions from a question and then per- 104

form natural language inference (NLI) to check for 105

presupposition violations. However, this pipeline 106

requires supervision. In practice, supervision is 107

often not available; Kim et al. (2023) thus explore 108

prompting large language models in the chain-of- 109

thought style to identify unanswerable questions. 110

However, the results remain unsatisfying; using 111

GPT-3 only yields detection accuracy that is only 112

slightly better than random guesses. 113

Faustini et al. (2023) investigate unanswerable 114

questions and their reformulations in the domain of 115

spoken QA, focusing on issues stemming from dis- 116

fluencies, grammatical errors, and awkward phras- 117

ing. We, however, study unanswerable questions 118

arising from presupposition errors, which require 119

a more profound semantic comprehension of both 120

contexts and questions. 121
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Unanswerable questions are closely related to122

ambiguous questions (Min et al., 2020). While123

there has been extensive research into reformu-124

lating ambiguous questions (Rao and Daumé III,125

2018; White et al., 2021; Pyatkin et al., 2023), the126

problem of reformulating unanswerable questions127

receives little attention. Strategies for rephrasing128

ambiguous questions often involve making ques-129

tions more specific by mentioning precise entities130

or events (Min et al., 2020). In contrast, as we131

will show in Section 3, reformulating unanswerable132

questions necessitates a wide range of strategies.133

Finally, we discuss the connection between134

document-grounded QA and open-domain QA135

(Kim et al., 2023). Document-grounded QA is136

essentially open-domain QA with the correct doc-137

ument retrieved. Reformulating questions based138

on the identified document is a separate skill from139

retrieving the document. Therefore, question refor-140

mulation is an interesting task in itself.141

3 Task: Question Reformulation142

To assist users with question reformulation when143

reading unfamiliar documents, we define the fol-144

lowing task. Given a document and a user ques-145

tion, the system must determine if the question is146

unanswerable. Upon identifying the unanswerable147

question, it must reformulate the question such that148

the new question is answerable by the document149

while remaining relevant to the original question.150

As this task is challenging to formally define, we151

begin with a qualitative study over a set of example152

reformulations by a human user, shown in Table 1.153

Different strategies are applied for different presup-154

position errors in the reformulation process. For155

handling presuppositions that are contradictory to156

the documents, the human user corrects the presup-157

positions. When it comes to presuppositions that158

are unverifiable given the documents, we observe159

three strategies. The first strategy takes a step back160

by asking about a less specific event than the event161

in the original question. The second strategy seeks162

a “nearest match” question that the document can163

answer due to a flaw in the original. The third strat-164

egy refines the original question by asking about165

something more specific that can be verified by the166

document. While these strategies are not exhaus-167

tive, they demonstrate the challenging nature of the168

problem and the necessity for establishing sources169

of ground truth in the document.170

4 The COULDASK Benchmark 171

Motivated by the need to reformulate questions 172

both to rely on verified information and to avoid 173

contradictions, we develop a benchmark dataset. 174

We consider two important challenges in construct- 175

ing benchmarks for this task. (1) The benchmark 176

should cover a wide range of domains to cover 177

different types of presuppositions. (Existing QA 178

datasets that study unanswerable questions mostly 179

rely on Wikipedia articles (Rajpurkar et al., 2018; 180

Gao et al., 2023; Kim et al., 2023).) (2) The evalu- 181

ation method should be capable of fairly assessing 182

equally good reformulated questions, considering 183

the subjective nature of question reformulation. 184

4.1 Datasets 185

Following the desiderata, we select three existing 186

datasets – SQuADv2, BanditQA (Gao et al., 2023), 187

and QA2 (Kim et al., 2023) – and to cover a broader 188

range of domains, we create three new datasets in 189

the domains of news, review, and Reddit, where 190

the questions are generated by models and verified 191

by crowdworkers. We summarize statistics for all 192

datasets in Table 2. 193

BBC, Reddit, and Yelp. We synthetically gen- 194

erate questions with a question generation model. 195

We use the documents from BBC news articles2, 196

Reddit pages3, and Yelp reviews4, respectively. To 197

not artificially craft unanswerable questions, we 198

instruct the question generation model to produce 199

questions normally and later identify the unanswer- 200

able ones. To produce a dataset that is challeng- 201

ing for LLMs, we additionally leverage a question 202

checking model5. We search for questions that 203

confuse the question checking model. Specifically, 204

we sample the question checking model five times 205

to produce an answer for each of the questions. 206

We gather questions where the question checking 207

model flags the questions are unanswerable any of 208

those five times. We then ask three crowdworkers 209

from Amazon Mechanical Turk (MTurk) to inde- 210

pendently verify whether the question is answer- 211

able or not.6 The question generation model pro- 212

2https://huggingface.co/datasets/SetFit/bbc-news
3https://huggingface.co/datasets/reddit_tifu
4https://huggingface.co/datasets/yelp_review_full
5GPT-4 is used for both question generation model and

question checking model.
6In particular, to annotate whether a question is answer-

able, we instruct the crowdworkers to select a span from the
document to answer the question. If they cannot identify a
span, the question is deemed unanswerable. To reduce noise,
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Total Unans% Document Length Question Length # Question Entities Source Domain

SQuADv2 1000 50.70 143.83± 59.97 11.21± 3.54 2.29± 0.94 Human Wikipedia
QA2 506 48.81 818.28± 684.61 7.74± 1.39 2.05± 0.57 Human Mostly Wikipedia
BanditQA 2070 35.56 261.09± 145.19 8.37± 2.43 1.70± 0.72 Human Wikipedia
BBC 278 21.22 477.75± 289.41 16.37± 3.49 3.31± 1.04 GPT-4 News
Reddit 313 36.10 477.43± 307.18 14.27± 2.75 2.93± 0.78 GPT-4 Social Media
Yelp 165 30.91 387.70± 147.83 15.27± 3.04 3.04± 0.76 GPT-4 Review

Table 2: An overview of COULDASK. Unans% is the percentage of unanswerable questions.

Example Revised question Ans Rel

Question: When did Chick-fil-A open their first
restaurant in Pennsylvania?
Document: [...] he registered the name Chick-fil-A,
Inc. From 1964 to 1967, the sandwich was licensed to
over fifty eateries, including Waffle House and the
concession stands of the new Houston Astrodome. The
Chick-Fil-A sandwich was withdrawn from sale at
other restaurants when the first standalone location
opened in 1967, in the food court of the Greenbriar
Mall, in a suburb of Atlanta. Since 1997, the
Atlanta-based company has been the title sponsor of
the Peach Bowl, an annual college football bowl game
played in Atlanta on New Year’s Eve.

• Did the article mention the first Chick-fil-A
restaurant in Pennsylvania?

✓ ✓

• Which Chick-fil-A mentioned in the article is
the closest to Pennsylvania?

✓ ✓

•When did Chick-fil-A open their first free-
standing location?

✓ ✗

• How many eateries of Chick-fil-A are licensed
from 1964 to 1967?

✓ ✗

• Where is the first Chick-fil-A restaurant in
Pennsylvania?

✗ ✓

• When did Chick-fil-A open its first restaurant
in a northern state, specifically in Pennsylvania?

✗ ✓

• When were chicken sandwiches invented at
Chick-fil-A?

✗ ✗

Table 3: Different aspects of question reformulation. Ans indicates whether the reformulated question can be
answered by the document, and Rel indicates whether the reformulated question is relevant to the original question.

duces 9500, 9964, and 10000 QA pairs for the BBC,213

Reddit, and Yelp datasets, respectively. We keep214

278, 313, and 165 examples that have confused215

the question checking model. Finally, the crowd-216

workers identify 21.22%, 36.10%, and 30.91% of217

the questions are truly unanswerable. We thus con-218

struct examples that are both challenging to LLMs219

and high-quality.220

SQuADv2, QA2, and BanditQA. We adapt221

these datasets to be used for document-grounded222

QA. Questions in SQuADv2 are mechanistically223

formulated with the intention of being unanswer-224

able, whereas the other two datasets feature nat-225

urally occurring unanswerable questions. QA2 is226

composed of natural Google search queries, and227

BanditQA includes questions formulated by users228

during interactions with LLMs. More information229

on the modifications we make to these datasets can230

be found in Appendix A.231

4.2 Evaluating Reformulation232

To improve the utility of QA systems in responding233

to unanswerable questions, the reformulated ques-234

tions must be (1) answerable by the documents and235

we take the majority vote from three crowdworkers. To further
ensure a low noise level in annotations, we remove the exam-
ples where answer spans annotated by different crowdworkers
are disjoint from each other.

(2) relevant to the original questions posed by the 236

users. As illustrated by the examples in Table 3, 237

a reformulation could be answerable but not rele- 238

vant, or relevant but not answerable. A successful 239

reformulation must satisfy both conditions. There 240

are multiple equally good reformulations for each 241

question. For instance, when given the original 242

question, it is hard to determine which of the first 243

two reformulations in Table 3 would be closer to 244

the user’s intent. As a result, we opt for a reference- 245

free evaluation approach. 246

Measuring the relatedness of two questions in- 247

volves determining how closely their topics, in- 248

tents, and meanings are aligned. With these goals 249

in mind, we propose three reference-free relevance 250

metrics: edit distance, entity overlap ratio7, and 251

cosine similarity between the original question and 252

the reformulation to indicate the level of relevance. 253

We consider the reformulation to be unanswerable 254

and have zero relatedness for the unanswerable 255

questions that are not successfully detected by the 256

system. To automatically evaluate (1), we train 257

a Llama2-7B model on COULDASK to classify 258

whether the reformulation is answerable or not. 259

The classifier achieved 95% accuracy on a held-out 260

validation set. We release the classifier on Hugging 261

7We justify our choice of entity overlap ratio as a relevance
metric with human evaluation in Section 7.
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SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

GPT-3.5

ZS 31.86 37.61 50.58 9.09 24.46 19.35 28.83
ZS CoT 26.49 39.52 44.74 14.08 19.40 13.33 26.26
FS 35.75 43.26 67.34 0.00 19.12 16.67 30.35
FS CoT 51.08 37.90 70.33 16.22 37.65 33.77 41.16

GPT-4

ZS 85.47 67.40 71.24 51.93 61.82 58.74 66.10
ZS CoT 84.97 68.55 67.33 52.02 55.51 61.65 65.01
FS 77.34 64.17 80.48 52.07 65.95 60.74 66.79
FS CoT 76.11 64.09 80.85 53.93 71.48 60.43 67.82

Llama2

ZS 21.29 35.26 44.51 24.44 15.49 24.32 27.55
ZS CoT 27.76 37.39 48.22 19.61 19.23 27.16 29.89
FS 55.36 54.24 66.77 27.91 42.11 45.83 48.70
FS CoT 35.44 35.65 58.53 25.45 35.87 34.09 37.51

Mistral

ZS 38.30 30.43 46.61 30.23 26.14 17.39 31.52
ZS CoT 31.87 26.5 47.39 29.27 21.48 21.92 29.74
FS 41.98 34.13 47.45 38.83 42.74 40.38 40.92
FS CoT 46.65 44.32 58.23 38.10 48.28 32.97 44.76

Zephyr

ZS 63.73 55.37 67.61 45.31 38.04 32.50 50.43
ZS CoT 65.42 50.36 68.27 39.72 34.07 39.53 49.56
FS 67.29 63.06 67.67 42.86 50.00 30.23 53.52
FS CoT 64.25 71.10 68.61 42.03 49.61 43.40 56.50

Table 4: Comparing F1 scores for unanswerable question detection with different prompting methods using both
proprietary and open-source models on COULDASK. The best method for each base model is highlighted with an
underscore, and the best method across all base models is bolded.

Face . For (2), we calculate the Levenshtein edit262

distance, use GPT-4 to tag entities for computing263

entity overlap ratios, and apply OpenAI embedding264

models to produce question embeddings for com-265

puting cosine similarities. Finally, a reformulation266

that is answerable but irrelevant, or vice versa, is267

not yet helpful. To consolidate the evaluation into268

a single unified score, using entity overlap ratios269

as an example, we assign a score of 1 to a refor-270

mulation if it is both answerable and has an entity271

overlap ratio of more than 50%; otherwise, we as-272

sign a score of 0. We refer to this binary score as273

success rate.274

5 Experimental Setup275

Models. We test a range of instruction-finetuned276

LLMs. For proprietary models, we consider GPT-277

3.5 (gpt-3.5-turbo-0125) and GPT-4 (gpt-4-0613).278

For open-source models, we consider a list of 7-279

billion-parameter models: Llama28 (Touvron et al.,280

2023), Mistral9 (Jiang et al., 2023), and Zephyr10281

(Tunstall et al., 2023).282

Comparisons. We consider several prompting283

approaches: zero-shot (ZS) and few-shot (FS)284

prompting and ZS and FS chain-of-thought (CoT)285

prompting. We first prompt LLMs to determine286

8huggingface.co/meta-llama/Llama-2-7b-chat-hf
9huggingface.co/mistralai/Mistral-7B-Instruct-v0.2

10huggingface.co/HuggingFaceH4/zephyr-7b-beta

whether the input question cannot be answered by 287

the provided document. For ZS and FS prompting, 288

we use the prompt provided by SurgeAI11, which 289

explicitly instructs the model to not produce an an- 290

swer if the answer cannot be determined from the 291

document alone. For ZS and FS CoT prompting, 292

we expand the aforementioned prompt by asking 293

the model to think step by step to come up with 294

a reason to explain and support its decision. For 295

question reformulation, all methods are provided 296

with their previous turns where the models deter- 297

mine the questions are unanswerable. ZS and FS 298

prompting instruct the model to make minimum 299

edits to the original question to make it answerable. 300

ZS and FS CoT prompting instruct the model to 301

think step by step to reason about the minimum 302

edits they can make. 303

6 Results 304

Detecting Unanswerable Questions Being able 305

to detect unanswerable questions is a necessary 306

precondition for successful question reformulation. 307

Table 4 presents the F1 scores for unanswerable 308

question detection using different prompting ap- 309

proaches with each base model. Performance is 310

often better for existing datasets than new ones, 311

11SurgeAI prompt: “Answer the following from the above
passage alone, and if you can’t determine the answer based on
the passage, say that you don’t know the answer.”
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SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

GPT-3.5

ZS 3.55 6.88 5.71 1.69 4.42 9.80 5.34
ZS CoT 3.55 3.64 4.35 1.69 2.65 3.92 3.30
FS 3.35 8.91 6.25 0.00 0.88 5.88 4.21
FS CoT 5.52 8.50 7.20 10.17 3.54 7.84 7.13

GPT-4

ZS 17.16 23.89 11.68 52.54 8.85 43.14 26.21
ZS CoT 15.78 18.22 8.29 35.59 14.16 35.29 21.22
FS 10.45 17.00 10.19 42.37 8.85 31.37 20.04
FS CoT 9.86 17.81 10.60 44.07 7.96 17.65 17.99

Llama2

ZS 2.56 6.88 5.30 13.56 4.42 11.76 7.42
ZS CoT 3.75 3.24 2.99 10.17 1.77 9.80 5.29
FS 7.10 14.17 8.15 16.95 8.85 17.65 12.14
FS CoT 3.16 4.45 5.84 13.56 3.54 5.88 6.07

Mistral

ZS 1.58 2.02 4.35 11.86 1.77 1.96 3.92
ZS CoT 2.96 1.21 4.08 6.78 0.88 7.84 3.96
FS 3.35 4.05 3.67 22.03 6.19 11.76 8.51
FS CoT 5.92 4.05 6.39 16.95 5.31 13.73 8.72

Zephyr

ZS 7.89 12.15 7.61 30.51 4.42 9.80 12.06
ZS CoT 8.09 7.69 7.34 20.34 6.19 7.84 9.58
FS 5.33 15.38 7.07 13.56 4.42 7.84 8.93
FS CoT 8.88 13.77 10.19 35.59 7.96 13.73 15.02

Table 5: Question Reformulation. Success rates using different prompting methods with both proprietary and
open-source models on COULDASK. The best method for each base model is highlighted with an underscore, and
the best method across all base models is bolded.

which indicates our approach’s effectiveness in gen-312

erating more challenging questions. Among all313

models, GPT-4 performs best at identifying unan-314

swerable questions. Surprisingly, both Mistral and315

Zephyr are more accurate at detecting unanswer-316

able questions than GPT-3.5. Among all prompting317

techniques, FS CoT consistently improves upon318

ZS, with a larger degree of improvement observed319

in smaller models compared to larger ones.320

Reformulating Questions Table 5 presents suc-321

cess rates for question reformulation vary dramati-322

cally from domain to domain. News (BBC) appears323

to be the least challenging domain, with success324

rates ranging from 10.17 to 52.54 depending on325

base models. Reddit is a challenging domain, with326

success rates ranging from 4.42 to 14.16. The re-327

sults on Wikipedia are mixed. While SQuADv2,328

QA2, and BanditQA are in the Wikipedia domain,329

LLMs achieve the lowest success rates on Ban-330

ditQA. We hypothesize that user queries written331

during interaction require deeper revision.332

Among all base models, GPT-4 achieves the333

highest average success rate (26.21), while GPT-3.5334

has the lowest average success rate (7.13). Among335

all open-source models, Zephyr has the best per-336

formance. When it comes to prompting methods,337

there is not a clear winner. Different LLMs can338

be improved with different prompting approaches.339

GPT-3.5, Mistral, and Zephyr benefit the most from340

FS CoT prompting, GPT-4 from ZS, Llama2 from 341

FS. We include individual metrics for question re- 342

formulation in Appendix B. 343

7 Analysis 344

Qualitative analysis We randomly sample and 345

analyze 20 reformulated questions from each base 346

model (a total of 100 questions) that cannot be an- 347

swered by the corresponding documents. We sum- 348

marize the results in Table 6. We identify three ma- 349

jor types of errors. The most frequent type is that 350

the models simply rephrase or generate the same 351

questions. Most of the errors in this type are con- 352

tributed by open-source models such as Llama2. 353

Another type of error that occurs 14% of the time 354

is that the models generate a question by copying 355

a document span that looks similar to the original 356

question. For example, given the original question 357

about the characteristics of the Classical Roman 358

architecture, the model identifies a span that is simi- 359

lar to the original question and generates a question 360

based on this span. However, the model does not 361

plan thoroughly about whether the new question 362

can be answered or not. 363

For 17% of the time, the models propose ques- 364

tions that are irrelevant to the original questions. 365

For example, in the Snow Patrol question, the sub- 366

ject of the reformulation has entirely changed from 367

asking about the most famous song to famous mu- 368
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Error Category % Original question Revised question

Simply rephrasing
/ producing the
same questions

62 When was he born? When was Jay Chou born and raised in Taipei,
Taiwan?

Which team won the most NFL Europe
titles?

Who was the team that won the most NFL
Europe titles?

Producing
questions by
copying
documents

14 When did the Cubs play their first home
game at Wrigley Field?

When did the Cubs move to Wrigley Field?

what are the characteristics of the Classi-
cal Roman architecture?

What are some of the characteristics of Classi-
cal Roman architecture that were adopted by
Renaissance architects?

Producing
irrelevant
questions

17 What is Snow Patrol’s most famous song? Who are some famous musicians that have
expressed admiration for Snow Patrol?

which campus is the biggest in University
of California?

Which college in the University of California
system is not controlled by the Regents or Pres-
ident?

Other 11 How many arms does Krishna have? I apologize for the confusion. The passage
does not mention how many arms Krishna has.

Table 6: Error analysis on 100 revised questions generated by different models.

Document:
In December 2007, Sport England published a survey
which revealed that residents of St Albans were the 10th
most active in England in sports and other fitness activities.
30.8% of the population participate at least 3 times a week
for 90 minutes.
Question:
What is St Albans Sport?
ZS CoT for unanswerable question detection:
The article did not provide information on what St Albans
Sport is, so I don’t know.
ZS CoT for question reformulation:
The article discusses the activity level of the residents of St
Albans in sports and fitness but does not detail a specific
sport. Instead of asking "What is St Albans Sport?" we
could ask, "How often do residents of St Albans participate
in sports and fitness activities?" to get an answer from the
given passage.
ZS for question reformulation:
What is the level of participation in sports and other fitness
activities in St Albans?

Figure 2: Example outputs produced by GPT-4. Via
prompting, the model detects unanswerable questions
then reformulates the questions with a second prompt.

sicians. Finally, we group the remaining eleven369

errors in the Other type, where there usually is not370

even a question produced.371

Limited benefit from FS CoT on Question Re-372

formulation. We explore why FS CoT improves373

the detection of unanswerable questions but not374

question reformulation by conducting a qualitative375

analysis of GPT-4 outputs on a BanditQA example,376

as illustrated in Figure 2. It is relatively straightfor-377

ward to determine why a question is unanswerable378

— either the document does not provide the neces-379

sary information or there is a presupposition that380

conflicts with the document. However, question381

reformulation demands compositional reasoning.382

q span

Original Q What medicine is made from Coca?
Reformulated Q What substance is derived from the

Coca leaf?

short span

Original Q When was USB-C developed?
Reformulated Q When was USB developed?

Table 7: Examples of a question with the minimum span
being the entire question (q span) and a question where
the minimum span is a noun (short span).

The model needs to first decide on a reformulation 383

strategy and then plan the specific steps to achieve 384

the reformulation. The reformulated question gen- 385

erated by GPT-4 via FS CoT prompting is closer 386

to being answerable. However, the model misses 387

a subtle detail — the document only mentions the 388

exercise habits of 30.8% of residents, not the gen- 389

eral population. Therefore, FS CoT alone, without 390

further methodological innovation, does not fully 391

address the challenge of question reformulation. 392

Compositional Modifications vs. Answerabil- 393

ity. We hypothesize that it is more difficult to 394

reformulate an unanswerable question to be answer- 395

able when it requires compositional modifications, 396

which means making global edits to the question 397

instead of making local edits. 398

To quantify edits required, we follow Lee et al. 399

(2020) and annotate the minimum span of a ques- 400

tion to explain why the question cannot be an- 401

swered by the document. We use GPT-4 to annotate 402

unanswerable questions in BanditQA, QA2, and 403

Yelp. We divide the questions into two categories. 404

The first category comprises questions whose min- 405
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Figure 3: The relation between the percentage of reformulations answerable by the documents and the type of
minimum spans in the original questions. q span are the examples where the minimum span is the full question,
while short span includes all other instances.

Edit Distance Entity Overlap

Fleiss’ κ 40.96 93.99

Table 8: The correlation between the tested metrics
and human-judged relevance between two questions,
evaluated using Fleiss’ κ.

imum span is the entire question. We call these q406

span. The second category covers questions that407

have a shorter minimum span, typically a noun or408

a noun phrase. We call these short span. We cal-409

culate how many reformulations are answerable,410

broken down by the type of minimum span. We411

consider the reformulations generated by zero-shot412

prompting with GPT-4, GPT-3.5, and Zephyr.413

The results of this analysis are in Figure 3. Our414

findings consistently show that fewer reformula-415

tions are answerable when the minimum span con-416

stitutes the entire question compared to when the417

minimum span is shorter, with only one exception418

in zero-shot prompting with Zephyr on Yelp.419

We present examples for each span type in Ta-420

ble 7. When the minimum span is the entire ques-421

tion, we cannot attribute the presupposition error to422

a smaller segment of the question. As a result, the423

modification has to be applied to the full question.424

For example, for the q-span example in Table 7,425

modifying individual parts of the question cannot426

correct the presupposition error, and therefore the427

model needs to make global changes. On the con-428

trary, when the minimum span is short, it only re-429

quires local edits. For the short-span question in430

Table 7, replacing USB-C with USB is enough to431

correct the question. Future efforts should be more432

devoted to the more challenging cases to make433

progress on question reformulation.434

Sufficiency of entity overlap ratios. Our met-435

ric is for relevance is based on a minimum entity436

overlaps. To judge the sufficiency of this metric, 437

we compare it to human evaluation. As a baseline 438

we consider Levenshtein edit distance, a method to 439

measure the similarity between two questions, as a 440

baseline metric. We have a human annotator evalu- 441

ate 200 pairs of reformulated questions produced 442

by zero-shot prompting with GPT-4 and GPT-3.5 443

on BanditQA. The question pairs are randomly 444

shuffled to ensure the annotator remains unaware 445

of the model source of each reformulation. The 446

annotator then selects the more relevant question 447

from each pair, based on alignment with the orig- 448

inal question’s intent. Subsequently, we identify 449

the question with a higher entity overlap ratio and 450

the question with a lower edit distance as the more 451

relevant ones, respectively. 452

We calculate the Fleiss’ κ score between human 453

evaluations and each of the metrics, with the results 454

summarized in Table 8. Compared to edit distance, 455

the entity overlap ratio more accurately represents 456

the relevance between the original and reformu- 457

lated questions (93.99 vs. 40.96). A Fleiss’ κ score 458

of 93.99 also suggests a near-perfect agreement 459

between the entity overlap ratio and human judge- 460

ments. We hypothesize that the specific semantic 461

properties of the questions are more central than 462

the surface form represented by edit distance. 463

8 Conclusion 464

Users often ask unanswerable questions when they 465

seek information from unfamiliar documents. Ex- 466

isting LLMs identify these questions but do not aid 467

users in reformulating new questions, resulting in 468

ineffective user-LLM interactions. We introduce 469

COULDASK, a compiled set of grounded-document 470

QA datasets designed to study both unanswerable 471

question detection and question reformulation. 472
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Limitations473

While our benchmark offers advantages over exist-474

ing sources, we acknowledge the following limi-475

tations. Questions in BBC, Reddit, and Yelp are476

generated by GPT-4, and they may not accurately477

represent questions posed by humans. Despite best478

efforts to ensure high-quality annotations, occa-479

sional human errors are possible. Additionally, our480

benchmark only collects English questions and thus481

lacks language diversity. Finally, regarding evalu-482

ation, the way we currently measure success rates483

only focuses on mistakes made on unanswerable484

questions. If an answerable question is detected485

to be unanswerable, we do not evaluate question486

reformulation in such cases.487
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A Dataset Details620

We provide more details about the existing datasets621

we include in COULDASK.622

SQuADv2 is a collection of QA pairs from623

Wikipedia articles, including questions with pre-624

supposition errors. Such questions are written by625

crowdworkers who are instructed to craft questions626

that are plausible but have presuppositions that can-627

not be verified by the associated articles. These628

annotators either modify valid questions or create629

new questions based on entities or topics related to630

the text, ensuring the questions appear relevant and631

deceivingly valid.632

QA2 contains QA pairs from general web articles. 633

QA2 sources questions from Google’s autocomple- 634

tion API. It calls the API on prefix strings – when, 635

where, which, how, what, why, who, whose – to 636

complete the queries. Crowdworkers are recruited 637

to (1) search for relevant documents and (2) check 638

whether these questions contain presupposition er- 639

rors. QA2 features naturally occurring presuppo- 640

sition errors and diverse document sources. The 641

original QA2 dataset is open-domain QA and only 642

provides annotations for relevant URLs. To obtain 643

the context, we scrape the text from their annotated 644

URL and remove the examples where the contexts 645

are not clear. 646

BanditQA investigate whether continual human 647

feedback can improve extractive QA systems; we 648

repurpose the dataset to study naturally occurring 649

presupposition errors. During data collection, users 650

are presented with Wikipedia passages, and they 651

are required to write questions about things they 652

are curious to know. In a later verification step, 653

over 30% of these questions are identified to have 654

presupposition errors. BanditQA is closest to the 655

setting of this study – when users are unfamiliar 656

with the documents, they come up with presupposi- 657

tions that cannot be grounded in the documents. 658

B More Analysis 659

Hacking success rates. We explore the poten- 660

tial for our proposed metrics to be manipulated in 661

order to artificially achieve perfect scores. We con- 662

sider two approaches. The first approach directly 663

prompts LLMs to produce an answerable question 664

while leaving all the entities unchanged. In the sec- 665

ond approach, we test a rule-based heuristic that 666

has the following steps: (1) tag entities in the orig- 667

inal question via LLM prompting, (2) select the 668

sentence in the document that has the highest en- 669

tity overlap ratio with the original question, and (3) 670

replace something in the select sentence to create 671

a wh-question, again using LLM prompting. The 672

results, summarized in Table 9, indicate that our 673

success rates remain robust, even when faced with 674

methods explicitly designed to exploit our metric. 675

We seek to understand where performance de- 676

grades in a rule-based heuristic by inspecting indi- 677

vidual metrics used to compute success rates. We 678

present the results in Table 10. While using the 679

rule-based heuristic leads to similar answerability 680

performance, the entity overlap ratio drops signifi- 681

cantly. We show further qualitative analysis of the 682
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SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

Prompting 18.74 21.86 10.60 47.46 7.96 33.33 23.33
Explicit Prompting 11.43 8.91 4.07 18.64 7.07 17.64 11.00
Rule-based 4.50 2.43 1.22 11.86 0.88 3.90 4.13

Table 9: Comparing the standard zero-shot prompting method to various baselines to hack the proposed metric,
success rates.

SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

Answerability Prompting 28.01 36.84 36.84 71.19 13.27 47.06 36.58
Rule-based 28.01 35.22 24.86 62.71 10.61 52.94 35.73

Entity Overlap Ratio Prompting 38.64 24.87 29.13 45.00 44.73 48.69 38.51
Rule-based 21.36 13.60 13.15 23.50 15.55 21.41 18.10

Table 10: Analysis of individual metrics used to compute success rates.

Failure case 1: Not all entities present in the same sen-
tence
Original unanswerable question: What are balance in
an open system of particles?
Entities: balance, open system, particles
Most-overlapped sentence in the document: This means
that in a closed system of particles, there are no internal
forces that are unbalanced.
Reformulated Question: What does this mean about in-
ternal forces in a closed system of particles?
Note: The three entities are mentioned in different sen-
tences. Therefore, the most overlapped sentence only has
one overlapped entity. Although this question can be an-
swered, the reformulation is not successful due to the low
entity overlap ratio. Note that most of our questions have
an average number of two to three entities.
Failure case 2: Reformulated questions are still unan-
swerable
Original unanswerable question: What job requires no
qualifications?
Entities: job, qualifications
Most-overlapped sentence in the document: As in the
House of Commons, a number of qualifications apply to
being an MSP.
Reformulated Question: What qualifications apply to
being an MSP as in the House of Commons?
Note: Even though a part of the sentence was replaced
with a what question, this process does not necessarily
make the reformulated question become answerable. The
article does not mention what specific qualifications, and
successful reformulations require a deeper understanding
of the document as a whole.

Figure 4: Qualitative analysis on the rule-based heuristic
approach to hack our proposed metric, success rates.

error types in Figure 4.683

Individual Metrics in Question Reformulation684

We present individual metrics for question refor-685

mulation. Table 13 presents the answerability (top)686

and entity overlap ratios (bottom) achieved by each687

method using each base model. We additionally688

report cosine similarities in Table 14 and edit dis-689

tance in Table 15.690

Precision Recall

GPT-4 99 94

Table 11: Performance of applying GPT-4 to tag entities.

BBC Reddit Yelp

Fleiss’ κ 65.07 59.94 58.76

Table 12: Inter-annotator agreement rates among three
workers for annotating unanswerable questions.

Assessing the Accuracy of Entity Tagging Mod- 691

els through Human Evaluation To determine 692

the entity overlap ratio, we first utilize GPT-4 to 693

identify entities within both the original and revised 694

questions. To ensure the credibility of the tagged 695

entities, we conduct a human evaluation on a set 696

of 100 questions. The findings of this evaluation 697

are shown in Table 11. This analysis reveals that 698

GPT-4 exhibits both high precision and recall in the 699

identification of entities, affirming its effectiveness 700

for this task. 701

C More Annotation Details 702

Annotation Guidelines We present annotation 703

guideline for annotating unanswerable questions in 704

Figure 5. The crowdworkers are those who were 705

identified to contribute high-quality annotations 706

from our previous annotation tasks. For every com- 707

pleted HIT, we pay the crowdworker USD 0.5. 708

Annotation Agreement We report inter- 709

annotator agreement rates between crowdworkers 710

in Table 12. Specifically, we compute how often 711

all three workers agree with each other. The 712

agreement rates on the three datasets are close to 713

each other. 714
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SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

Answerability

GPT-3.5

ZS 4.73 12.55 8.42 5.08 4.42 9.80 7.50
ZS CoT 5.92 10.93 8.29 5.08 2.65 5.88 6.46
FS 7.30 18.22 14.54 0.00 0.88 5.88 7.80
FS CoT 9.07 16.19 15.35 10.17 3.54 11.76 11.02

GPT-4

ZS 26.82 36.84 22.96 72.88 8.85 58.82 37.86
ZS CoT 27.22 34.82 19.16 66.10 14.16 52.94 35.73
FS 21.10 34.01 25.41 66.10 8.85 47.06 33.76
FS CoT 21.30 34.82 24.18 71.19 7.96 52.94 35.40

Llama2

ZS 4.73 12.55 8.15 18.64 4.42 11.76 10.05
ZS CoT 5.13 5.67 5.30 13.56 1.77 9.80 6.87
FS 13.41 25.51 12.36 28.81 10.62 23.53 19.04
FS CoT 5.13 8.50 8.42 15.25 5.31 7.84 8.41

Mistral

ZS 3.55 6.48 6.39 15.25 2.65 3.92 6.37
ZS CoT 5.13 2.02 7.74 11.86 2.65 7.84 6.21
FS 6.90 8.50 7.47 28.81 6.19 19.61 12.92
FS CoT 10.85 10.12 9.92 23.73 5.31 19.61 13.26

Zephyr

ZS 15.78 23.89 12.77 42.37 4.42 11.76 18.50
ZS CoT 14.20 12.96 12.23 33.90 6.19 11.76 15.21
FS 20.32 34.82 16.98 38.98 4.42 15.69 21.87
FS CoT 15.38 25.91 15.49 38.98 7.96 21.57 20.88

Entity Overlap Ratios

GPT-3.5

ZS 10.44 10.56 19.82 2.37 11.28 8.50 10.50
ZS CoT 7.27 5.94 11.39 1.81 7.82 3.27 6.25
FS 6.75 10.32 23.38 0.00 5.68 9.15 9.21
FS CoT 14.97 8.03 28.17 7.91 16.74 15.20 15.17

GPT-4

ZS 38.73 24.93 31.26 49.49 45.13 48.86 39.73
ZS CoT 29.99 20.28 23.73 34.97 32.98 38.30 30.04
FS 26.13 18.42 31.66 43.98 45.84 47.32 35.56
FS CoT 24.85 18.76 33.93 41.27 48.27 39.51 34.43

Llama2

ZS 5.78 8.40 18.07 12.43 6.98 12.25 10.65
ZS CoT 6.53 5.16 13.45 7.37 5.84 10.62 8.16
FS 21.09 17.88 35.15 14.58 30.22 31.86 25.13
FS CoT 8.16 7.42 17.53 12.74 10.34 12.42 11.43

Mistral

ZS 6.85 4.93 10.73 10.88 7.67 4.41 7.58
ZS CoT 6.27 2.63 11.38 6.10 4.57 9.31 6.71
FS 8.88 5.74 12.99 19.07 26.55 26.63 16.64
FS CoT 10.46 6.07 16.66 15.37 22.05 20.26 15.15

Zephyr

ZS 21.25 14.24 32.94 26.50 17.92 16.01 21.48
ZS CoT 17.13 11.57 23.01 19.58 14.90 17.32 17.25
FS 12.19 14.88 28.60 12.43 18.07 12.81 16.50
FS CoT 21.37 16.94 35.29 30.42 33.26 25.98 27.21

Table 13: Question reformulation quality broken down by answerability (top) and entity overlap ratios (bottom) on
COULDASK. The best method for each base model is highlighted with an underscore, and the best method across
all base models is bolded.
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SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

GPT-3.5

ZS 14.33 18.98 26.24 4.94 13.55 10.74 14.80
ZS CoT 7.27 11.18 14.30 3.60 7.52 3.97 7.97
FS 6.75 20.46 33.78 0.00 8.66 9.47 13.19
FS CoT 14.97 16.76 38.43 8.86 21.90 20.22 20.19

GPT-4

ZS 57.92 42.45 44.52 64.72 55.18 59.91 54.12
ZS CoT 44.51 33.66 31.64 51.80 32.54 42.49 39.44
FS 43.98 35.28 47.66 59.4 54.18 53.71 49.03
FS CoT 42.31 34.43 48.84 60.27 59.93 52.49 49.71

Llama2

ZS 8.26 16.42 23.30 17.22 8.66 15.94 14.97
ZS CoT 7.90 8.62 14.60 9.31 6.41 10.61 9.57
FS 33.02 35.71 51.55 28.46 38.01 38.38 37.52
FS CoT 9.78 11.18 19.66 13.01 11.10 14.16 13.15

Mistral

ZS 10.62 10.12 15.42 16.88 10.71 8.19 11.99
ZS CoT 7.55 5.20 12.60 8.36 5.63 8.64 8.00
FS 14.34 12.71 19.56 28.50 36.13 32.55 23.97
FS CoT 12.64 12.93 19.64 19.72 22.86 20.50 18.05

Zephyr

ZS 31.48 27.49 42.97 38.23 22.54 20.85 30.59
ZS CoT 21.60 16.43 26.66 26.55 16.45 19.63 21.22
FS 27.89 32.76 39.19 25.91 26.50 16.05 28.05
FS CoT 30.72 28.60 42.91 35.22 42.45 33.67 35.59

Table 14: Cosine similarity using different prompting methods with both proprietary and open-source models on
COULDASK. The best method for each base model is highlighted with an underscore, and the best method across
all base models is bolded.

SQuADv2 QA2 BanditQA BBC Reddit Yelp Average

GPT-3.5

ZS 1.23 2.04 2.37 0.24 0.95 0.51 1.22
ZS CoT 4.88 11.70 11.58 3.07 3.35 6.25 6.81
FS 1.79 2.90 4.24 - 0.94 0.37 1.71
FS CoT 3.12 2.77 5.57 1.22 2.66 2.20 2.92

GPT-4

ZS 4.09 4.80 5.63 6.63 5.69 6.47 5.55
ZS CoT 13.64 16.77 16.72 15.92 18.76 22.27 17.35
FS 4.18 4.53 6.31 6.46 7.21 7.78 6.08
FS CoT 5.05 5.86 7.47 8.41 9.98 8.29 7.51

Llama2

ZS 2.24 4.87 5.40 1.47 0.82 1.02 2.64
ZS CoT 6.61 13.05 15.10 7.08 4.70 9.33 9.31
FS 2.53 3.19 2.66 1.54 2.13 2.37 2.40
FS CoT 9.02 10.27 18.04 8.29 12.09 9.55 11.21

Mistral

ZS 5.93 5.20 7.85 3.29 2.19 2.18 4.44
ZS CoT 11.20 9.17 20.88 11.39 9.21 8.88 11.79
FS 6.05 4.23 6.00 4.29 4.69 5.27 5.09
FS CoT 16.05 17.85 25.98 20.17 24.45 15.49 20.00

Zephyr

ZS 11.53 12.28 13.04 10.93 6.22 3.41 9.57
ZS CoT 40.03 29.28 47.48 30.58 15.26 15.53 29.69
FS 8.32 8.64 9.70 7.00 6.06 3.84 7.26
FS CoT 14.95 25.63 22.88 16.14 13.13 9.90 17.11

Table 15: Edit distance using different prompting methods with both proprietary and open-source models on
COULDASK. The best method for each base model is highlighted with an underscore, and the best method across
all base models is bolded.
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Figure 5: Annotation guideline for crowdworkers to annotate unanswerable questions.
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