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T2I Prompt:

A modern living room with a 
touch of shabby chic, 
featuring white furniture, a 
chandelier, and decorative 
elements like mirrors and a 
wreath.

Generated GoT:

The image shows a beautifully 
curated living room (0,0),(998,998) … 
A large, ornate chandelier 
(372,0),(613,254) … The walls are 
adorned with a framed mirror
(157,251),(285,519) above a white sofa 
(0,572),(421,998) …

T2I Prompt:

A backpack and an apple.

Generated GoT:

… a gray backpack (194,80),(763,925) … 
a green apple (633,684),(836,928) …

Replace the giant leaf 
with umbrella.

Generated GoT:

1. The source image …
2. The edited object is ...
3. The area is … (204,0),(916,258).
…
5. The edited image will show …, 
holding a dark blue umbrella …

T2I

Interactive
Generation

Editing

Task Input GoT Reasoning Generated Images

*Colors indicate matching elements between 
GoT spatial reasoning and generated content

Modify:
“green” to “red”
(633,684),(836,928) to (133,684),(336,928) 

Modified GoT:

… a gray backpack (194,80),(763,925) … 
a red apple (133,684),(336,928) …

T2I Prompt:

A backpack and an apple.

Figure 1: Generation Chain-of-Thought (GoT) with Semantic-Spatial Reasoning. Our approach
transforms input prompts into explicit reasoning chains with coordinates (middle), which guides
vivid image generation and precise editing (right). This reasoning-based generation paradigm unifies
spatial understanding across visual tasks: semantically-grounded visual generation (top), controllable
interactive generation (middle), and localized image editing (bottom).

Abstract

Current image generation and editing methods primarily process textual prompts
as direct inputs without explicit reasoning about visual composition or operational
steps. We present Generation Chain-of-Thought (GoT), a novel paradigm that em-
powers a Multimodal Large Language Model (MLLM) to first generate an explicit,
structured reasoning chain in natural language—detailing semantic relationships,
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object attributes, and, crucially, precise spatial coordinates—before any image
synthesis occurs. This intermediate reasoning output directly guides the subsequent
visual generation or editing process. This approach transforms conventional text-
to-image generation and editing into a reasoning-guided framework that analyzes
semantic relationships and spatial arrangements. We define the formulation of
GoT and construct large-scale GoT datasets containing over 9M samples with
detailed reasoning chains capturing semantic-spatial relationships. To leverage the
advantages of GoT, we implement a unified framework that integrates Qwen2.5-
VL for reasoning chain generation with an end-to-end diffusion model enhanced
by our novel Semantic-Spatial Guidance Module. Experiments show our GoT
framework achieves excellent performance on both generation and editing tasks,
with significant improvements over baselines. Additionally, our approach enables
interactive visual generation, allowing users to explicitly modify reasoning steps
for precise image adjustments. GoT pioneers a new direction for reasoning-driven
visual generation and editing, producing images that better align with human intent.
We will release our datasets and models to facilitate future research.

1 Introduction

Language provides the primary interface for expressing human intent in visual content generation.
Traditional image generation systems [37, 6, 21], particularly diffusion models, process textual
prompts by mapping semantic concepts to visual elements without explicit reasoning. These ap-
proaches struggle with complex scenes requiring precise spatial arrangements and object interactions
that humans naturally consider when constructing scenes. Meanwhile, multimodal large language
models (MLLMs) [3, 2, 25] excel at sophisticated reasoning tasks, including analyzing semantic struc-
tures, inferring relationships, grounding visual concepts, and processing detailed contexts through
explicit reasoning chains. This gap between MLLMs’ advanced reasoning capabilities and the limited
reasoning in current generation systems raises a key question: How can we integrate the reasoning
mechanisms that have revolutionized language understanding into visual generation and editing?

Prior work attempted to leverage LLMs for image generation from different perspectives. One line
of research [23, 55] leverages LLMs as text encoders for better prompt interpretation. However,
the reasoning capabilities of LLMs are not introduced. Another line of work develops multimodal
LLMs to unify understanding and generation [44, 47, 50, 7]. Although they present unified models
for different tasks, there is no evidence that generation benefits from strong understanding and
reasoning abilities of the models. They merely combine independent tasks rather than truly fusing
language reasoning with visual generation. Additionally, layout-based methods like GLIGEN [22],
LayoutGPT [9], and RPG [52] incorporate LLMs for layout planning and diffusion models for
layout-guided generation. However, these methods treat planning and generation as separate stages
rather than integrating reasoning throughout the end-to-end process. Consequently, current image
generation methods lack reasoning capabilities, emphasizing the need for a framework that seamlessly
combines reasoning with visual generation and editing.

Inspired by chain-of-thought (CoT) reasoning of the LLMs, we introduce Generation Chain-of-
Thought (GoT), a novel paradigm that enables visual generation to first output step-by-step reasoning
in natural language before producing images. However, implementing GoT poses two significant
challenges. First, different from CoT in LLMs, the reasoning chain for visual generation and editing
requires both semantic and spatial information. It requires a new formulation and collecting training
data in this new format. Second, existing diffusion-based models cannot leverage explicit language
reasoning chains during visual generation. We need to design a framework supporting end-to-end
language reasoning and visual generation.

To address the first challenge, we formulate GoT as a multimodal reasoning chain that integrates
semantic and spatial analyses to enhance image generation and editing tasks. For visual generation,
GoT provides precise control over object layout, relationships, and attributes, while for editing, it
leverages semantic and spatial understanding to decompose user requests into coherent grounding
and modification steps. We utilize advanced MLLMs and LLMs to construct complex annotation
pipelines, which capture semantic-spatial interactions across diverse visual contexts. We assembled
extensive datasets comprising 8.4M images for text-to-image generation (from Laion-Aesthetics [39],
JourneyDB [41], and FLUX [21]) and 920K examples for image editing (from OmniEdit [48] and
SEED-Edit-Multiturn [12]). This computationally intensive effort produced the first large-scale
dataset of reasoning chains for image generation and editing.
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To tackle the second challenge of architecture design supporting reasoning and generation, we
construct a unified end-to-end framework. Our GoT framework integrates the reasoning capabilities
of MLLMs with the high-fidelity generation qualities of diffusion models. The proposed framework
leverages an MLLM to generate reasoning steps and visual tokens, providing explicit guidance that
incorporates semantic relationships and spatial configurations. This guidance flows into our novel
Semantic-Spatial Guidance Module (SSGM), which conditions the diffusion process to ensure that
generated images are closely guided by the reasoning process. This design supports end-to-end
training and inference for visual generation and editing guided by explicit reasoning chains.

By effectively integrating reasoning into visual generation, our GoT framework demonstrates signifi-
cant improvements in both text-to-image generation quality and image editing accuracy. Additionally,
GoT enables interactive generation, allowing users to control the generated image by directly mod-
ifying the explicit reasoning process according to their preferences. These advantages represent a
substantial advancement in reasoning-guided visual synthesis.

The main contributions can be summarized as follows:

• We propose Generation Chain-of-Thought (GoT), a paradigm where an MLLM first generates
an explicit semantic-spatial reasoning chain—comprising textual descriptions of objects, their
attributes, inter-relationships, and precise geometric coordinates—to plan visual content before
generation or editing.

• We define the formulation of semantic and spatial reasoning chains for visual generation and
editing, and constructed the first large-scale GoT datasets, encompassing 8.4M image generation,
920K image editing samples. Creating this dataset, with its semantic-spatial annotations derived
from complex MLLM-driven annotation pipelines, consumed over 3000 NVIDIA A100 GPU days.

• We develop a unified end-to-end framework that leverages multimodal language models and
diffusion models, with a novel Semantic-Spatial Guidance Module that ensures generated images
follow the reasoning process.

• Our experimental results demonstrate significant improvements in both text-to-image generation
and editing.

2 Related Work

2.1 Diffusion Models

Diffusion models have revolutionized visual content creation. Early approaches [36, 30] demonstrated
this paradigm’s potential, while Stable Diffusion [37] improved efficiency through latent space com-
pression. Recent models [35, 38, 32, 6, 21] have further advanced photorealism through architectural
innovations and larger-scale training. Various efforts to extend diffusion models’ capabilities include
controllable generation methods [54, 28] and instruction-based editing frameworks [5, 40]. While
some researchers have explored unifying vision tasks [11, 8], these primarily focus on traditional
computer vision tasks rather than general image generation. Despite these advances, current models
typically process prompts through direct mapping, using text encoders like CLIP [33] or T5 [34] to
condition the diffusion process via cross-attention [45]. This approach treats text as a static represen-
tation without explicit reasoning about scene composition or object relationships. The fundamental
limitation becomes evident when generating complex scenes with multiple objects and specific spatial
arrangements, necessitating more sophisticated reasoning-based approaches.

2.2 Large Language Models and Reasoning

Large Language Models (LLMs) have demonstrated remarkable reasoning capabilities through
chain-of-thought (CoT)[49], enabling complex problem decomposition. This paradigm extends to
MLLMs [1, 2], which integrate visual and textual understanding. Some advanced works [25, 31]
have enhanced spatial understanding by grounding textual concepts to image regions, enabling
analysis of object relationships. Despite these capabilities, MLLMs remain underutilized for visual
generation. While models like Chameleon [44] and Emu2 [43] incorporate image generation, they
lack mechanisms to decompose user intent into explicit semantic-spatial reasoning steps that guide
the synthesis process. More recently, [15] explored applying CoT-inspired strategies to autoregressive
image generation, focusing on verifying and reinforcing the iterative token prediction steps of
the generation model itself, which differs from our GoT paradigm where an explicit, structured
semantic-spatial reasoning chain with coordinates is generated as a guide for image synthesis.
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2.3 Layout-guided Image Generation and Editing

Recent research has explored layout-guided approaches for spatial control in visual synthesis. GLI-
GEN [22] incorporated bounding boxes through gated cross-attention layers, enhancing object
placement. LayoutGPT [9] proposed a two-stage pipeline converting text into scene layouts before
generation. RPG [52] advanced this through recurrent planning, alternating between layout refine-
ment and synthesis. SmartEdit [17] adapts the LLaVA [26] model to specialize in image editing tasks.
FlexEdit [29] employs an MLLM to comprehend the image content, mask, and user instructions.
Despite these advances, existing approaches treat layouts as static constraints or sequential plans
generated before synthesis, disconnecting spatial planning from generation.

3 Generation Chain-of-Thought (GoT)
During visual generation and editing, humans naturally reason about object relationships and spatial
arrangements. In contrast, most current models process prompts without explicit reasoning, making it
difficult to interpret complex human intentions for generating scenes with detailed object relationships
and spatial configurations.

Motivated by chain-of-thought (CoT) in language models, we propose Generation Chain-of-Thought
(GoT), shifting the visual generation from direct mapping to a reasoning-guided process. Unlike
language generation, which operates primarily within a semantic space, visual generation requires an
integrated understanding of both semantic relationships and spatial configurations. To address this
complexity, GoT employs a multi-modal reasoning formulation that bridges conceptual understanding
and spatial reasoning. This formulation incorporates explicit coordinate information in format
(x1,y1),(x2,y2) with range [0,1000), ensuring precise management of visual element placement.
This unified semantic-spatial reasoning chain enables fine-grained control of object placement,
attributes, and inter-object relationships, ultimately supporting robust and coherent visual generation.

To illustrate GoT’s formulation, Fig. 1 presents examples of both text-to-image generation and editing
tasks. For text-to-image, GoT generates a detailed reasoning chain specifying precise coordinates
of elements. This explicit spatial reasoning enables proper arrangement of all constituents while
maintaining their semantic relationships, resulting in a coherent and visually appealing composition.

The image editing example in Fig. 1 demonstrates how GoT handles manipulation tasks through
structured reasoning. When tasked with replace the giant leaf with an umbrella, GoT first analyzes
the scene and then plans edits with precise coordinates. Finally, GoT describes the edited image. This
decomposition into sequential steps with explicit spatial reasoning streamlines complex manipulations,
contrasting with traditional editing methods that lack spatial awareness and reasoning.

GoT endows image generation and editing with reasoning benefits. By decomposing complex
instructions into clearly defined, sequential steps, GoT delivers results that more accurately fulfill
human requests. Its transparent process explains the intermediate reasoning behind each change and
enables both image generation and editing within a unified system.

Implementing GoT requires two key components:

• A Comprehensive Dataset: This dataset must consist of detailed reasoning chains that align with
visual content, capturing both semantic relationships and spatial configurations. Such data provide
the necessary foundation for the reasoning process.

• A Compatible Visual Generation Model: The model needs to accommodate chain input to
integrate semantic analysis and spatial reasoning, ensuring effective execution of the reasoning
steps derived from the dataset.

In the following sections, we elaborate on these components and discuss how they contribute to the
robust performance of the GoT framework.

4 GoT Dataset: Semantic-Spatial Reasoning Chains for Visual Generation
and Editing

Based on the formulation presented previously, we construct large-scale training datasets using ad-
vanced LLMs and MLLMs. Our GoT dataset features meticulously crafted semantic-spatial reasoning
chains for generation/editing tasks, each sample containing instructions, reasoning chain annotations,
and corresponding images. Construction requires careful design of task-specific annotation pipelines
to ensure quality. The prompts used in the pipelines are attached in Appendix Sec. E.
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Crop & DescribeGrounding

Parse Entity

Prompt: A cute unicorn backpack, 
featuring floral patterns and a 

small unicorn on the front pocket.

Detail
Description

Captioning

Qwen2-VL

Qwen2.5

GoT (Semantic): The image 
showcases … backpack … pink 

floral patterns … unicorn figure …

a unicorn-themed backpack
pink floral patterns

identical unicorn figure

Boxes

GoT: The image showcases …
backpack (193,46),(805,928) … 
patterns (202,372),(799,928) …Assemble

Assemble

Image

Text-to-image GoT Annotation Editing GoT Annotation

Source
Image

Instruction: Remove center person.

Parse Entity

Edited entity:
center person

Describe Source &
Target Image

Description: three people sitting on a 
dock, facing a serene lake with a 

backdrop of autumn-colored trees.

Boxes

Grounding

Cropped Description: person wearing 
a red hoodie with "YOUR BADGER 

SPIRIT" written on it

GoT: 1. The source image shows …
2... person at (298,324),(716,998)…

5. The edited image will show …In-context Prompting

In-context Prompting

In-context Prompting Semantic
Component

GoT

Spatial
Coordinates

Figure 2: GoT Dataset Construction Process. Left: Text-to-image GoT annotation pipeline that
labels detailed GoT with semantic content and spatial coordinates. Right: Editing GoT annotation
pipeline that processes source image, target image, and instruction to generate entity-aware reasoning
GoT with precise spatial grounding. Both pipelines leverage Qwen2-VL [46] and Qwen2.5 [51]
models for various stages of the annotation process.

4.1 Automated Data Creation Pipeline
As illustrated in Fig. 2, our annotation pipeline demonstrates the multiple stages of processing
required to generate these high-quality annotations. For text-to-image, we utilize Qwen2-VL [46]
to generate concise prompts that serve as text-to-image generation prompts and detailed visual
descriptions that form the semantic component of GoT. Qwen2.5 [51] then performs object entity
extraction, followed by Qwen2-VL establishing spatial relationships through object grounding. The
detailed visual descriptions merged with precise object groundings together constitute the complete
GoT annotation for text-to-image generation.

For the image editing pipeline, we employ Qwen2-VL to generate comprehensive descriptions of
source and target images, precisely localize editing regions through bounding boxes, and generate
detailed descriptions of edited objects after cropping. We then leverage Qwen2.5 with carefully
designed in-context prompting to synthesize coherent GoT reasoning chains, ensuring logical flow
and completeness of the editing process. From this pipeline, we derive concise editing instructions
as editing inputs while using the detailed semantic-spatial reasoning steps as GoT annotations. For
the complex multi-turn editing dataset, we developed a related but more sophisticated protocol with
Qwen2-VL and Qwen2.5 to obtain intricate step-by-step reasoning chains with multiple spatial
coordinates and transformation descriptions, capturing complex editing sequences.

4.2 Dataset Construction
For text-to-image generation, we construct dataset from three sources: Laion-Aesthetics-High-
Resolution (LAHR) [39] with 3.77M samples filtered for images larger than 512 pixels, Jour-
neyDB [41] with 4.09M samples, and 600K FLUX.1-generated [21] images using LAHR prompts.

For the single-turn image editing dataset, we build on OmniEdit [48], a premier open-source image
editing dataset with high-fidelity images, processing 736,691 samples covering editing operations
(addition, removal, swap, changing expression/color/weather/lighting, and style transfer). The multi-
turn image editing dataset is built upon SEED-Edit-Multiturn [12], resulting in 180,190 samples.

5 GoT Framework: Reasoning-guided Visual Generation and Editing
We present the GoT framework, a novel architecture that integrates a semantic-spatial aware Multi-
modal Large Language Model (MLLM) with a multi-guided diffusion model. The core structural
innovation lies in its unified, end-to-end design where an explicit reasoning chain (GoT) is a structured
intermediate representation, directly bridging the MLLM’s reasoning capabilities with the diffusion
model’s synthesis process. This design ensures generated images precisely follow logical reasoning
steps, allowing detailed control over both semantic content and spatial relationships.

5.1 Semantic-Spatial MLLM Design
Our framework utilizes a state-of-the-art MLLM, Qwen2.5-VL-3B, as the backbone, chosen for its
outstanding visual understanding and grounding capabilities. This MLLM functions as a reasoning
engine, handling both generation and editing tasks through a unified architecture.

As illustrated in Fig. 3, the process begins with task-specific inputs. For editing tasks, reference
images are processed through the vision encoder. For both generation and editing, the MLLM first
produces the detailed GoT reasoning chain, which captures object attributes, relationships, intended
modifications, and bounding box information.
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Cross-Entropy Token Loss

MLLM Decoder

Vision Encoder
[Instruction]

……
N=64 Embeddings

…

Generation Chain-of-Thought

Generation Chain-of-Thought

Semantic Guidance 𝐺!

Reference Image
Guidance 𝐺"

Spatial Guidance 𝐺#

SSGM Diffusion Module

Diffusion Loss

Diffusion Modules

Random Noise

VAE

VAE Decoder

Patch Embed

𝐺!𝐺"
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SSGM Diffusion Module

GoT
Framework

For Editing

Gradient Flowing

Concatenate

Reference Image
Guidance 𝐺"

For T2I and Editing

Editing T2I

Editing

Editing: Turn the hat from red to pink.

T2I: A dog wearing a top hat and a bow tie.

Figure 3: GoT Framework with Semantic-Spatial Guidance. Left: Our dual-task framework
handling both text-to-image generation (T2I) and image editing. Right: The SSGM Diffusion
Module, which combines spatial layouts guidance Gs, reference image guidance Gr, and semantic
guidance Gt to generate the final image with precise content and spatial control.

A key aspect of our approach is the generation of semantic guidance Gt for the diffusion model.
To achieve this, we introduce a sequence of N = 64 dedicated learnable embeddings. Following
the generation of the GoT reasoning chain, the MLLM’s decoder, which inherently employs causal
attention, processes these N learnable embeddings. The sequence of N output vectors from the
MLLM decoder, corresponding to these initial learnable embeddings and now richly conditioned by
the preceding GoT reasoning chain, forms the semantic guidance Gt. These Gt embeddings thus
encapsulate detailed semantic information derived directly from the GoT, ready to steer the diffusion
process. Concurrently, the spatial guidance Gs is derived by parsing and converting the explicit
coordinate information present in the generated GoT reasoning chains.

This semantic-spatial aware design enables the MLLM to direct the SSGM Diffusion Module with
precise control over content and layout. During training, the MLLM receives supervision through
two pathways: cross-entropy loss on GoT reasoning tokens and gradient signals backpropagated from
the end-to-end SSGM diffusion module through semantic guidance Gt.

5.2 Semantic-spatial Guided Diffusion Generation

The end-to-end diffusion module builds upon SDXL’s [32] architecture, incorporating an innovative
triple-guidance mechanism. At the heart of this is our Semantic-Spatial Guidance Module (SSGM), a
novel architectural component specifically designed to interpret the structured outputs of the GoT
(both semantic and spatial) and seamlessly inject these directives into the diffusion module.

In SSGM, the semantic guidance pathway enhances the diffusion model by channeling N = 64
MLLM-generated embeddings Gt through cross-attention layers. This represents a significant struc-
tural departure from conventional methods: instead of relying on generic text encoder embeddings
(e.g., from CLIP), our architecture uses Gt—embeddings directly reasoned and generated by the
MLLM based on the explicit GoT. This structural choice provides a more nuanced, contextually
grounded, and GoT-aligned semantic control signal for the diffusion process.

For spatial guidance in SSGM, we extract coordinate information from the generated GoT to create
color-coded masks where each object or editing region receives a distinct color based on a predefined
order in the GoT sequence. These colored masks are processed through a VAE encoder [18] and
averaged to produce spatial latent features Gs, which are concatenated with the diffusion model’s
latent representations, enabling precise spatial control during both generation and editing tasks.

A crucial structural aspect of the SSGM is its ability to synergistically leverage both the semantic
guidance Gt and the spatial guidance Gs, which are notably derived from the same unified GoT
reasoning chain. This co-derivation and joint integration within SSGM ensure a high degree of
coherence between the generated content’s semantics (‘what’) and its spatial arrangement (‘where’),
a hallmark of our framework’s design.

Following InstructPix2Pix [5], we incorporate reference image guidance as the third SSGM pathway.
For editing tasks, the source image serves as a reference, while for text-to-image generation, we use a
black reference image for architectural consistency. This design enables a seamless transition between
generation and editing tasks without architectural modifications. All references are processed through
the VAE encoder to extract visual features Gr.
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Method Architecture Overall Single Obj. Two Obj. Counting Colors Position Attr. Binding
Frozen Text Encoder Mapping Methods

SDv1.5 [37] Unet+CLIP 0.43 0.97 0.38 0.35 0.76 0.04 0.06
SDv2.1 [37] Unet+CLIP 0.50 0.98 0.51 0.44 0.85 0.07 0.17
SD-XL [32] Unet+CLIP 0.55 0.98 0.74 0.39 0.85 0.15 0.23
DALLE-2 [35] Unet+CLIP 0.52 0.94 0.66 0.49 0.77 0.10 0.19
SD3 (d=24) [6] MMDIT+CLIP+T5 0.62 0.98 0.74 0.63 0.67 0.34 0.36

LLMs/MLLMs Enhanced Methods

LayoutGPT [9] Unet+Llama 0.41 0.97 0.51 0.26 0.56 0.11 0.07
LlamaGen [42] Autoregressive 0.32 0.71 0.34 0.21 0.58 0.07 0.04
Chameleon [44] Autoregressive 0.39 - - - - - -
LWM [24] Autoregressive 0.47 0.93 0.41 0.46 0.79 0.09 0.15
SEED-X [13] Unet+Llama 0.49 0.97 0.58 0.26 0.80 0.19 0.14
Emu3-Gen [47] Autoregressive 0.54 0.98 0.71 0.34 0.81 0.17 0.21
Janus [50] Autoregressive 0.61 0.97 0.68 0.30 0.84 0.46 0.42
JanusFlow [27] Autoregressive 0.63 0.97 0.59 0.45 0.83 0.53 0.42
GoT Framework Unet+Qwen2.5-VL 0.64 0.99 0.69 0.67 0.85 0.34 0.27

Table 1: Evaluation of text-to-image generation on GenEval benchmark [14]. Obj.: Object. Attr.:
Attribution.

5.3 Guidance Strategy
We employ a classifier-free guidance strategy integrating semantic, spatial, and reference image
guidance. During diffusion, the score estimation εθ is calculated as a weighted combination of
conditional and unconditional scores. Let ε0 = εθ(zt,∅,∅,∅) denote the unconditional score
estimate, εr = εθ(zt,∅,∅, Gr) the estimate conditioned only on reference image features Gr,
εt,r = εθ(zt, Gt,∅, Gr) the estimate conditioned on semantic guidance Gt and reference features
Gr, and εt,s,r = εθ(zt, Gt, Gs, Gr) the estimate conditioned on semantic guidance Gt, spatial
guidance Gs, and reference features Gr. The combined score is then:

εθ = ε0 + αt(εt,r − εr) + αs(εt,s,r − εt,r) + αr(εr − ε0) (1)

Here, zt is the noisy latent. Guidance scales αt, αs, and αr control the strength of each respective
guidance type (semantic, spatial, and reference), while ∅ denotes null conditioning. During training,
we randomly sample conditioning combinations with a probability of 5%, excluding the fully-
conditioned case εt,s,r, to enhance robustness. Guidance parameters are introduced in Sec. 6.

6 Experiments
We evaluate GoT framework on text-to-image generation, interactive image generation, and image
editing. Experiments show quantitative improvements and qualitative benefits of our reasoning-guided
approach, with ablation studies validating our design choices.

6.1 Text-to-Image Generation
6.1.1 Quantitative Results
Tab. 1 presents a evaluation of text-to-image generation (T2I) on GenEval [14]. The comparison spans
two main categories of models: those employing frozen text encoders for direct prompt-to-image
generation (primarily diffusion-based approaches) and those leveraging LLMs or MLLMs to enhance
the generation process. On T2I task, GoT framework adopts αt = 7.5 and αs = 4.0, and more
discussions on α tuning are shown in Appendix Sec. C.2. The results show our framework achieves
the highest overall score of 0.64, outperforming both frozen text encoder methods and LLM/MLLM-
enhanced approaches. GoT excels particularly in single object (0.99), counting tasks (0.67), and color
tasks (0.85), demonstrating the effectiveness of our reasoning-guided generation paradigm. While
methods like JanusFlow [27] perform better in position and attribute binding tasks, GoT’s balanced
performance across all metrics validates that incorporating explicit reasoning mechanisms enhances
compositional generation abilities.

Among the LLM/MLLM-enhanced methods, our approach outperforms recent systems like Janus [50]
and JanusFlow [27] in overall performance despite their advantages in specific areas. This suggests
that while autoregressive models excel in certain spatial tasks, our GoT framework’s structured
reasoning provides more consistent performance across diverse generation requirements.

6.1.2 Qualitative Results
In addition to the outstanding compositional text-to-image generation capability, GoT framework also
exhibits high generation quality. In Fig. 4, we showcase the generation results of our model across a
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A woman in a yellow hat and dress
holds a basket of roses while sitting on a
stone bench in a lush garden.

Cat in spacesuit, floating on an asteroid,
fishing in the Milky Way with a fishing rod.

A picturesque log cabin sits nestled 
among snow-covered trees and rocky 
shores at Lake Tahoe.

A photo of a wood chair on the left of 
an orange snowboard on a snowy 
mountain.

Figure 4: Text-to-Image samples generated by our model. The GoT framework can plan object
placement based on the input caption and generate highly aligned and aesthetic images accordingly.

Modify:
dogs to cats

Prompt: A man is running 
in street with his pets.

Generated GoT: 
… Small dogs …

Generated GoT: 
… a ball (102,759),(359,999) …

Modified GoT: 
… Small cats …

Prompt: A photo of 
a dog and a ball.

Modify:
to (652,759),(909,999) 

Modified GoT: 
(652,759),(909,999)

Generated GoT: 
… a vibrant apple ...

Prompt: A bottle 
and a fruit.

Modify:
apple to orange

Modified GoT: 
… a vibrant orange ...

Generated GoT: 
… brown horse ...

Prompt: Horse galloping 
in desert, moonlight.

Modify:
brown to white

Modified GoT: 
… white horse ...

Figure 5: Samples on interactive generation with GoT framework. By modifying GoT content
(description and bounding box position), user can customize their text-to-image process with: 1.
Object replacement 2. Object position adjustment 3. Object attribute modification.

diverse set of prompts. We present samples from compositional prompts containing multiple objects,
incorporating object attributes, relationships, and relative spatial positions. Our model effectively
plans the placement of different objects, producing coherent and aesthetically pleasing images.

6.2 Interactive Generation
In our experiments, we further demonstrate the interactive capabilities of the GoT framework, illus-
trated in Fig. 5. This approach enables user control over the generation process by modifying the GoT
content, including both textual descriptions and bounding box positions. Users can customize their
text-to-image generation through three primary interaction types: object replacement, object position
adjustment, and object attribute modification. The examples showcase how the framework maintains
overall scene coherence while precisely implementing the requested changes. This flexibility provides
an interpretable and manipulable interface for text-to-image generation that traditional black-box
systems lack, allowing precise control over the output without requiring expertise.

6.3 Image Editing
6.3.1 Quantitative Results

Method Params. Emu-Edit ImagenHub Reason-Edit
CLIP-I CLIP-T GPT-4o Eval. GPT-4o Eval.

IP2P [5] 0.9B+0.1B 0.834 0.219 0.308 0.286
MagicBrush [53] 0.9B+0.1B 0.838 0.222 0.513 0.334
MGIE [10] 0.9B+7B 0.783 0.253 0.392 0.264
Emu-Edit [40] - 0.859 0.231 - -
SEED-X [13] 2.8B+14B 0.825 0.272 0.166 0.239
SmartEdit† [17] 0.9B+7B - - - 0.572
CosXL-Edit [4] - 0.860 0.274 0.464 0.325

GoT Framework 2.8B+3B 0.864 0.276 0.533 0.561

Table 2: Quantitative comparison on image editing benchmarks. †

denotes that SmartEdit mainly supports removing and replacing
operation and is not designed for general editing operations.

As shown in Tab. 2, we evaluate
our GoT framework against state-
of-the-art image editing methods
across multiple benchmarks. On
Emu-Edit benchmark [40], GoT
framework achieves the highest
scores for both CLIP-I (0.864)
and CLIP-T (0.276) metrics, out-
performing previous methods
including CosXL-Edit [4] and
Emu-Edit [40]. Since CLIP-I and CLIP-T cannot fully reflect editing accuracy, we also evalu-
ated using GPT-4o [1], which aligns better with human evaluation [19]. On ImagenHub [20], our
approach attains the highest score of 0.533. On the reasoning-based Reason-Edit benchmark [17],
our model achieves a strong score of 0.561, second only to SmartEdit (0.572) [17], which is specially
designed for reasoning removing and replacing operations. This demonstrates our method’s strong
editing ability, especially in complex reasoning settings. GoT framework shows consistently superior
performance while maintaining competitive parameter efficiency (2.8B+3B) compared to approaches
like SEED-X (2.8B+14B) [13]. In the editing task, GoT framework adopts αt = 4.0, αs = 3.0, and
αr = 1.5. The evaluation prompt of GPT-4o is shown in Appendix Sec. E.1.
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6.3.2 Qualitative Results OursIP2P MagicBrush MGIE

Change the dog in mirror to a lion.

Source Image

Remove a "keep left" sign to the pole in the foreground.

Add a small, delicate purple flower to the top of the plant in the foreground.

Replace the dessert dunes with a lake and then add birds to the sky.

What is the tool that is used to cut fruits? Remove this tool.

Figure 6: Qualitative results of image editing.
Our GoT framework demonstrates superior per-
formance in settings that require semantic-spatial
reasoning. Red boxes indicate the coordinates pre-
dicted by MLLM within the GoT framework.

We present qualitative comparison of image edit-
ing with other models in Fig. 6. Our approach
demonstrates superior performance across di-
verse editing scenarios requiring semantic-
spatial reasoning. Examples highlight our frame-
work’s distinctive capabilities: First, our model
accurately identifies and localizes objects ref-
erenced through indirect descriptions. Second,
our approach handles complex spatial instruc-
tions effectively, such as removing specific sig-
nage or adding delicate elements to precise loca-
tions. Third, our framework excels at multi-step
editing operations, shown in the bottom exam-
ple. The red bounding boxes visible in our re-
sults indicate the coordinates predicted by the
MLLM within the GoT framework, providing in-
terpretable insight into how our system reasons
about spatial relationships during editing.

6.4 Ablation Study on Framework Design

We conduct an ablation study to analyze the im-
pact of different components in our framework.
Tab. 3 presents the results of our study, where
we progressively integrate different components
into the baseline and evaluate their effects on
GenEval and ImagenHub benchmarks.

The baseline model leverages Qwen2.5-VL-3B and SDXL but does not incorporate GoT reasoning
chains. It is trained with FLUX-GoT and OmniEdit-GoT for 10,000 steps. Adding GoT reasoning
chains to the baseline model enables the LLM to achieve stronger semantic guidance capabilities.
The reasoning process helps LLM plan for guidance in generation.

Method GoT SSGM Pretrain GenEval ImagenHub
Baseline × × × 0.38 0.176
+ GoT ✓ × × 0.40 0.181
+ SSGM ✓ ✓ × 0.42 0.370
GoT Framework ✓ ✓ ✓ 0.64 0.533

Table 3: Ablation study of our GoT framework on GenEval
overall and ImagenHub GPT-4o eval.

Introducing the Semantic-Spatial
Guidance Module (SSGM) further
enhances model performance, par-
ticularly in image editing. SSGM
provides spatial control over the
diffusion model, ensuring object
placement aligns more accurately
with the reasoning process. This
enables fine-grained editing, as reflected by the significant improvement in the ImagenHub evaluation.
However, in GenEval, only the position category is notably affected by SSGM, which explains the
minor performance gain.

Our final framework, which includes GoT reasoning, SSGM, and an extensive 60,000-step pretraining
phase, achieves the highest scores, demonstrating the significant benefits of prolonged pretraining and
the full model design. The ablation study confirms that each added component contributes positively
to the overall performance, validating our framework design choices.

7 Conclusion

We introduced Generation Chain-of-Thought (GoT), a paradigm integrating MLLM reasoning into
visual generation via explicit semantic-spatial chains, overcoming limitations in understanding object
relationships. Our approach transforms visual generation from direct mapping into a reasoning-
guided process with precise spatial control, addressing limitations in existing methods that lack
explicit understanding of object relationships and arrangements. Leveraging large-scale datasets
and a novel Semantic-Spatial Guidance Module, GoT achieves state-of-the-art, interactive visual
synthesis aligned with human cognition. This advancement promises enhanced creative workflows
and more controllable AI; however, the increased power to generate and manipulate visual content
also demands robust ethical frameworks to mitigate misuse, such as creating misleading media.
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A Training Details

Our training process implements a two-phase approach: pretraining using LAHR-GoT, JourneyDB-
GoT, and OmniEdit-GoT datasets (60,000 steps), followed by finetuning with FLUX-GoT, OmniEdit-
GoT, and SEED-Edit-MultiTurn-GoT (10,000 steps). We employ low-rank adaptation (LoRA) [16]
to efficiently update the Qwen2.5-VL decoder’s parameters while fully optimizing the SDXL-based
diffusion module. The process operates end-to-end, jointly optimizing the MLLM GoT cross-entropy
token loss and diffusion MSE loss with equal weighting 1.0, demonstrating robustness without
complex hyperparameter tuning. We adopt a cosine learning rate scheduler with 500 warmup steps
and a maximum learning rate of 1× 10−4.

During the fine-tuning stage, we train the model on FLUX-GoT, OmniEdit-GoT, and SEED-Edit-
MultiTurn-GoT for 10,000 steps. In this phase, we set the warmup steps to 200 and the maximum
learning rate to 5× 10−5.

For both stages, we use the Adam optimizer with β1 = 0.9, β2 = 0.98, and ϵ = 1× 10−6. We also
apply a weight decay of 0.05 during training. The number of batch size is set to 128.

The LLM is fine-tuned using LoRA with r = 32, LoRA alpha set to 32, and a LoRA dropout rate of
0.05. For diffusion, we introduce a noise offset of 0.1.

B Statistics of GoT T2I Datasets

The GoT T2I datasets yield rich annotations: LAHR-GoT samples with prompts averaging 110.81
characters, GoT descriptions averaging 811.56 characters, and 3.78 bounding boxes per image.
Similarly, JourneyDB-GoT annotations average 149.78 characters for prompts, 906.01 characters for
GoT descriptions, and 4.09 boxes image.

C Visualization Results

C.1 Qualitative Analysis of Image Editing and Interactive Generation

We provide additional examples to demonstrate the capabilities of the GoT framework. Fig. 7
illustrates the image editing performance of our model. Additionally, we present the corresponding
GoT content generated alongside each sample. Further examples of interactive generation using our
model are shown in Fig. 8.

C.2 Visualization of Multi-Guidance Strategy Hyperparameter Selection

We analyze the effect of hyperparameter selection in the Multi-Guidance Strategy on the generated
images, as depicted in Fig. 9. The definitions of these hyperparameters are provided in Sec. 5.3.

D GoT Format and Examples

This section presents examples of the GoT format in our dataset. The GoT structure varies across
different tasks, including text-to-image (T2I) generation, single-turn editing, and multi-turn editing.

For text-to-image generation, Fig. 10 showcases examples from FLUX-GoT, JourneyDB-GoT, and
LAHR-GoT. Our GoT format represents the structured planning process of the upstream model
in generating image content. It provides a detailed breakdown of the various components within
an image and their spatial relationships. To enhance spatial understanding, we append location
information to key objects within the GoT representation.

Fig. 11 illustrates the GoT format for image editing within our dataset. For single-turn editing, GoT
represents the reasoning plan of the upstream model for a specific editing action. It consists of a
description of the source image, the object to be modified, the specific editing operation, and the
resulting edited image. This structured process ensures a step-by-step transformation, beginning with
the original image, identifying the target object, applying the specified modification, and generating
the edited image.

For multi-turn editing, GoT follows a more complex structure, as it must encapsulate the breakdown
of an instruction into a sequence of consecutive steps. In practice, we first generate a description
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of the source image, then decompose the multi-turn instruction into a series of step-by-step editing
commands. At each step, GoT operates as a single-turn editing process, specifying the object to
be modified along with the corresponding transformation. Finally, the process concludes with a
description of the fully edited image.

Furthermore, for image editing tasks, positional information is appended to each object to enhance
spatial comprehension.

E Prompts for Evaluation and Dataset Construction

E.1 Prompts for Evaluating Image Editing Performance

We provide the prompts used for evaluating image editing performance with GPT-4o in Fig. 12. We
are using GPT-4o-2024-11-20. The final score is the average of the minimum value of the two scores
for each sample.

E.2 Prompts for Text-to-Image Data Construction

Fig. 13, 14, and 16 present the key prompts utilized in text-to-image data preparation.

E.3 Prompts for Image Editing Data Construction

Fig. 15–20 illustrate the key-step prompts employed in image editing data preparation.
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Change the middle meerkat to a penguin.

What is the object that can be used 
to eat the cake? Remove this object.

Add a person with a hat.

1. The source image depicts a serene winter scene with a frozen lake reflecting the surrounding snow-
covered trees and a clear blue sky. In the foreground, a pair of ice skates is placed on the ice, adding a 
touch of human presence to the tranquil landscape.
2. The object to be edited is a pair of ice skates.
3. The specific area to be edited is defined by the bounding box coordinates (309,654),(678,951), which 
encompasses the ice skates.
4. The ice skates will be turned purple, maintaining their shape and form but changing their color to 
purple. The reflection of the purple ice skates in the calm water will also be adjusted accordingly.
5. The edited image will show a serene winter scene with a frozen lake reflecting the surrounding snow-
covered trees and a clear blue sky. In the foreground, a pair of purple ice skates is placed on the ice, 
adding a pop of color to the otherwise monochromatic landscape

Generated GoT from our framework:

1. The source image shows three meerkats standing upright on a rock, with their bodies facing forward and their heads
turned slightly to the side, giving them a curious and alert appearance. The background is a blurred green, suggesting a
natural outdoor setting.
2. The object to be edited is the middle meerkat, described as "A meerkat standing upright with its head tilted slightly to
the side."
3. The specific area to be edited is defined by the bounding box coordinates (367,89),(640,998), which encompasses the
middle meerkat.
4. Replace the middle meerkat with a black and white penguin standing on a rock, facing left, with its distinctive black and
white plumage and orange beak clearly visible.
5. The edited image will feature three meerkats standing upright on a rock, with their bodies facing forward and their
heads turned slightly to the side, giving them a curious and alert appearance. The background remains a blurred green,
suggesting a natural outdoor setting. The middle meerkat has been replaced with a black and white penguin, standing on
the same rock and facing left, with its distinctive black and white plumage and orange beak clearly visible.

Generated GoT from our framework:

1. The source image shows a slice of cheesecake on a blue and white plate, accompanied by a fork. The cheesecake has a creamy
texture with small holes on top, and the plate is placed on a wooden table.
2. The object to be edited is the fork, specifically described as "A fork with a decorative handle." The specific area to be edited is
defined by the bounding box coordinates (208,213),(405,766).
3. After removing the fork, the area will be seamlessly integrated into the background, ensuring the cheesecake and the plate
remain intact and the wooden table remains visible.
4. The edited image will show a slice of cheesecake on a blue and white plate, placed on a wooden table. The cheesecake has a
creamy texture with small holes on top, and the plate is now empty, with no fork present.

Generated GoT from our framework:

1. The source image depicts a serene countryside landscape with rolling green hills, a few scattered trees,
and a small village in the distance. Two cows are grazing in the foreground, and the sky is partly cloudy,
casting a soft light over the scene.
2. The object to be edited is a man wearing a hat and a long coat, standing in a field.
3. The specific area to be edited is defined by the bounding box coordinates (785,640),(900,860), which
encompasses the position where the man will stand.
4. Identify the specific changes to be made: Add a man wearing a hat and a long coat, positioned in the
specified area, ensuring he blends naturally with the existing landscape and lighting conditions.
5. The edited image will depict a serene countryside scene with rolling hills, lush green fields, and a few
scattered trees. In the foreground, a man wearing a hat and a long coat stands near a cow, while
another cow grazes in the middle ground. The sky remains partly cloudy, casting a soft light over the
landscape.

Turn the color of a set of ice skates to purple

Figure 7: More samples on image editing with the GoT content generated by our model.

Generated GoT: 
… orange color juice...

Prompt: Juice placed 
by a tropical seaside.

Modify:
orange to blue

Modified GoT: 
… blue color juice...

Generated GoT: 
… a truck ...

Prompt: Bustling street, a 
vehicle parked by road.

Modify:
truck to fire truck

Modified GoT: 
… a fire truck...

Generated GoT: 
… chair (483,571),(798,998) ...

Prompt: White themed 
room with a blue chair

Modify:
change position

Modified GoT: 
(183,571),(498,998)

Figure 8: More examples on interactive generation.
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a piano and a chair

A bride in a white dress stands in a garden, holding a bouquet of flowers, with 
greenery and trees in the background.

αs =1.0 αs =2.0 αs =3.0 αs =4.0

αt =1.0

αt =4.0

αt =7.5

αt =1.0

αt =4.0

αt =7.5

Figure 9: Visualization on Multi-Guidance Strategy Hyper-parameter Selection. The above are
text-to-image samples generated by GoT framework under different hyper-parameters.
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FLUX-GoT

Prompt:
A young girl dressed as Elsa from Frozen, wearing a blue dress adorned with snowflake patterns, a matching 
crown, and holding a wand, stands in a snowy forest setting.

GoT:
A young girl (262,40),(862,998) stands in a snowy forest (0,0),(998,661), dressed as Elsa from Disney‘s “Frozen.” 
She wears a vibrant turquoise dress adorned with intricate silver snowflake patterns (361,914),(418,975) and a 
matching silver belt. The dress features long sleeves and a flowing tulle skirt that cascades behind her. Her blonde 
hair is styled in two braids, secured with a sparkling silver crown (427,39),(578,111) featuring a large blue gem at 
its center. In her right hand, she holds a wand (235,229),(335,606) with a blue handle and a glittering silver star 
at the top, reminiscent of Elsa’s magical scepter. The background is softly blurred, showcasing a serene winter 
landscape with snow-covered trees and a gentle light filtering through the branches, creating a magical and 
enchanting atmosphere.

LAHR-GoT

Prompt:
Still life painting featuring a bottle of wine, a glass filled with red wine, and a box of colorful 
chocolates on a table.

GoT:
The painting "Indulgence" by Cory Clifford captures a still life arrangement of luxurious 
confections and a glass of red wine, evoking a sense of opulence and relaxation. A box of 
assorted chocolates, each wrapped in vibrant foil, is open, revealing a variety of shapes and 
colors, including gold, green, red, and yellow. The chocolates (119,548),(608,908) are scattered 
around the box, some still in their wrappers, while others have been enjoyed. A bottle of red wine 
(751,44),(901,779) stands tall, its green glass reflecting the ambient light, accompanied by a 
filled wine glass (629,361),(803,838) that rests nearby. The background is a deep, rich blue, 
contrasting with the white tablecloth that spans the lower portion of the painting, creating a sense 
of depth and focus on the central objects. The overall composition is balanced, with the chocolates 
and wine glass positioned centrally, drawing the viewer's eye to the indulgent scene.

Prompt:
Indian Scout motorcycle with brown leather saddlebags and a green and black color scheme, 
parked in front of a rustic barn.

GoT:
The image showcases an Indian Scout motorcycle (325,123),(875,879) , prominently positioned in 
the foreground. The motorcycle features a sleek, vintage design with a green and cream color 
scheme, accented by chrome detailing. The front wheel is slightly turned to the left, and the bike is 
equipped with a clear windshield and a pair of round headlights. The seat is brown leather 
(335,309),(555,614) , complementing the saddlebags (335,409),(485,619) attached to the rear. 
The motorcycle is parked on a gravel surface, with a rustic barn-like structure (0,0),(997,694) in the 
background, characterized by corrugated metal siding and a wooden door. The overall 
composition places the motorcycle as the central focus, with the barn serving as a contrasting 
backdrop that emphasizes the bike's classic aesthetic.

JourneyDB-GoT

Prompt:
A young fireman in a helmet and uniform stands with an axe, facing a large, orange flame against a mostly white 
background, rendered in a hand-drawn, colorful style reminiscent of Calvin and Hobbes.

GoT:
The image depicts a young fireman (244,299),(613,902) standing confidently in front of a large, billowing fire 
(479,0),(999,882) . The fireman is dressed in a detailed, hand-drawn fireman's uniform, complete with a helmet 
(269,303),(611,474) , boots, and an axe (44,616),(608,846) . The uniform is rendered in a warm, earthy color 
palette, with the helmet featuring a prominent visor. The fire itself is a dramatic, orange-red spectacle, with smoke 
rising in a chaotic, blob-like form in the background. The scene is set against a mostly white background, which 
helps to highlight the vibrant colors and intricate details of the fire man and the fire. The overall composition is 
dynamic, with the fireman positioned in the foreground, ready to face the challenge of the fire, while the fire's 
chaotic nature adds a sense of urgency and intensity to the scene. The image is reminiscent of the style of Calvin 
and Hobbes, with its detailed, expressive line work and a sense of narrative tension. The use of watercolor blob in 
the background adds a painterly touch, enhancing the visual impact of the scene.

Figure 10: Examples of GoT dataset for text-to-image generation, including FLUX-GoT, JourneyDB-
GoT, and Laion-Aesthetics-High-Resolution-GoT.
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OmniEdit-GoT

Instruction:
Turn the color of sunglasses case to purple.

GoT:
1. The source image shows a person wearing a gray t-shirt and sunglasses, holding a brown leather 
sunglasses case. The individual appears to be in a neutral or slightly serious mood.
2. The object to be edited is the brown leather sunglasses case.
3. The specific area to be edited is defined by the bounding box coordinates (361,699),(685,996).
4. The specific changes to be made include changing the color of the sunglasses case to purple, 
ensuring it matches the target image description.
5. The edited image will show a person wearing a gray t-shirt and sunglasses, holding a purple 
sunglasses case with a pair of sunglasses inside. The background will remain unchanged but will be a 
solid light purple color.

Instruction:
Remove a cowboy with a brown hat, red poncho, and cigar in the foreground.

GoT:
1. The source image features a cowboy with a brown hat, red poncho, and a cigar in the 
foreground, surrounded by old, weathered wanted posters for the Dalton Gang and Jesse 
James. The background is a gritty, textured wall with a vintage Western theme.
2. The object to be edited is the cowboy, specifically the one described as having a brown 
hat, red poncho, and cigar.
3. The specific area to be edited is defined by the bounding box coordinates 
(78,18),(568,999) which encompasses the entire cowboy figure.
4. Remove the cowboy completely from the image while maintaining the surrounding wanted 
posters and the gritty, textured background. Ensure the removal is seamless, blending the 
area with the old, weathered posters and the vintage Western theme.
5. The edited image will show the collection of vintage wanted posters, including those for 
the Dalton Gang and Jesse James, with a prominent "WANTED" sign in the foreground. The 
background will remain a grungy, aged wall with a sense of motion, suggesting a chaotic or 
historical setting. The area where the cowboy was will appear seamless, blending with the 
surrounding posters and background.

SEED-Edit-MultiTurn-GoT

Instruction:
Change the red jacket on the middle to light green, remove the birds on the right, add a forest 
background, and put a car on the left.

GoT:
1. The source image shows a person wearing a red jacket standing on a tiled walkway, surrounded 
by a large flock of seagulls. The scene is set against a backdrop of a body of water and a hillside 
with buildings, under a cloudy sky.
2. For the first step, the object to be edited is the red jacket. The specific area to be edited is defined 
by the bounding box coordinates (410,535),(517,687). Change the color of the red jacket to light 
green, and ensure the number 15 and other text remain visible.
3. For the second step, the object to be edited is the flock of birds. The specific area to be edited is 
defined by the bounding box coordinates (549,0),(999,553). Remove the flock of seagulls from this 
area.
4. For the third step, the specific area to be edited is defined by the bounding box coordinates 
(0,0),(999,714). Replace the background with a forest featuring a cloudy sky, a body of water, and 
a distant hillside with buildings. Ensure the forest creates a lush, green canopy overhead.
5. For the fourth step, the object to be edited is the left side of the image. The specific area to be 
edited is defined by the bounding box coordinates (0,584),(392,999). Add a car, green with a shiny, 
reflective surface and a sleek design, featuring a visible rear light, to this area.
6. The edited image depicts a person wearing a light green jacket with the number 15 on the back, 
walking down a paved path flanked by tall trees with lush green foliage. A car is parked on the left 
side of the path. The scene is serene and natural, with the forest creating a canopy overhead, and a 
cloudy sky, a body of water, and a distant hillside with buildings in the background.

Figure 11: Examples of GoT dataset for image editing, including OmniEdit-GoT for single-turn
editing and SEED-Edit-Multiturn-GoT for multi-turn editing.
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Human:
You are a professional digital artist. You will have to evaluate the effectiveness of the AI-
generated image(s) based on the given rules. You will have to give your output in this way (Keep
your reasoning concise and short.): "score" : [...], "reasoning" : "..." and don’t output anything
else.
Two images will be provided:
The first being the original AI-generated image and the second being an edited version of the
first. The objective is to evaluate how successfully the editing instruction has been executed in
the second image. Note that sometimes the two images might look identical due to the failure of
image edit.
From a scale 0 to 10:
A score from 0 to 10 will be given based on the success of the editing.
- 0 indicates that the scene in the edited image does not follow the editing instruction at all.
- 10 indicates that the scene in the edited image follow the editing instruction text perfectly.
- If the object in the instruction is not present in the original image at all, the score will be 0.
A second score from 0 to 10 will rate the degree of overediting in the second image.
- 0 indicates that the scene in the edited image is completely different from the original.
- 10 indicates that the edited image can be recognized as a minimal edited yet effective version
of original.
Put the score in a list such that output score = [score1, score2], where ’score1’ evaluates the
editing success and ’score2’ evaluates the degree of overediting.
Editing instruction: <instruction>
<Image> Source Image </Image>
<Image> Edited Image </Image>
Assistant:

Figure 12: Prompt for GPT4-o image editing evaluation. We are using GPT-4o-2024-11-20. The
final score is the average of the minimum value of the two scores for each sample.

Human:
<Image> Image </Image>
You are an advanced AI visual assistant specializing in highly detailed and comprehensive
visual analysis for one image. Your role is to generate a single, descriptive paragraph that
encapsulates all relevant details about an image. Here is the provided image prompt for this
image: <prompt>.
If the provided prompt aligns with the image, enhance it by adding detailed observations about
the objects, their colors, shapes, textures, numeracy, and spatial relationships. If the provided
prompt does not match the image content, disregard it and craft a complete description based
solely on the visual elements you observe. Consider the 2D-spatial relationships (e.g., "to the
left of," "near," "aligned with") and 3D-spatial relationships (e.g., "in front of," "above," "at
a distance from") when describing the scene. Include details about the overall composition,
highlighting how elements are arranged relative to each other, their groupings, and any complex
interactions or dynamic elements within the scene. Pay close attention to the interplay of colors,
textures, and shapes, ensuring that the description reflects both the visual richness and structural
composition of the image. Ensure to provide the description as one single paragraph, without
preamble or additional explanation.
Assistant:

Figure 13: Prompt for detailed recaption for text-to-image data.
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Human:
You are tasked with identifying and extracting all the real object names from a detailed caption.
An object name refers to any tangible or physical entity mentioned in the caption that can be
visually grounded in the image. Ensure not to include any adjectives or single-word descriptions
that do not refer to a specific object, such as "background."
Please follow these instructions:
Identify all object names in the caption in the order they appear. Maintain the exact wording of
each object name as it is in the caption, including case consistency. Output the object names in a
Python list format. For example, consider the following caption:
Example 1:
"In the image, a person is prominently featured at a vibrant pride parade, exuding confidence
and pride. They are adorned in an extravagant outfit that mirrors the rainbow flag, with a deep
V-neck top in bold, colorful stripes of red, orange, yellow, green, blue, and purple. The person’s
hair is styled in a striking rainbow color, complementing their outfit. They are surrounded by
a lively crowd, with individuals wearing various colors and accessories, adding to the festive
atmosphere. The background reveals a bustling street scene with buildings and trees, suggesting
an urban setting. The overall composition is dynamic, with the person at the center, drawing
attention to their vibrant attire and the energetic parade around them."
Your output should be a list of object names like this:
[’person’, ’pride parade’, ’outfit’, ’V-neck top’, ’The person’s hair’,
’a lively crowd’, ’individuals’, ’street’, ’buildings’, ’trees’]
Example 2:
"The image depicts a young boy with slender features and a pale complexion, exuding an air
of arrogance and coldness. His white-blonde hair is slicked back, adding to his composed
demeanor. The boy’s eyes are a striking shade of cold grey, reflecting a sense of detachment and
intelligence. He is dressed in a white shirt with a blue and white patterned collar, which contrasts
with his pale skin and adds a touch of elegance to his appearance. The overall composition
is balanced, with the boy centrally positioned against a dark background that accentuates his
features and the sharpness of his expression. The interplay of colors, textures, and shapes creates
a visually striking and emotionally charged image."
Your output should be a list of object names like this:
[’young boy’, ’white-blonde hair’, "The boy’s eyes", ’white shirt’]
Now, given the following caption, extract the object names in the same format: <caption>
Assistant:

Figure 14: Prompt for identifying objects in text-to-image caption.

Human:
Please tell me according to the instruction: <instruction>. Which object is being replaced
with another object? Please only answer the exact name of the two objects using the same words
from the instruction. Use the format of a Python list including the two object names. The first is
the ’object’ and the second is the ’another_object’.
Assistant:

Figure 15: An example of prompt for parsing the edited object. This is used when the task type is
’replace’.

Human:
<Image> Image </Image>
Please provide the bounding box coordinates of this sentence describes: <object_name>
Assistant:

Figure 16: Prompt for grounding object. This works for both text-to-image and image editing data.
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Human:
<Image> Image </Image>
You are an AI visual assistant, and you are seeing a single image. Please describe this image
in one paragraph using no more than two sentences. Always remember to include describing
<object_name> in the image.
Assistant:

Figure 17: Prompt for image description for image editing data.

Human:
<Image> Cropped Image </Image>
Please describe <object_name> briefly in several words no more than one sentence.
Assistant:

Figure 18: Prompt for cropped image object description for image editing.

Human:
You are a helpful visual assistant. I have an image editing data with the original instruction:
<instructions>. I want to augment the instruction to obtain more free-language format
instructions.
Your task is to rewrite this original instruction in English into three distinct, human-like, free-
form instructions that convey the same meaning but use varied language and phrasing. The new
instructions should reflect how humans might naturally request image edits.
Please provide me with three more instructions that have the same meaning as the original
instruction but in a more free-language format. The new instruction can be in any format that a
human might input as an editing instruction. The first instruction should be relatively concise.
Use the format of a Python list which includes three items as strings.
Assistant:

Figure 19: Prompt for reinstruction for image editing data.
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Human:
You are a helpful assistant for a designer. I have image editing data with the following information:
instruction: <instructions>, description of source image: <source_desc>, description of target
image: <target_desc>, <coord> <object_desc> Assume you are a visual assistant with access
to the edit instruction and the source image. Your task is to provide a step-by-step chain of thought
for the image editing process which only includes the image editing processes. The chain of thought
can includes the following several type steps (can not in this order, not includes these words in the
answer): Describe the source image; the object to be edited; the specific area to be edited; Identify
the specific changes to be made; Describe the image after the edit. All information besides the
instruction should be considered as derived from the source image. The output is meant to train a
multi-modal large language model that takes the source image and instruction as input, generates the
editing chain of thought, and then outputs the edited image. Therefore, your response should consider
this application and provide clear, concise reasoning in numbered steps (1. 2. 3. ... etc). The response
should be purely reasoning text and formatted succinctly. Ensure your answer be brief and few steps.

In context learning, example 1:
1. The source image shows a grand, classical building with intricate stone carvings and statues. One
prominent statue, a female figure, stands on a pedestal, holding a torch and a book. The building
features arched windows and a sign that reads "Learning Center."
2. The object to be edited is a statue of a woman holding a torch and a book.
3. The specific area to be edited is defined by the bounding box coordinates ((554, 166), (768,
711)), which encompasses the statue.
4. Remove the statue completely from the image while maintaining the surrounding architectural
details and other elements like the building’s facade, arched windows, and the "Learning Center"
sign. 5. The edited image will show the grand, classical building with intricate stone carvings and the
"Learning Center" sign. The statue, a female figure holding a torch and a book, will no longer be
present, and the area where the statue was will appear seamless with the surrounding architecture.
The building’s arched windows and stone facade will remain intact.

In context learning, example 2:
1. The source image depicts a snowy mountain slope with a ski board in the foreground, indicating
a skiing or snowboarding activity. The background features a clear blue sky and rocky terrain,
suggesting a high-altitude or alpine setting.
2. The inserted object is a skier in a black jacket, complete with goggles, sitting on a snowboard.
This skier will be positioned in the center of the slope, facing downhill, sitting on a snowboard.
3. The specific area to be edited is within the bounding box ((382, 303), (782, 813)), where
the current object (a ski board) is located. This area needs to be replaced with the new skier.
4. The image now shows a skier dressed in a black jacket and goggles, sitting on a snowboard on
a snowy slope. The background features a clear blue sky and rocky terrain, with other skiers and
equipment visible in the distance. The skier is positioned in the middle of the slope, looking downhill,
seamlessly blending with the existing scene.

In context learning, example 3:
1. The source image depicts a group of women and a child standing on a beach, all dressed in vibrant,
summery outfits. The scene is bright and cheerful, with the ocean and sky forming a picturesque
backdrop. The style of the image is casual and candid, capturing a moment of joy and togetherness.
2. The edited area is ((0, 0), (999, 999)), which is the whole image. The object to be edited is
the group of women and the child, along with the beach and the background elements. These need to
be transformed into a traditional Chinese ink painting style.
3. After the edit, the image will depict a group of women and a child standing in a traditional Chinese
ink painting style, dressed in elegant, flowing garments. They will be positioned against a backdrop
of serene mountains and a tranquil sea, with the overall composition reflecting the classical and
detailed style of traditional Chinese ink paintings.

Assistant:

Figure 20: In-context assembling GoT prompt for image editing data.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction, including the explicit list of contributions,
clearly articulate the main claims: the Generation Chain-of-Thought (GoT) paradigm, the
construction of large-scale GoT datasets, a unified framework with a novel Semantic-Spatial
Guidance Module, and demonstrated performance improvements. These claims are well-
supported by the experimental results detailed in Section 6.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper has discussed limitations in the experiment and the conclusion
section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper’s primary contributions are empirically driven, focusing on the novel
GoT paradigm, a framework, and large-scale datasets. It does not introduce new theoretical
results that would necessitate formal mathematical assumptions and proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: The paper provides extensive details for reproducibility. Sections 3, 4, and
5 describe the GoT paradigm, dataset creation (including pipeline details and prompts in
Appendix Sec. 12), and the framework architecture (including SSGM and guidance strategy).
Appendix Section 8 ("Training Details") further specifies training parameters.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The paper does not provide open access to the data and code.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 5.3 ("Guidance Strategy"), Section 6 (Experiments, e.g., ), and Ap-
pendix Section 8 ("Training Details") provide crucial training and testing details. These
include information on dataset usage for different training phases, LoRA parameters, opti-
mizer settings (Adam with specific betas, epsilon, weight decay), learning rates, batch sizes,
guidance scales, and some notes on hyperparameter selection (e.g., Appendix Sec. 10.2 ).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: The paper presents quantitative results in Tables 1, 2, and 3 using various
metrics but does not report error bars, standard deviations from multiple experimental runs,
or formal statistical significance tests for these scores.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: The paper provides substantial detail on the compute resources for dataset
creation ("over 3000 NVIDIA A100 GPU days").
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research focuses on advancing visual generation and editing through
explicit reasoning, aiming for outputs better aligned with human intent. We have reviewed
the NeurIPS Code of Ethics and believe our work, including dataset creation methodologies
and model development, aligns with its principles.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: The paper discuss the broader impacts in the conclusion section.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: The paper states an intention to release datasets and models but does not
currently describe specific safeguards (e.g., usage policies, content moderation mechanisms)
to mitigate potential misuse of the advanced generative capabilities.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [No]
Justification: The paper properly cites the original sources for existing assets such as datasets
(e.g., Laion-Aesthetics, JourneyDB, OmniEdit ) and foundational models (e.g., Qwen2.5-VL,
SDXL ).
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The paper introduces new large-scale GoT datasets (over 9M samples ). These
datasets are documented within the paper regarding their construction methodology (Section
4.1), sources and statistics (Section 4.2, Appendix Section 9), and GoT format with examples
(Appendix Section 11). This documentation is intended to accompany the assets upon their
stated release.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: The use of LLMs and MLLMs is fundamental to this research. The core
GoT paradigm involves an MLLM generating explicit reasoning chains. MLLMs (Qwen2-
VL, Qwen2.5) are extensively used in the automated dataset creation pipeline detailed in
Section 4.1. The proposed GoT framework itself utilizes an MLLM (Qwen2.5-VL-3B) as
its reasoning engine (Section 5.1). Furthermore, GPT-4o is used for evaluation in image
editing experiments (Section 6.3.1 ).
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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