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ABSTRACT

In Diffusion Transformer (DiT) models, particularly for video generation, atten-
tion latency is a major bottleneck due to the long sequence length and the quadratic
complexity. Interestingly, we find that attention weights can be decoupled into
two matrices: a small fraction of large weights with high rank and the remaining
weights with very low rank. This naturally suggests applying sparse acceleration
to the first part and low-rank acceleration to the second. Based on this finding, we
propose SLA (Sparse-Linear Attention), a trainable attention method that fuses
sparse and linear attention to accelerate diffusion models. SLA classifies attention
weights into critical, marginal, and negligible, applying O(N2) attention to crit-
ical weights, O(N) attention to marginal weights, and skipping negligible ones.
SLA combines these computations into a single GPU kernel and supports both
forward and backward passes. With only a few fine-tuning steps using SLA, DiT
models achieve about 20× reduction in attention computation, resulting in sig-
nificant acceleration without loss of generation quality. Experiments show that
SLA reduces attention computation by about 95% without degrading end-to-end
generation quality, outperforming baseline methods. In addition, we implement
an efficient GPU kernel for SLA, which yields a 13.7× speedup in attention com-
putation and a 2.2× end-to-end speedup in video generation on Wan2.1-1.3B.

1 INTRODUCTION

Among the operations in Transformers, attention (Vaswani et al., 2017) is the only one with quadratic
computation complexity, while others mostly scale linearly with the sequence length N . In Diffu-
sion Transformer (DiT) models (Peebles & Xie, 2022), especially for video generation, attention
becomes the primary computational bottleneck, as the sequence length typically ranges from 10K
to 100K. Reducing the cost of attention is therefore critical for improving the efficiency of DiT
models. Existing efficient attention methods for DiTs fall into two main categories: (1) numerous
sparse attention methods (Li et al., 2025; Zhang et al., 2025b; Xi et al., 2025; Yang et al., 2025a;
Zhang et al., 2025c; Wu et al., 2025; Shen et al., 2025; Hassani et al., 2023; Liu et al., 2025), which
compute only a subset of attention scores, and (2) a few linear attention methods (Xie et al., 2024;
Zhu et al., 2025), which reformulate the operation to achieve O(N) complexity.

Limitation. Despite recent progress, both approaches face challenges in substantially reducing
attention computation: (L1) Linear attention methods often fail in practice, especially on video
diffusion models. Existing work on linear attention in diffusion is rare and primarily limited to
image generation. Our experiments show that when applied to diffusion models, particularly video
generation, linear attention severely degrades video quality. (L2) Sparse attention methods rarely
achieve very high sparsity and require a considerable fraction of the full complexity of attention. In
practice, they typically reach only 40–60% sparsity for sequence length below 50K. Although some
recent works (Yang et al., 2025a; Li et al., 2025) report sparsity of 80–85%, such results are obtained
on very long sequences (e.g., 100K–300K), where achieving high sparsity is easier.

Key Observation. We find that attention weights in diffusion transformers can be decomposed into
two matrices: a small fraction of large weights with high rank and a large fraction of the remaining
weights with extremely low rank. This explains why sparse attention or linear attention alone cannot
achieve satisfactory results and naturally suggests applying sparse acceleration to the first part and
low-rank acceleration to the second.
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Our Method. Based on the observation above, we propose SLA, a trainable hybrid sparse and linear
attention for DiT models. Specifically, attention weights are partitioned into blocks and dynamically
classified into three categories: critical, marginal, and negligible. Critical blocks are computed
exactly using FlashAttention, negligible blocks are skipped, and, unlike existing methods, marginal
blocks are processed with linear attention. This design allows sparsity to increase dramatically
(e.g., 70%→95%) while maintaining accuracy. Since linear attention is computationally negligible,
costing less than 0.5% of full attention in video generation models, SLA is several times faster than
sparse attention alone. Furthermore, we implement efficient forward and backward passes for SLA.
With a few steps of fine-tuning, SLA significantly reduces the computation complexity and latency
of attention while preserving the quality of the generation results.

Result. SLA reduces attention computation by about 95% without degrading video generation
quality, even at a moderate sequence length of 30K, which is the sequence length in Wan2.1-1.3B.
In addition, our implementation achieves a 13.7× speedup in the attention kernel and a 2.2× end-
to-end acceleration for video generation, where the attention time becomes almost negligible. SLA
consistently surpasses baselines in both generation quality and efficiency.

Contribution. We summarize our main contributions as follows. (1) We find that the attention
weights in diffusion models can be perfectly decomposed into two parts: a highly sparse matrix
with high rank and a dense matrix with very low rank. (2) We propose the first attention method
that effectively fuses sparse attention and linear attention. (3) Our method achieves about 95%
attention sparsity, corresponding to approximately a 20× reduction in attention computation, while
maintaining video generation quality. (4) We implement efficient GPU kernels for SLA.

2 PRELIMINARY

2.1 BLOCK SPARSE ATTENTION

Given queries, keys, and values Q,K, V ∈ RN×d, the standard attention computes the score matrix
S = QK⊤/

√
d and the attention weights P = Softmax(S) to obtain the output O = PV . This is

inefficient for large N as it requires O(N2d) operations. The idea of sparse attention is to reduce
computation by applying a mask M ∈ {0, 1}N×N to the attention weights: P ← P ⊙M , where
⊙ is the element-wise product. A common strategy is to choose a threshold τ and set Mij = 1 if
Pij > τ . For entries with Mij = 0, the multiplications QiK

⊤
j and PijVj can be skipped, where

Qi = Q[i, :],Kj = K[j, :], Vj = V [j, :].

However, element-wise sparse attention is inefficient on modern GPUs. Practical implementations
such as FlashAttention (Dao, 2023) operate at the block level. Specifically, the sparse FlashAttention
first partitions Q,K, V, S, P,M into blocks {Qi}, {Kj}, {Vj}, {Sij}, {Pij}, {Mij}, where Qi ∈
Rbq×d, Kj ,Vj ∈ Rbkv×d, and Sij ,Pij ,Mij ∈ Rbq×bkv . Each block mask Mij is fully filled with
either 0 or 1, and we skip the computations of QiK

⊤
j and PijVj if Mij [:, :] = 0.

2.2 LINEAR ATTENTION

Linear attention methods reduce the complexity of standard attention from O(N2d) to O(Nd2). A
key idea is to decouple the softmax operation by introducing a feature map ϕ(·) applied to Q and
K. Specifically, it replaces the attention weights in standard attention with ϕ(Q)ϕ(K)⊤

rowsum(ϕ(Q)ϕ(K)⊤
. This

reformulation enables reordering of the matrix multiplications: instead of explicitly computing the
attention weights, it first computes ϕ(K)⊤V , and then applies this intermediate result to ϕ(Q):

H = ϕ(K)⊤V, Z = rowsum(ϕ(K)⊤) ∈ Rd×1, O =
ϕ(Q)H

ϕ(Q)Z
.

The mapping ϕ(·) is usually an activation function (e.g., ELU + 1 or ReLU (Clevert et al., 2016;
Xavier et al., 2011)). This formulation avoids explicitly constructing the N ×N matrices S, P and
achieves linear computational complexity.
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O = PV

Figure 1: The left figure shows a typical distribution of attention weights sampled from the Wan2.1
model. The right figure shows the accuracy of sparse attention with different sparsity.

3 MOTIVATION AND ANLYSIS

3.1 MOTIVATION OF SLA

Due to the softmax operator, the attention weights P lie in [0, 1] with each row summing to 1.
Furthermore, because of the exponential scaling in softmax, only a small fraction of entries in P
are relatively large, while the vast majority are close to zero. Figure 1 (left) shows the typical
distribution of attention weights P sampled from the Wan2.1 model (Wan et al., 2025). We highlight
two key observations: (1) Only about 8.1% of the weights are larger than the average value 1/N .
(2) A considerable proportion of weights are extremely small. In our case, approximately 45% fall
below 1/(100N). As shown in Figure 1 (right), skipping these smallest 45% of weights in sparse
attention (i.e., setting the corresponding entries in M to 0) introduces a relative L1 error of less than
3% compared to the full attention output. In contrast, retaining only the largest 8.1% of weights
(sparsity = 92%) leads to a sharp increase in error, reaching about 33%. This explains why existing
sparse attention methods struggle to achieve a sparsity beyond 90%.

The intermediate values between 1/(100N) and 1/N (the yellow column in Figure 1) present a
dilemma: omitting them introduces significant accuracy loss, yet computing them with full attention
causes a great decrease in sparsity. Fortunately, these values are far less critical than the largest ones.
This finding motivates us to categorize the attention weights into three types: critical, marginal,
and negligible. For critical weights, we use sparse FlashAttention to compute the output as they
dominate the attention distribution; For negligible weights, we skip the computation; For marginal
weights, we employ a linear attention method to reduce the computational complexity to O(Nd2)
and enhance the performance of sparse attention.

Full Attention

(Sparsity = 0%)

SLA

(Sparsity = 95%)

Linear Only

(Sparsity = 100%)

Sparse Only

(Sparsity = 90%)

Figure 2: Video generation examples on Wan2.1 fine-tuned with full attention, linear attention,
sparse attention, and SLA. SLA could achieve a high sparsity of 95% and lossless video quality.

Empirical results. In Figure 2, we present some videos generated by Wan2.1 fine-tuned with different
attention methods: using only linear attention, sparse attention with 90% sparsity, and SLAwith 95%
sparsity. Note that the computational complexity of SLA at 95% sparsity is nearly half that of 90%
sparse attention, since the cost of linear attention is almost negligible. For example, in the Wan2.1
model, linear attention accounts for less than 0.5% of the cost of full attention. These empirical
results show that SLA significantly outperforms the other two methods in video quality.

3.2 SEPARATING ATTENTION WEIGHTS: SPARSE FEW, LOW-RANK MANY

Observation. As shown in Figure 3, full attention weights can be decoupled into two parts: (1) a
small subset (< 10%) with rank comparable to full attention, and (2) a large subset (> 90%) with

3
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Full Attention Weights Top-8% Weights Bottom-92% Weights

Rank = 6226 Top-8%,  Rank = 6230 Bottom-92%,  Rank = 9

Low-Rank 
(Linear) Attention

Sparse 
Attention

Figure 3: Decomposition of attention weights. We sample attention weights from the Wan2.1 model:
the left figure shows the full weights, the middle the top 8%, and the right the bottom 92%.

very low rank. Since the methods for accelerating attention focus mainly on sparsity or low-rank
structure, this suggests a natural and elegant strategy: apply sparse attention to the first part and
low-rank approximation to the second.

Previous failures of linear attention are largely due to the high rank of full attention weights (Fan
et al., 2025), while linear attention is restricted to a rank at most d. Figure 3 (left) illustrates this with
a typical example using the notion of stable rank (Rudelson & Vershynin, 2006). We observe that
after removing the top values in the attention weights P , the remaining matrix becomes extremely
low-rank. This motivates the decomposition of P using the sparse mask M :

P = P ⊙M︸ ︷︷ ︸
sparse component

+ P ⊙ (1−M)︸ ︷︷ ︸
low-rank component

. (1)

Since linear attention is essentially a low-rank version of attention, we are provided with a possibility
to replace the low-rank component P ⊙ (1−M) with linear attention.

4 SLA

SLA effectively integrates sparse and linear attention within a unified framework, allowing them to
complement each other. In particular, we fuse both attention into a single efficient GPU kernel. In
this section, we introduce the sparse and linear attention components of SLA.

SLA first predicts a compressed attention weights matrix Pc ∈ RN/bq×N/bkv :

Pc = Softmax(pool(Q)pool(K)⊤/
√
d). (2)

where pool(·) is a mean pooling operator along the token dimension. For each element of Pc,
we classify it into three types and record the results in a compressed mask Mc ∈ RN/bq×N/bkv .
Specifically, the top kh% positions are marked as critical (labeled 1), the bottom kl% positions as
negligible (labeled −1), and the remaining positions as marginal (labeled 0). Formally,

Mc[i, j] = {1 (top kh%), −1 (bottom kl%), 0 (otherwise)}. (3)

We apply different methods according to Mc.

4.1 SPARSE ATTENTION IN SLA

Guided by the mask Mc, sparse FlashAttention is used to compute the sparse attention output. For
each Q block Qi, we iterate over all K,V blocks Kj ,Vj with j = 0, . . . , N/bkv . Whenever
Mc[i, j] = 1, we perform:

Sij = QiK
⊤
j /
√
d, Pij = OnlineSoftmax(Sij), Os

i = Os
i +PijVj . (4)

Here, OnlineSoftmax(·) operator (Milakov & Gimelshein, 2018) computes the softmax of a matrix
in a block-wise manner (see lines 10-11 of Algorithm 1 for implementation). The initial value
of each Os

i is set to zero. Algorithm 1 describes the forward computation of the sparse attention
component, and we denote the final output of the sparse attention component Os.

4
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4.2 LINEAR ATTENTION IN SLA

Inspired by the idea of low-rank approximation, we replace the low-rank component P ⊙ (1−M)
in Equation 1 with linear attention introduced in Section 2.2 as

ϕ(Q)ϕ(K)⊤

rowsum(ϕ(Q)ϕ(K)⊤)
⊙ (1−M).

Specifically, the entries of 0 in Mc determine the blocks processed by linear attention. For each
query block Qi, we compute the corresponding linear attention output:

Hi =
∑

j:Mc[i,j]=0

ϕ(Kj)
⊤Vj , Zi =

∑
j:Mc[i,j]=0

rowsum(ϕ(Kj)
⊤), Ol

i =
ϕ(Qi)Hi

ϕ(Qi)Zi
. (5)

Here, as mentioned in Section 2.2, ϕ(·) denotes the activation function, and Hi ∈ Rd×d,Zi ∈ Rd×1

are intermediate results similar to H and Z. Algorithm 1 describes the forward pass of the linear
attention component, and the final output of this component is denoted as Ol.

Finally, the overall attention output of SLA is defined as:

O = Os + Proj(Ol). (6)

where Proj is a learnable linear transformation Rd → Rd. Applying this projection to Ol helps
reduce the distribution mismatch between softmax and linear attention. Its computational cost is
O(Nd2), the same as computing Ol and negligible compared with theO(N2d) cost of full attention.
Specifically, O(Nd2) = 0.004 × O(N2d), when N = 32K, d = 128 in the Wan2.1-1.3B. In this
case, 95% sparsity in the sparse attention component means 94.7% attention complexity reduction.

Insight. Linear attention in SLA does not approximate the output corresponding to marginal at-
tention weights, but serves as a learnable compensation that enhances the effectiveness of sparse
attention. This is because linear attention alone struggles to approximate the output of full atten-
tion (Choromanski et al., 2020; Qin et al., 2022). Therefore, we need to fine-tune the parameters of
the target model, enabling it to adapt to the use of linear attention.

Detailed AlgorithmHigh-Level Idea
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P̂

<latexit sha1_base64="qpC5c6uItEhM8hBHNThFg18eyp8=">AAAB7XicbVDLSgMxFL3js9ZX1aWbYBFclRmR6rLoxmUF+4B2kEyaaWMzyZDcEcrQf3DjQhG3/o87/8b0sdDWA4HDOeeSe0+USmHR97+9ldW19Y3NwlZxe2d3b790cNi0OjOMN5iW2rQjarkUijdQoOTt1HCaRJK3ouHNxG89cWOFVvc4SnmY0L4SsWAUndTsDiiS+kOp7Ff8KcgyCeakDHO4/Fe3p1mWcIVMUms7gZ9imFODgkk+LnYzy1PKhrTPO44qmnAb5tNtx+TUKT0Sa+OeQjJVf0/kNLF2lEQumVAc2EVvIv7ndTKMr8JcqDRDrtjsoziTBDWZnE56wnCGcuQIZUa4XQkbUEMZuoKKroRg8eRl0jyvBNVK9e6iXLue11GAYziBMwjgEmpwC3VoAINHeIZXePO09+K9ex+z6Io3nzmCP/A+fwAH6o7K</latexit>

P̂

Sparse FlashAttention

Attention Weight Prediction

Attention Computation

0.8 (Critical weights) FlashAttention

0.1 (Marginal weights) Linear Attention 0 (Negligible weights) Skip

Linear Attention

Predicted 
Compressed 

Attention Weigths

<latexit sha1_base64="haOKmeQX8U+ma9Fom0jKzApDd/k=">AAACJHicbZDLSgMxFIYz9V5vVZdugkVoN2VGRAU3ohvBTYu2Cm0tmTTTBpPJkJwRy9C+ixtfxY0LL7hw47OYXgTb+kPg5zvnkHN+PxLcgOt+OamZ2bn5hcWl9PLK6tp6ZmOzYlSsKStTJZS+8YlhgoesDBwEu4k0I9IX7Nq/O+vXr++ZNlyFV9CJWF2SVsgDTglY1Mgc1ySBtpbJpQpAkodurvdLIqVEN1fK9/A4ubitgYryvXwjk3UL7kB42ngjk0UjFRuZ91pT0ViyEKggxlQ9N4J6QjRwKlg3XYsNiwi9Iy1WtTYkkpl6Mjiyi3ctaeJAaftCwAP6dyIh0piO9G1nf10zWevD/2rVGIKjesLDKAYW0uFHQSwwKNxPDDe5ZhRExxpCNbe7YtommlCwuaZtCN7kydOmslfwDgoHpf3syekojkW0jXZQDnnoEJ2gc1REZUTRI3pGr+jNeXJenA/nc9iackYzW2hMzvcP3sqmJw==</latexit>

Softmax( pool(Q) pool(K→) )

<latexit sha1_base64="WLM5w4xXn7xl3ZnsM2iKvdi3WvQ=">AAAB83icbVDLSgNBEOyNrxhfUY9eBoPgKeyKRI9BLx4jmAdklzA7O5sMmX040yuEJb/hxYMiXv0Zb/6Nk2QPmljQUFR1093lp1JotO1vq7S2vrG5Vd6u7Ozu7R9UD486OskU422WyET1fKq5FDFvo0DJe6niNPIl7/rj25nffeJKiyR+wEnKvYgOYxEKRtFIrj94JC6KiGsSDKo1u27PQVaJU5AaFGgNql9ukLAs4jEySbXuO3aKXk4VCib5tOJmmqeUjemQ9w2NqVnj5fObp+TMKAEJE2UqRjJXf0/kNNJ6EvmmM6I40sveTPzP62cYXnu5iNMMecwWi8JMEkzILAASCMUZyokhlClhbiVsRBVlaGKqmBCc5ZdXSeei7jTqjfvLWvOmiKMMJ3AK5+DAFTThDlrQBgYpPMMrvFmZ9WK9Wx+L1pJVzBzDH1ifP3IEkVE=</latexit>

bq → d
<latexit sha1_base64="Ye7CUjkJDSa/FgbRKOx0fwlLRqQ=">AAAB+HicbVBNS8NAEJ3Ur1o/GvXoZbEInkoiUj0WvXisYD+gDWGz2bRLN5uwuynU0F/ixYMiXv0p3vw3btsctPXBwOO9GWbmBSlnSjvOt1Xa2Nza3invVvb2Dw6r9tFxRyWZJLRNEp7IXoAV5UzQtmaa014qKY4DTrvB+G7udydUKpaIRz1NqRfjoWARI1gbyberIRpoFlOFAj8fT2a+XXPqzgJonbgFqUGBlm9/DcKEZDEVmnCsVN91Uu3lWGpGOJ1VBpmiKSZjPKR9QwU2u7x8cfgMnRslRFEiTQmNFurviRzHSk3jwHTGWI/UqjcX//P6mY5uvJyJNNNUkOWiKONIJ2ieAgqZpETzqSGYSGZuRWSEJSbaZFUxIbirL6+TzmXdbdQbD1e15m0RRxlO4QwuwIVraMI9tKANBDJ4hld4s56sF+vd+li2lqxi5gT+wPr8AYfmkwg=</latexit>

d→ bkv

<latexit sha1_base64="M1S7gh4ECpWT5Wig+sLvNVfYDs8=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRKR6rLoxoWLCvYBtpRkOq2heTGZCKW48wfc6oeJf6B/4Z1xCmoRnZDkzLnn3Jl7r5+GQSYd57VgLSwuLa8UV0tr6xubW+XtnVaW5ILxJkvCRHR8L+NhEPOmDGTIO6ngXuSHvO2Pz1W8fcdFFiTxtZykvBd5ozgYBsyTRLW7/tBu9d1+ueJUHb3seeAaUIFZjaT8gi4GSMCQIwJHDEk4hIeMnhu4cJAS18OUOEEo0HGOe5TIm5OKk8IjdkzfEe1uDBvTXuXMtJvRKSG9gpw2DsiTkE4QVqfZOp7rzIr9LfdU51R3m9DfN7kiYiVuif3LN1P+16dqkRjiVNcQUE2pZlR1zGTJdVfUze0vVUnKkBKn8IDigjDTzlmfbe3JdO2qt56Ov2mlYtWeGW2Od3VLGrD7c5zzoHVUdWvV2tVxpX5mRl3EHvZxSPM8QR0XaKCpq3zEE56tS0tYE2v6KbUKxrOLb8t6+ABfbJF2</latexit>

V1
<latexit sha1_base64="Qhlba0wFHvlTnCmexCFvkS7H8uk=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXRjQsXFewD2lKS6bSGpkmYTIRS3PkDbvXDxD/Qv/DOOAW1iE5Icubcc+7MvddPwiCVjvOas5aWV1bX8uuFjc2t7Z3i7l4zjTPBeIPFYSzavpfyMIh4QwYy5O1EcG/ih7zljy9UvHXHRRrE0Y2cJrw38UZRMAyYJ4lqdf2h3exX+sWSU3b0sheBa0AJZtXj4gu6GCAGQ4YJOCJIwiE8pPR04MJBQlwPM+IEoUDHOe5RIG9GKk4Kj9gxfUe06xg2or3KmWo3o1NCegU5bRyRJyadIKxOs3U805kV+1vumc6p7jalv29yTYiVuCX2L99c+V+fqkViiDNdQ0A1JZpR1TGTJdNdUTe3v1QlKUNCnMIDigvCTDvnfba1J9W1q956Ov6mlYpVe2a0Gd7VLWnA7s9xLoJmpexWy9Xrk1Lt3Iw6jwMc4pjmeYoaLlFHQ1f5iCc8W1eWsKbW7FNq5YxnH9+W9fABYcyRdw==</latexit>

V2
<latexit sha1_base64="hLe3Uz9RIuFIYcS5pu9607QkWko=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXRjQsXFewD2lKS6bSGpkmYTIRS3PkDbvXDxD/Qv/DOOAW1iE5Icubcc+7MvddPwiCVjvOas5aWV1bX8uuFjc2t7Z3i7l4zjTPBeIPFYSzavpfyMIh4QwYy5O1EcG/ih7zljy9UvHXHRRrE0Y2cJrw38UZRMAyYJ4lqdf2h3exX+sWSU3b0sheBa0AJZtXj4gu6GCAGQ4YJOCJIwiE8pPR04MJBQlwPM+IEoUDHOe5RIG9GKk4Kj9gxfUe06xg2or3KmWo3o1NCegU5bRyRJyadIKxOs3U805kV+1vumc6p7jalv29yTYiVuCX2L99c+V+fqkViiDNdQ0A1JZpR1TGTJdNdUTe3v1QlKUNCnMIDigvCTDvnfba1J9W1q956Ov6mlYpVe2a0Gd7VLWnA7s9xLoLmSdmtlqvXlVLt3Iw6jwMc4pjmeYoaLlFHQ1f5iCc8W1eWsKbW7FNq5YxnH9+W9fABZoyReQ==</latexit>

V4
<latexit sha1_base64="okjGI0E53h5QmPb6Yc/qdL0qL9I=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRKR6rLoxoWLFuwD2lKS6bSGpkmYTIRS3PkDbvXDxD/Qv/DOOAW1iE5Icubcc+7MvddPwiCVjvOas5aWV1bX8uuFjc2t7Z3i7l4zjTPBeIPFYSzavpfyMIh4QwYy5O1EcG/ih7zljy9VvHXHRRrE0Y2cJrw38UZRMAyYJ4lqdf2hXe+7/WLJKTt62YvANaAEs2px8QVdDBCDIcMEHBEk4RAeUno6cOEgIa6HGXGCUKDjHPcokDcjFSeFR+yYviPadQwb0V7lTLWb0SkhvYKcNo7IE5NOEFan2Tqe6cyK/S33TOdUd5vS3ze5JsRK3BL7l2+u/K9P1SIxxLmuIaCaEs2o6pjJkumuqJvbX6qSlCEhTuEBxQVhpp3zPtvak+raVW89HX/TSsWqPTPaDO/qljRg9+c4F0HzpOxWypX6aal6YUadxwEOcUzzPEMVV6ihoat8xBOerWtLWFNr9im1csazj2/LevgAU4KRcQ==</latexit>

Q1

<latexit sha1_base64="h6+hAklSMTVsFPOXNZAX1sdrCvU=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRKR6rLoRnDTgn1AU0uSTmtoXkwmSimKW3/Arf6V+Af6F94ZU1CL6IQkZ86958zce53Y9xJhGK85bW5+YXEpv1xYWV1b3yhubjWTKOUua7iRH/G2YyfM90LWEJ7wWTvmzA4cn7Wc0amMt64ZT7wovBDjmHUDexh6A8+1BVGW5Qz08555aYko7hVLRtlQS58FZgZKyFYtKr7AQh8RXKQIwBBCEPZhI6GnAxMGYuK6mBDHCXkqznCLAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh17pIkojxOWp+kqnipnyf7mPVGe8m5j+juZV0CswBWxf+mmmf/VyVoEBjhWNXhUU6wYWZ2buaSqK/Lm+peqBDnExEncpzgn7CrltM+60iSqdtlbW8XfVKZk5d7NclO8y1vSgM2f45wFzYOyWSlX6oel6kk26jx2sIt9mucRqjhDDQ3yjvGIJzxrde1Gu9PuP1O1XKbZxrelPXwA7++Tqg==</latexit>

K→
1

<latexit sha1_base64="VGxE0z8ZP0rfvolPCWzU8F5ikUs=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXRjeCmBdsKTS1JOq2heQzJRClFcesPuNW/Ev9A/8I7YwpqEZ2Q5My595yZe6/DfS8RhvGa0+bmFxaX8suFldW19Y3i5lYridLYZU038qP4wrET5nshawpP+OyCx8wOHJ+1ndGJjLevWZx4UXguxpx1A3sYegPPtQVRluUM9LNe5dISEe8VS0bZUEufBWYGSshWPSq+wEIfEVykCMAQQhD2YSOhpwMTBjhxXUyIiwl5Ks5wiwJpU8pilGETO6LvkHadjA1pLz0TpXbpFJ/emJQ69kgTUV5MWJ6mq3iqnCX7m/dEecq7jenvZF4BsQJXxP6lm2b+VydrERjgSNXgUU1cMbI6N3NJVVfkzfUvVQly4MRJ3Kd4TNhVymmfdaVJVO2yt7aKv6lMycq9m+WmeJe3pAGbP8c5C1qVslktVxsHpdpxNuo8drCLfZrnIWo4RR1N8uZ4xBOetYZ2o91p95+pWi7TbOPb0h4+APJUk6s=</latexit>

K→
2

<latexit sha1_base64="4jbIb/YEYY05/6X4RE3jo1TwX08=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRKV6rLoRnDTgn1AU0syndbQvEgmSimKW3/Arf6V+Af6F94ZI6hFdEKSM+fec2buvU7kuYkwjJecNjM7N7+QXywsLa+srhXXN5pJmMaMN1johXHbsRPuuQFvCFd4vB3F3PYdj7ec0YmMt654nLhhcC7GEe/69jBwBy6zBVGW5Qz0s97+hSXCqFcsGWVDLX0amBkoIVu1sPgMC32EYEjhgyOAIOzBRkJPByYMRMR1MSEuJuSqOMcNCqRNKYtThk3siL5D2nUyNqC99EyUmtEpHr0xKXXskCakvJiwPE1X8VQ5S/Y374nylHcb09/JvHxiBS6J/Uv3mflfnaxFYIAjVYNLNUWKkdWxzCVVXZE3179UJcghIk7iPsVjwkwpP/usK02iape9tVX8VWVKVu5ZlpviTd6SBmz+HOc0aO6VzUq5Uj8oVY+zUeexhW3s0jwPUcUpamiQd4QHPOJJq2vX2q1295Gq5TLNJr4t7f4d9LmTrA==</latexit>

K→
3

<latexit sha1_base64="w+FL+pKklH6fuOoWQWaC5xupWDA=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXRjeCmBdsKTS1JOq2heQzJRClFcesPuNW/Ev9A/8I7YwpqEZ2Q5My595yZe6/DfS8RhvGa0+bmFxaX8suFldW19Y3i5lYridLYZU038qP4wrET5nshawpP+OyCx8wOHJ+1ndGJjLevWZx4UXguxpx1A3sYegPPtQVRluUM9LNe5dISEe8VS0bZUEufBWYGSshWPSq+wEIfEVykCMAQQhD2YSOhpwMTBjhxXUyIiwl5Ks5wiwJpU8pilGETO6LvkHadjA1pLz0TpXbpFJ/emJQ69kgTUV5MWJ6mq3iqnCX7m/dEecq7jenvZF4BsQJXxP6lm2b+VydrERjgSNXgUU1cMbI6N3NJVVfkzfUvVQly4MRJ3Kd4TNhVymmfdaVJVO2yt7aKv6lMycq9m+WmeJe3pAGbP8c5C1oHZbNarjYqpdpxNuo8drCLfZrnIWo4RR1N8uZ4xBOetYZ2o91p95+pWi7TbOPb0h4+APcek60=</latexit>

K→
4

<latexit sha1_base64="hR1QjN8iINRkmkSI9ZHcMTgTwHA=">AAAC43icjVHLSgMxFD2O73fVpSDBIuimzIhUN4LoRnDTolWh1TIzpjV0XmQyQinu3LkTt/6AW/0X8Q/0L7yJI/hANMMkJ+fec5Kb6yWBSJVtP/dZ/QODQ8Mjo2PjE5NT04WZ2cM0zqTPa34cxPLYc1MeiIjXlFABP04kd0Mv4EdeZ0fHjy64TEUcHahuwk9Ctx2JlvBdRVSzsNDwWmyfbbJlDapNh+l1r+mcNlScrDQLRbtkm8F+AicHReSjEhee0MAZYvjIEIIjgiIcwEVKXx0ObCTEnaBHnCQkTJzjEmOkzSiLU4ZLbIfmNu3qORvRXnumRu3TKQH9kpQMS6SJKU8S1qcxE8+Ms2Z/8+4ZT323Lq1e7hUSq3BO7F+6j8z/6nQtCi1smBoE1ZQYRlfn5y6ZeRV9c/apKkUOCXEan1FcEvaN8uOdmdGkpnb9tq6Jv5hMzeq9n+dmeNW3pAY739v5ExyulpxyqVxdK25t560ewTwWsUz9XMcWdlFBjbyvcI8HPFrcurZurNv3VKsv18zhy7Du3gCnmZk5</latexit>

S = (Q1K
→
1 )

<latexit sha1_base64="S/AUaedbaiSpEpMsG3qWc5DOUdI=">AAAC7nicjVHLSsNAFD3GV31XXboJFqHdlESkuhFEN+6saFVoS5mk0zY0LyYTUUq/wZ07cesPuNXPEP9A/8I7YwQfiE5Icubcc87MnXFi30ukZT2PGKNj4xOTuanpmdm5+YX84tJJEqXC5TU38iNx5rCE+17Ia9KTPj+LBWeB4/NTp7+n6qfnXCReFB7Ly5g3A9YNvY7nMklUK19qOB2z2rLNbbMRMNkTweAgVGFHUUcG7GJYVIKjll1q5QtW2dLD/AnsDBSQjWqUf0IDbURwkSIARwhJ2AdDQk8dNizExDUxIE4Q8nSdY4hp8qak4qRgxPbp26VZPWNDmqvMRLtdWsWnV5DTxBp5ItIJwmo1U9dTnazY37IHOlPt7ZL+TpYVECvRI/Yv34fyvz7Vi0QHW7oHj3qKNaO6c7OUVJ+K2rn5qStJCTFxCrepLgi72vlxzqb2JLp3dbZM11+0UrFq7mbaFK9ql3TB9vfr/AlO1st2pVw53Cjs7GZXncMKVlGk+9zEDvZRRY2yr3CPBzwasXFt3Bi371JjJPMs48sw7t4AwVWfDg==</latexit>

P1 = OnlineSoftmax(S1)

<latexit sha1_base64="df4pEvkcnfWrZqEI8ofWf9X5YuY=">AAADBXicjVHLSsNAFD3GV31XXboZLIIilLSU6kYouim4qWAf0GpJ4lSHpklIJkIprv0Td+7ErT/gVsU/0L/wzpiCVUQnJDn33HvOzJ1rB66IpGm+jhnjE5NT06mZ2bn5hcWl9PJKLfLj0OFVx3f9sGFbEXeFx6tSSJc3gpBbPdvldbt7oPL1Sx5GwveOZT/gJz3r3BMd4ViSqHa61LI7rMz2WCu4EJsqOGznt05b0g+YimrtPNv+miyMJAusnc6YWVMv9hPkEpBBsip++gUtnMGHgxg9cHiQhF1YiOhpIgcTAXEnGBAXEhI6z3GFWdLGVMWpwiK2S99zipoJ61GsPCOtdmgXl96QlAwbpPGpLiSsdmM6H2tnxf7mPdCe6mx9+tuJV49YiQti/9INK/+rU71IdLCrexDUU6AZ1Z2TuMT6VtTJ2ZeuJDkExCl8RvmQsKOVw3tmWhPp3tXdWjr/pisVq2InqY3xrk5JA859H+dPUMtnc8Vs8aiQKe0no05hDevYpHnuoIQyKqiS9w0e8YRn49q4Ne6M+89SYyzRrGJkGQ8ft4SlGw==</latexit>

H = ω(K2)→V2 + ω(K4)→V4
<latexit sha1_base64="ETanGIPFi5dWTH5m365JC/dHIhU=">AAADA3icjVHLSsNAFD3GV31XXboZLEJFKGmR6kYR3QhuFKyKRksSp3YwLyYTQYpL/8SdO3HrD7hVEP9A/8I7YwQfiE5Icubce87MvddLApEq237usrp7evv6CwODQ8Mjo2PF8YmdNM6kzxt+HMRyz3NTHoiIN5RQAd9LJHdDL+C73umaju+ecZmKONpW5wk/DN2TSLSE7yqimsVlx2uxfbbEnNBVbRl20iy8YGUnaYuyDm00a7NHjooTNsc+kfPv5GyzWLIrtlnsJ6jmoIR8bcbFJzg4RgwfGUJwRFCEA7hI6TlAFTYS4g7RIU4SEibOcYFB0maUxSnDJfaUvie0O8jZiPbaMzVqn04J6JWkZJghTUx5krA+jZl4Zpw1+5t3x3jqu53T38u9QmIV2sT+pfvI/K9O16LQwqKpQVBNiWF0dX7ukpmu6JuzT1UpckiI0/iY4pKwb5QffWZGk5radW9dE38xmZrVez/PzfCqb0kDrn4f50+wU6tU65X61nxpZTUfdQFTmEaZ5rmAFaxjEw3yvsI9HvBoXVrX1o11+55qdeWaSXxZ1t0b1+GmBA==</latexit>

Z = sum(ω(K2)→ + ω(K4)→)

<latexit sha1_base64="okjGI0E53h5QmPb6Yc/qdL0qL9I=">AAACynicjVHLSsNAFD2Nr1pfVZdugkVwVRKR6rLoxoWLFuwD2lKS6bSGpkmYTIRS3PkDbvXDxD/Qv/DOOAW1iE5Icubcc+7MvddPwiCVjvOas5aWV1bX8uuFjc2t7Z3i7l4zjTPBeIPFYSzavpfyMIh4QwYy5O1EcG/ih7zljy9VvHXHRRrE0Y2cJrw38UZRMAyYJ4lqdf2hXe+7/WLJKTt62YvANaAEs2px8QVdDBCDIcMEHBEk4RAeUno6cOEgIa6HGXGCUKDjHPcokDcjFSeFR+yYviPadQwb0V7lTLWb0SkhvYKcNo7IE5NOEFan2Tqe6cyK/S33TOdUd5vS3ze5JsRK3BL7l2+u/K9P1SIxxLmuIaCaEs2o6pjJkumuqJvbX6qSlCEhTuEBxQVhpp3zPtvak+raVW89HX/TSsWqPTPaDO/qljRg9+c4F0HzpOxWypX6aal6YUadxwEOcUzzPEMVV6ihoat8xBOerWtLWFNr9im1csazj2/LevgAU4KRcQ==</latexit>

Q1

<latexit sha1_base64="T4xpmEPgFWSd67WvaXYvrKmix60=">AAAC6HicjVHLSsNAFD2Nr1pfVZdugkVwVRKR6kYounFnBfuAtoYknbaxeZFMhFL6Ae7ciVt/wK1+ifgH+hfeGVNQi+iEJOeee8+ZuXOt0HVirmmvGWVmdm5+IbuYW1peWV3Lr2/U4iCJbFa1AzeIGpYZM9fxWZU73GWNMGKmZ7msbg1ORL5+zaLYCfwLPgxZ2zN7vtN1bJMTZeQLLc/kfaurjs7Ghn4Zq0dqS0QVQx9LVDN0qtKKmlzqNNBTUEC6KkH+BS10EMBGAg8MPjhhFyZieprQoSEkro0RcREhR+YZxsiRNqEqRhUmsQP69ihqpqxPsfCMpdqmXVx6I1Kq2CFNQHURYbGbKvOJdBbsb94j6SnONqS/lXp5xHL0if1LN6n8r070wtHFoezBoZ5CyYju7NQlkbciTq5+6YqTQ0icwB3KR4RtqZzcsyo1sexd3K0p82+yUrAittPaBO/ilDRg/ec4p0Ftr6iXiqXz/UL5OB11FlvYxi7N8wBlnKKCKnnf4BFPeFaulFvlTrn/LFUyqWYT35by8AH9MpwO</latexit>

Os
1 = P1V1

<latexit sha1_base64="aOFxYMSH4duK3tspQ5hJgjxhv/4=">AAADAXicjVHLSsNAFD2N7/qqunQzWIS6qYmIulAounGnBVtFqyWJUzuYF8lEkNKVf+LOnbj1B9zqRvwD/QvvjBHUIjohyZlz7zkz914n8kQiTfMlZ/T1DwwODY/kR8fGJyYLU9P1JExjl9fc0AvjA8dOuCcCXpNCevwgirntOx7fd863VHz/gseJCIM9eRnxY98+C0RLuLYkqllYb/i2bDutzk63aZ14bIM1orYoNZwWqzatBabANltkpV76cKFZKJplUy/WC6wMFJGt3bDwjAZOEcJFCh8cASRhDzYSeo5gwURE3DE6xMWEhI5zdJEnbUpZnDJsYs/pe0a7o4wNaK88E6126RSP3piUDPOkCSkvJqxOYzqeamfF/ubd0Z7qbpf0dzIvn1iJNrF/6T4z/6tTtUi0sKZrEFRTpBlVnZu5pLor6ubsS1WSHCLiFD6leEzY1crPPjOtSXTtqre2jr/qTMWqvZvlpnhTt6QBWz/H2QvqS2VrpbxSXS5WNrNRD2MWcyjRPFdRwTZ2USPvazzgEU/GlXFj3Bp3H6lGLtPM4Nsy7t8BO5ijyw==</latexit>

Ol
1 = ω(Q1)H/(ω(Q1)Z)

<latexit sha1_base64="X6nYHbWGrWylkGlG6jgz9hUu+NI=">AAACInicbVDLSsNAFJ34rPUVdelmsAgVoSQiVRdC0Y07K9gHtLFMppN27EwSZiZCCfkWN/6KGxeKuhL8GCdtwNp6YODcc+5l7j1uyKhUlvVlzM0vLC4t51byq2vrG5vm1nZdBpHApIYDFoimiyRh1Cc1RRUjzVAQxF1GGu7gMvUbD0RIGvi3ahgSh6OeTz2KkdJSxzxrc6T6rhdfJx0bnsPf8k7Cw3EpeFwVwX1SnDDZQccsWCVrBDhL7IwUQIZqx/xodwMcceIrzJCULdsKlRMjoShmJMm3I0lChAeoR1qa+ogT6cSjExO4r5Uu9AKhn6/gSJ2ciBGXcshd3ZkuKae9VPzPa0XKO3Vi6oeRIj4ef+RFDKoApnnBLhUEKzbUBGFB9a4Q95FAWOlU8zoEe/rkWVI/KtnlUvnmuFC5yOLIgV2wB4rABiegAq5AFdQABo/gGbyCN+PJeDHejc9x65yRzeyAPzC+fwAV86QL</latexit>

O1 = Os + Proj(Ol)

<latexit sha1_base64="h6+hAklSMTVsFPOXNZAX1sdrCvU=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRKR6rLoRnDTgn1AU0uSTmtoXkwmSimKW3/Arf6V+Af6F94ZU1CL6IQkZ86958zce53Y9xJhGK85bW5+YXEpv1xYWV1b3yhubjWTKOUua7iRH/G2YyfM90LWEJ7wWTvmzA4cn7Wc0amMt64ZT7wovBDjmHUDexh6A8+1BVGW5Qz08555aYko7hVLRtlQS58FZgZKyFYtKr7AQh8RXKQIwBBCEPZhI6GnAxMGYuK6mBDHCXkqznCLAmlTymKUYRM7ou+Qdp2MDWkvPROldukUn15OSh17pIkojxOWp+kqnipnyf7mPVGe8m5j+juZV0CswBWxf+mmmf/VyVoEBjhWNXhUU6wYWZ2buaSqK/Lm+peqBDnExEncpzgn7CrltM+60iSqdtlbW8XfVKZk5d7NclO8y1vSgM2f45wFzYOyWSlX6oel6kk26jx2sIt9mucRqjhDDQ3yjvGIJzxrde1Gu9PuP1O1XKbZxrelPXwA7++Tqg==</latexit>

K→
1

<latexit sha1_base64="VGxE0z8ZP0rfvolPCWzU8F5ikUs=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVZIi1WXRjeCmBdsKTS1JOq2heQzJRClFcesPuNW/Ev9A/8I7YwpqEZ2Q5My595yZe6/DfS8RhvGa0+bmFxaX8suFldW19Y3i5lYridLYZU038qP4wrET5nshawpP+OyCx8wOHJ+1ndGJjLevWZx4UXguxpx1A3sYegPPtQVRluUM9LNe5dISEe8VS0bZUEufBWYGSshWPSq+wEIfEVykCMAQQhD2YSOhpwMTBjhxXUyIiwl5Ks5wiwJpU8pilGETO6LvkHadjA1pLz0TpXbpFJ/emJQ69kgTUV5MWJ6mq3iqnCX7m/dEecq7jenvZF4BsQJXxP6lm2b+VydrERjgSNXgUU1cMbI6N3NJVVfkzfUvVQly4MRJ3Kd4TNhVymmfdaVJVO2yt7aKv6lMycq9m+WmeJe3pAGbP8c5C1qVslktVxsHpdpxNuo8drCLfZrnIWo4RR1N8uZ4xBOetYZ2o91p95+pWi7TbOPb0h4+APJUk6s=</latexit>

K→
2

<latexit sha1_base64="4jbIb/YEYY05/6X4RE3jo1TwX08=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRKV6rLoRnDTgn1AU0syndbQvEgmSimKW3/Arf6V+Af6F94ZI6hFdEKSM+fec2buvU7kuYkwjJecNjM7N7+QXywsLa+srhXXN5pJmMaMN1johXHbsRPuuQFvCFd4vB3F3PYdj7ec0YmMt654nLhhcC7GEe/69jBwBy6zBVGW5Qz0s97+hSXCqFcsGWVDLX0amBkoIVu1sPgMC32EYEjhgyOAIOzBRkJPByYMRMR1MSEuJuSqOMcNCqRNKYtThk3siL5D2nUyNqC99EyUmtEpHr0xKXXskCakvJiwPE1X8VQ5S/Y374nylHcb09/JvHxiBS6J/Uv3mflfnaxFYIAjVYNLNUWKkdWxzCVVXZE3179UJcghIk7iPsVjwkwpP/usK02iape9tVX8VWVKVu5ZlpviTd6SBmz+HOc0aO6VzUq5Uj8oVY+zUeexhW3s0jwPUcUpamiQd4QHPOJJq2vX2q1295Gq5TLNJr4t7f4d9LmTrA==</latexit>

K→
3

<latexit sha1_base64="w+FL+pKklH6fuOoWQWaC5xupWDA=">AAACz3icjVHLSsNAFD2Nr1pfVZdugkVwVRIp1WXRjeCmBdsKTS1JOq2heQzJRClFcesPuNW/Ev9A/8I7YwpqEZ2Q5My595yZe6/DfS8RhvGa0+bmFxaX8suFldW19Y3i5lYridLYZU038qP4wrET5nshawpP+OyCx8wOHJ+1ndGJjLevWZx4UXguxpx1A3sYegPPtQVRluUM9LNe5dISEe8VS0bZUEufBWYGSshWPSq+wEIfEVykCMAQQhD2YSOhpwMTBjhxXUyIiwl5Ks5wiwJpU8pilGETO6LvkHadjA1pLz0TpXbpFJ/emJQ69kgTUV5MWJ6mq3iqnCX7m/dEecq7jenvZF4BsQJXxP6lm2b+VydrERjgSNXgUU1cMbI6N3NJVVfkzfUvVQly4MRJ3Kd4TNhVymmfdaVJVO2yt7aKv6lMycq9m+WmeJe3pAGbP8c5C1oHZbNarjYqpdpxNuo8drCLfZrnIWo4RR1N8uZ4xBOetYZ2o91p95+pWi7TbOPb0h4+APcek60=</latexit>

K→
4

Figure 4: Overview of SLA. The left figure illustrates the high-level idea: attention weights are
classified into three categories and assigned to computations of different complexity. The right figure
shows the detailed forward algorithm of SLA using the predicted compressed attention weights.

5 FINE-TUNING USING SLA

To apply SLA to a diffusion model, we can simply replace the original attention with SLA and fine-
tune the model for a few steps on a dataset consistent with the pretraining data. In this section, we
describe the forward and backward passes of SLA. Moreover, we detail some additional efficiency
optimization for SLA in Appendix A.6.
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Algorithm 1: Forward pass of SLA.
1: Input: Matrices Q,K, V,Qϕ,Kϕ ∈ RN×d, block sizes bq, bkv , hyper-parameters kh, kl.
2: Divide Q,Qϕ to Tm = N/bq blocks {Qi} and {Qϕ

i } ;
3: Divide K,V,Kϕ to Tn = N/bkv blocks {Ki}, {Vi} and {Kϕ

i } ;
4: h = {hj} = {(Kϕ

j )
⊤Vj} ; z = {zj} = {rowsum((Kϕ

j )
⊤)} ; // Precompute for linear attention

5: Pc = Softmax(pool(Q)pool(K)⊤/
√
d) ; Initialize Mc = 0 ;

6: Mc[i, j] = 1 if Pc[i, j] ∈ TopK(Pc[i, :], kh) ; Mc[i, j] = 0 if Pc[i, j] ∈ BottomK(Pc[i, :], kl) ;
7: for i = 1 to Tm do
8: for j = 1 to Tn do
9: if Mc[i, j] = 1 then

10: Sij = QiK
⊤
j /
√
d ; mij = max(mi,j−1, rowmax(Sij)) ; Pij = exp(Sij −mij) ;

11: lij = emi,j−1−mij li,j−1 + rowsum(Pij) ; Os
ij = diag(emi,j−1−mij )Os

i,j−1 +PijVj ;
12: else if Mc[i, j] = 0 then
13: Hi ← Hi + hj ; Zi ← Zi + zj ;
14: end if
15: end for
16: Os

i = diag(lTn
i )−1Os

i,Tn
; Ol

i = Qϕ
i Hi/(Q

ϕ
i Zi); Li = mi,Tn + log(li,Tn) ;

17: end for
18: return Os = {Os

i}, Ol = {Ol
i} ;

5.1 FORWARD PASS

The formulation of the forward computation was introduced in Section 4. The complete algorithm
of the forward pass of SLA is presented in Algorithm 1. It’s worth noting that we precompute
hj = ϕ(Kj)

⊤Vj and zj = rowsum(ϕ(Kj)
⊤) for each pair (Kj , Vj) (Line 4 in Algorithm 1). This

design ensures that, when Mc[i, j] = 0, the corresponding operation only involves a single matrix
addition (Line 13 in Algorithm 1), thereby improving efficiency. To simplify the notation, we denote
Qϕ = ϕ(Q) and Kϕ = ϕ(K) in the following.

Algorithm 2: Backward pass of SLA.
1: Input: Q,K, V,Qϕ,Kϕ,Mc, {Li}, {Hi}, {Zi}, Os, Ol from the forward, dOs, dOl ∈ RN×d.
2: Ds = rowsum(dOs ⊙Os), Dl = rowsum(dOl ⊙Ol), divide Ds, Dl into Tm blocks {Ds

i}, {Dl
i} ;

3: for i = 1 to Tm do
4: dHi = (Qϕ

i /(Q
ϕ
i Zi))

⊤dOl
i; dZi = −(Qϕ

i /(Q
ϕ
i Zi))

⊤Dl
i ;

5: dQϕ
i = (dOl

i(Hi)
⊤ −Dl

iZ
⊤
i )/(Q

ϕ
i Zi) ;

6: end for
7: for j = 1 to Tn do
8: Initialize dH = 0,dZ = 0 ;
9: for i = 1 to Tm do

10: if Mc[i, j] = 1 then
11: Sij = QiK

⊤
j /
√
d ; Pij = exp(Sij −Li) ; dVj ← dVj +P⊤

ijdO
s
i ; dPij = dOs

ijV
⊤
j ;

12: dSij = Pij ⊙ (dPij −Ds
i ) ; dQi ← dQi + dSijKj ; dKj ← dKj + dS⊤

ijQi ;
13: else if Mc[i, j] = 0 then
14: dH← dH+ dHi; dZ← dZ+ dZi ;
15: end if
16: end for
17: dKϕ

j = Vj(dH)⊤ + (dZ)⊤; dVj = Kϕ
j dH ;

18: end for
19: return dQ = {dQi}, dK = {dKi}, dV = {dVi}, dQϕ = {dQϕ

i }, dKϕ = {dKϕ
i } ;

5.2 BACKWARD PASS

The backward pass computes gradients for both the sparse and linear components, which are also
fused into a single GPU kernel for efficiency.

Gradient notation. The prefix d or d is used to denote gradients, e.g., dOs, dOl are the gradients
of Os, Ol with respect to some loss function ℓ, respectively.
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Sparse attention gradients. The output gradient dOs is backpropagated to compute dQ, dK, and
dV , following the same derivation as in FlashAttention (Dao, 2023). Given dOs, the backward pass
is carried out as follows:

dPij = dOs
ijV

⊤
j , Ds

i = rowsum(dOs
i ⊙Os

i ), dSij = Pij ⊙ (dPij −Ds
i ),

dQi = dSijKj , dKj = dS⊤
ijQi, dVj = P⊤

ijdO
s
i .

(7)

Here, we consider Ds
i ∈ Rbq×1 as a column vector.

Linear attention gradients. The gradient dOl yields dQϕ, dKϕ, dV through the chain rule:

dHi =

(
Qϕ

i

Qϕ
i Zi

)⊤

dOl
i, Dl

i = rowsum(dOl
i ⊙Ol

i), dZi = −
(

Qϕ
i

Qϕ
i Zi

)⊤

Dl
i

dQϕ
i =

(dOl
i(Hi)

⊤ −Dl
iZ

⊤
i )

Qϕ
i Zi

, dKϕ
j = Vj(dHi)

⊤ + (dZi)
⊤, dVj = Kϕ

j dHi

(8)

Here, dKϕ
j and dVj are obtained by aggregating dHi and dZi. Similar to the forward pass, each

dHi and dZi is precomputed so that the remaining computation reduces to simple matrix additions.
The detailed algorithm is provided in Algorithm 2.

6 EXPERIMENT

6.1 SETUP

Model and Datasets. We use the Wan2.1-1.3B model (Wan et al., 2025) for video generation
experiments in the main text and LightningDiT (Yao et al., 2025) for image generation experiments
in the Appendix A.2. We also conduct experiments on a private MM-DiT (Esser et al., 2024) model
in the Appendix A.4. For video experiments, we use a private dataset collected from websites such
as Pexels (Pexels) and Common Crawl (Common Crawl), consisting of 20,000 5-second videos at
480p resolution for fine-tuning. For image experiments, following LightningDiT (Yao et al., 2025),
we use the ImageNet (Deng et al., 2009) dataset at a resolution of 512× 512.

Baselines. We compare SLA with state-of-the-art sparse attention methods applicable to diffu-
sion models, including (1) VSA (Zhang et al., 2025c), (2) VMoBa (Wu et al., 2025), and (3) the
training-free SparseAttn (Zhang et al., 2025b) (Sparge-F) and (4) a trainable implementation of
SpargeAttn (Sparge-T). For VSA and VMoBa, we use their official implementations, while for
Sparse-T, we implement the method ourselves because there is no official implementation. In
addition, we design several baselines for ablation studies: (5) Linear Only, which applies only
linear attention; (6) Sparse Only, which applies only the sparse attention component of SLA;
and (7) L+S, which directly sums the attention outputs of the Linear Only and Sparse Only.

Metrics. For video quality, following Zhang et al. (2024a); Yang et al. (2025b), we use four eval-
uation dimensions of VBench (Zhang et al., 2024a): Imaging Quality (IQ), Overall Consistency
(OC), Aesthetic Quality (AQ), Subject Consistency (SC). We also use the Vision Reward (VR) (Xu
et al., 2024) for human preference evaluation, Aesthetic Video Quality (VA), and Techniqual Video
Quality (VT) (Liu et al., 2023). For image quality, following Yao et al. (2025), we use FID. For
attention computation complexity, we use FLOPs (floating point of operations). For attention effi-
ciency, we use FLOPS (floating-point operations per second) for attention kernel efficiency. Specifi-
cally, FLOPS here isO(full attention)/t, whereO(·) denotes the operation count and t the attention
latency. We use seconds for end-to-end generation latency.

Hyper-parameters. We use a training batch size of 64 and fine-tune the Wan2.1 model for 2000
steps. For the activation function ϕ, we use softmax according to our ablation experiments. kh%
is 5% and kl% is 10%. For block size, we use bq = bkv = 64. The hyper-parameters for image
generation tasks are detailed in Appendix A.2.

6.2 EFFECTIVENESS

Table 1 compares the video generation quality and efficiency of SLA with baseline methods on
Wan2.1-1.3B, fine-tuned separately with SLA, Full Attention, and each baseline. SLA delivers about

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

a 19.3× efficiency gain while maintaining video quality comparable to Full Attention. Moreover,
compared with the baselines, SLA consistently achieves higher quality even under greater sparsity.
For example, 95% (1-5%) sparsity in SLA is actually about 3× more efficient than 85% (1-15%)
while still producing better video quality.

Table 1: Quality and efficiency comparison of SLA and other baseline methods.

Method Quality Efficiency

VA ↑ VT ↑ IQ ↑ OC ↑ AQ ↑ SC ↑ VR ↑ FLOPs ↓ Sparsity ↑
Full Attention 76.78 82.88 62.5 23.3 56.1 93.0 0.059 52.75T 0%

Sparge-F 0.002 0.026 26.0 4.6 35.7 85.1 -0.216 7.91T 85%
Sparge-T 73.83 77.87 61.9 22.7 55.4 93.1 0.014 7.38T 84%
VMoBa 32.33 35.79 58.0 18.8 46.2 89.9 -0.175 7.91T 85%
VSA 55.37 64.61 60.6 22.4 51.9 83.6 -0.069 5.92T 89%
SLA 76.96 83.92 62.2 23.6 55.9 93.1 0.048 2.74T 95%

Table 2: Ablation results for SLA.

Method Quality Efficiency

VA ↑ VT ↑ IQ ↑ OC ↑ AQ ↑ SC ↑ VR ↑ FLOPs ↓ Sparsity ↑
Full Attention 76.78 82.88 62.5 23.3 56.1 93.0 0.059 52.75T 0%

Linear Only 0.042 0.099 39.5 3.6 28.8 90.7 -0.213 0.10T 100%
Sparse Only 64.00 70.50 57.2 21.8 51.7 88.7 -0.073 7.91T 85%

L+S 29.65 41.15 58.6 18.8 45.3 87.1 -0.105 5.37T 90%
SLA (softmax) 76.96 83.92 62.2 23.6 55.9 93.1 0.048 2.73T 95%
SLA (elu+1) 75.50 81.01 62.8 23.5 55.3 92.9 0.034 2.74T 95%

SLA (hedgehog) 74.59 82.62 61.9 22.5 54.3 93.2 0.035 3.11T 95%
SLA (Top 5%) 76.96 83.92 62.2 23.6 55.9 93.1 0.048 2.73T 95%
SLA (Top 10%) 75.29 82.20 62.5 22.6 55.8 93.5 0.057 5.38T 90%
SLA (Top 20%) 75.81 83.82 62.7 22.4 54.5 92.6 0.059 10.65T 80%

Table 3: Quality of SLA in the zero-shot and limited finetuning settings.

Method Quality

VA ↑ VT ↑ IQ ↑ OC ↑ AQ ↑ SC ↑ VR ↑
Full Attention 76.78 82.88 62.5 23.3 56.1 93.0 0.059

SLA (0 step) 41.11 51.79 58.3 21.4 46.7 81.0 -0.1105
SLA (250 steps) 64.46 78.06 59.0 22.8 55.7 88.5 -0.0244
SLA (1000 steps) 74.58 80.09 61.8 23.7 56.1 92.3 0.0429
SLA (2000 steps) 76.96 83.92 62.2 23.6 55.9 93.1 0.0483

6.3 EFFICIENCY

Figure 6 compares the kernel speed and end-to-end latency of SLA on Wan2.1–1.3B with an
RTX5090. Note that even VSA in 89% sparsity and VMoBa in 85% sparsity, their generation quality
is already worse than SLA, so higher sparsity settings (e.g., 95%) are not quality-matched compar-
isons. In the forward pass, SLA achieves a 13.7× speedup over FlashAttention2 and is 1.93× faster
than VSA with 95% sparsity and 3.36× faster than VMoBa with 95% sparsity. In the backward pass,
it delivers a 6.8× speedup over FlashAttention2, still outperforming VSA and VMoBa. For end-to-
end video generation, SLA reduces attention latency from 97s to 11s (8.8× reduction), resulting in
a 2.2× end-to-end speedup. For fine-tuning overhead, we train Wan2.1-1.3B for only 2,000 steps
with a batch size of 64, which is less than 0.1% of the cost of pretraining (typically 105–106 steps
with a batch size of 103–104) (Wan et al., 2025). The finetuning of SLA requires approximately 9
hours on 8 NVIDIA H200 GPUs.

In Appendix A.7, we compare the efficiency of SLA and FlashAttention on more GPUs, while in
Appendix A.9, we explore LoRA (Hu et al., 2022) as a more efficient finetuning paradigm.
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Full Attention (Sparsity = 0%) SLA (Sparsity = 95%)

Sparge-T (Sparsity = 84%)S+L (Sparsity = 90%)

Linear Only

(Sparsity = 100%)

Sparse Only

(Sparsity = 85%)

VMoBa

(Sparsity = 85%)

Sparge-F

(Sparsity=85%)

VSA

(Sparsity = 89%)

Figure 5: Video examples using Wan2.1 fine-tuned with SLA and baselines. For Linear Only,
Sparse Only, Sparge-F, VSA, and VMoBa, only a single frame per prompt is shown, as their
video quality is not sufficient. The full visible comparison is in Figure 7 in Appendix A.1.

(a) Attention GPU Kernel speed comparison on RTX5090. (b) End-to-end video generation latency comparison.

62s 97s

1162s

62s 16s

62s 28s

Others Attention

Original

VMoBa
(Sparsity=95%)

VSA
(Sparsity=95%)

SLA
(Sparsity=95%)

VSA
(Sparsity=89%)

VMoBa
(Sparsity=85%)

62s 47s

62s 26s 2.2x E2E 
Speedup

13.7x

Figure 6: Attention kernel speed and end-to-end generation latency of SLA and baselines on Wan2.1-
1.3B with RTX5090. FlashAttn refers to FlashAttn2, the fastest available version on RTX5090.

6.4 ABLATION STUDY

Fusing sparse and linear attention. To evaluate the effectiveness of SLA in integrating sparse and
linear attention, we compare SLA with Sparse Only, Linear Only, and S+L on Wan2.1 in
terms of end-to-end generation quality and efficiency. As shown in Table 2, SLA achieves the best
generation quality and is more efficient than Sparse Only and S+L, confirming the effectiveness
of our fusion strategy.

Activation function in linear attention. To study the effect of the activation function ϕ in the linear
attention component of SLA, we evaluate softmax, elu+1, and hedgehog. Results in Table 2 show
that softmax generally provides better generation quality and efficiency.

Impact of parameter kh. We vary kh from 5% to 20% and report the results in Table 2. We find
that kh = 5% already yields generation quality close to that of full attention. Since kh = 5% saves
about half and a quarter of the computation compared with kh = 10% and kh = 20%, it offers the
best trade-off between efficiency and quality.

Impact of parameters kl, bq and bkv . These parameters appear to have a smaller influence com-
pared with kh. We conduct ablation experiments on the LightningDiT model, and the results are
reported in Appendix A.3.

Zero-shot and limited finetuning. Table 3 presents the performance of SLA under zero-shot (0-
step finetuning) and limited finetuning budgets. The quality of videos generated by SLA steadily
improves as finetuning progresses. After only 1K finetuning steps, the quality is already close to
that of full attention, and 2K steps yield the best results.

9
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6.5 VISIBLE EXAMPLES

Figure 5 and Figure 7 show video examples from Wan2.1-1.3B fine-tuned using SLA and baselines.
SLA produces videos comparable to full attention even at 95% sparsity, while other methods exhibit
noticeable distortions even at sparsity levels below 90%.

7 RELATED WORK

As sequence lengths in generative models (e.g., language and video) grow, the quadratic cost of
attention becomes a key bottleneck. Many studies aim to improve efficiency in two main directions:
sparse and linear attention. Most sparse attention methods (Xiao et al., 2024b;a; Jiang et al., 2024;
Gao et al., 2024; Fu et al., 2024; Xi et al., 2025; Zhang et al., 2025b; Ribar et al., 2023; Yang et al.,
2025a) speed up inference without training by masking computation at test time. Some (Zhang et al.,
2025c; Wu et al., 2025) add sparsity during training, enabling higher sparsity. Linear attention meth-
ods (Wang et al., 2020; Choromanski et al., 2020; Katharopoulos et al., 2020; Qin et al., 2024; Yang
et al., 2024; Sun et al., 2023) are mainly studied in language models. For DiT, SANA (Xie et al.,
2024) and Dig (Zhu et al., 2025) show linear attention works for image generation pre-training, but
in video generation, existing methods cannot rely on it alone for lossless quality. Another direction
is hardware-efficient attention (Dao et al., 2022; Dao, 2023; Shah et al., 2024; Zhang et al., 2024c;b;
2025a), which optimizes GPU execution through tiling, kernel fusion, and quantization.

8 CONCLUSION

We propose SLA, a trainable attention that unifies sparse and linear attention to accelerate Diffusion
Transformers. SLA assigns computation according to importance: it computes O(N2) attention
for critical weights, O(N) attention for marginal weights, and skips negligible computations. This
design enables substantial reductions in attention cost while preserving effectiveness. Experiments
show that just a few fine-tuning steps enable SLA to accelerate models effectively. Specifically, SLA
achieves about 20× reduction in attention computation, along with a 13.7× GPU kernel speedup
and a 2.2× end-to-end speedup on Wan2.1-1.3B, all without degrading the quality of video genera-
tion.

Reproducibility Statement. We describe experimental details in Section 6.1 and Appendix A.2,
which provide the implementation details. In our supplementary materials, we also include the
codes and a detailed reproducible description (README.md).

Ethics Statement. This work proposes a method for improving the efficiency of Diffusion Trans-
formers. The study does not involve human subjects, personally identifiable information, or sensitive
data. We believe the proposed method does not raise ethical concerns beyond standard considera-
tions in efficient model design.
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A APPENDIX

A.1 MORE VISIBLE EXAMPLES

SLA (Sparsity = 95%)

Sparge-T (Sparsity = 84%)S+L (Sparsity = 90%)

Full Attention (Sparsity = 0%)
95\%

VMoBa (Sparsity = 85%)

VSA (Sparsity = 89%)Sparge-F (Sparsity=85%)

Sparse Only (Sparsity = 85%)Linear Only (Sparsity = 100%)

Figure 7: Full video examples generated by the Wan2.1 fine-tuned with SLA and baseline methods.
The first prompt is “A polar bear is playing guitar”. The second prompt is “Pacific coast, carmel
by the sea ocean and waves”. The third prompt is “a bird building a nest from twigs and leaves”.

Figure 7 demonstrates some additional video examples generated by the Wan2.1 model, fine-tuned
with SLA and other attention methods. We can find that SLA consistently achieves higher quality
even under bigger sparsity than baselines.
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A.2 EXPERIMENTS FOR IMAGE GENERATION

Experimental setup. As described in Section 6.1, we evaluate SLA and the baselines on a pretrain-
ing task of LightningDiT (Yao et al., 2025). Specifically, we use the LightningDiT-1p0B/1
model, consisting of 1.03B parameters, trained on the ImageNet (Deng et al., 2009) dataset at a
resolution of 512 × 512. We introduce a new baseline block diagonal as a representative of static
pattern methods. It splits the sequence into blocks and computes attention only within each block.

Hyperparameters. All hyperparameters follow (Yao et al., 2025), except that we train for 100000
steps with a batch size of 128. For SLA, we set ϕ to softmax and use a block size of bq = bkv = 64.

Metrics. Following (Yao et al., 2025), we adopt FID to assess image quality and FLOPs to measure
computational complexity.

Results. The results are summarized in Table 4. At the highest sparsity level, SLA outperforms all
other baselines and even surpasses full attention on the FID metric, confirming the advantage of
SLA in preserving image quality. This finding is consistent with the video experiments on Wan2.1
reported in Section 6.2.

Table 4: Quality and efficiency comparison of SLA and other baselines on image generation.

Method Quality Efficiency
FID ↓ FLOPs ↓ Sparsity ↑

Full Attention 31.87 12.88G 0%

SpargeAttn-F 206.11 3.66G 71.57%
SpargeAttn-T 46.05 3.16G 75.45%

VSA(2D) 35.75 3.62G 75.00%
VMoBA(2D) 39.45 3.22G 75.00%

SLA 31.49 1.73G 87.50%
Block Diagonal 55.06 3.22G 75.00%

A.3 ABLATION STUDY ON IMAGE GENERATION

In addition to the ablation study conducted on the Wan2.1-1.3B model in Section 6.4, we further in-
vestigate the impact of the parameters kl, bq and bkv on the LightningDiT model. Table 5 shows that
varying bq and bk leads to only marginal changes in performance, while increasing kl consistently
degrades generation quality.

Table 5: Ablation Study on kl, bq and bkv .

bq bkv kl FID ↓
64 64 0% 31.49
128 64 0% 31.49
128 32 0% 31.74
64 64 6.25% 32.94
64 64 12.5% 34.04
64 64 25% 37.31

A.4 EXPERIMENTS ON MM-DIT MODEL

Experimental setup. To demonstrate that SLA can be applied to models with different attention
layouts, we evaluate SLA and the baseline on a finetuning task using a private MM-DiT model.

Hyperparameters. All hyperparameters are the same as those in Section 6.1.

Metrics. Following Section 6.1, we use VA, IQ, OC, AQ, and SC to measure video quality.
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Results. The results are summarized in Table 6. SLA has almost no loss in end-to-end metrics
compared to full attention, indicating that SLA generalizes well to MM-DiT architectures.

Table 6: Quality comparison of SLA and baseline on MM-DiT model.

Method Quality

VA ↑ IQ ↑ OC ↑ AQ ↑ SC ↑
Full Attention 57.81 0.58 7.88 55.77 86.89

SLA (ours) 55.18 55.97 8.28 56.11 88.50

A.5 EXPERIMENTS USING TOP-CDF

Because top-CDF (Zhang et al., 2025b) is a common alternative for top-k when forming the sparse
mask Mc, particularly to improve robustness against the inaccuracies in Pc, we compare the two
approaches in Table 7. Our results demonstrate that top-k consistently delivers better video quality,
suggesting that SLA is not overly sensitive to small errors in Pc.

Table 7: Experiments of combining SLA and additional tricks.

Method Quality

IQ ↑ OC ↑ AQ ↑ SC ↑ VR ↑
Full Attention 62.5 23.3 56.1 93.0 0.059

SLA (Top-k) 62.2 23.6 55.9 93.1 0.0483
SLA (Top-CDF) 60.8 22.2 53.8 91.2 -0.0263

A.6 ADDITIONAL EFFICIENCY OPTIMIZATION

Since the efficiency of SLA depends heavily on the sparsity pattern, we introduce several comple-
mentary optimizations tailored to different sparsity levels. These optimizations lead to substantial
gains in computational efficiency:

Lookup table. When Mc is highly sparse (e.g., sparsity > 90%), scanning entire rows or columns to
read mask values causes significant memory overhead. To mitigate this, we preprocess the nonzero
positions of each row and column and store them in a lookup table. During computation, only the
lookup table is accessed, substantially reducing memory traffic.

Pre-aggregation for linear attention. Although Line 13 in Algorithms 1 and Line 14 in Algo-
rithm 2 require only a single matrix addition, repeatedly performing such additions incurs high over-
head when many entries of Mc are 0 (e.g., > 90%). To address this, we precompute the row/column
sums

∑
j hj and

∑
j zj , and then subtract the contributions corresponding to Mc[i, j] ̸= 0. In this

way, 90% of the additions can be replaced by only 10% subtractions.

Method of Four Russians. When the number of blocks with Mc[i, j] = 0 is neither very small nor
very large (e.g., around 50%), we provide an efficient implementation for Line 13 in Algorithms 1
and Line 14 in Algorithm 2. Specifically, we adopt the Method of Four Russians (Arlazarov et al.,
1970). The key idea is to group hj and zj into segments of g consecutive blocks and precompute all
2g possible subset sums within each segment. During the forward pass, any subset of g blocks can
then be obtained by a single look-up, rather than summing them on the fly. This scheme allows a
theoretical computation reduction by 1/g.

A.7 EFFICIENCY TEST ON MORE DEVICES

While SLA achieves substantial speedups over FlashAttention on the RTX5090, we further evaluate
its performance across a broader range of GPUs to demonstrate its generality. Table 8 reports the
speedup of SLA over FlashAttention on RTX4090, A800, L20, and H800 at 95% sparsity. Across all
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devices, SLA delivers at least a 10x acceleration in attention computation, highlighting its consistent
efficiency gains across diverse hardware.

Table 8: Speedup of SLA on more devices.

GPU Speedup
RTX4090 11.20x

A800 10.76x
L20 13.18x

H800 12.94x

A.8 MEMORY FOOTPRINTS OF SLA

To provide more hardware details for the SLA kernels, we report the memory footprints of SLA at
kh = 10% in Table 9, including MFU, L2 cache I/O utilization, DRAM I/O utilization, and peak
memory usage relative to FlashAttention for both the forward and backward passes. The profiling
results indicate that SLA is a compute-bound workload, with no evident memory bottlenecks.

Table 9: Memory footprints of SLA.

Kernel MFU L2 Cache Util. DRAM Util. Memory Usage
SLA Foward 75.5% 63.8% 2.9% 1.12x
SLA Backward 54.2% 57.4% 1.8% 1.15x

A.9 COMBINING SLA WITH LORA

We evaluate the combination of SLAwith LoRA (r = 8, α = 4) to explore more efficient fine-tuning
strategies. The results, summarized in Table 10, show there is a clear performance gap between the
LoRA setup and full-parameter finetuning.

Although more aggressive hyperparameter tuning (e.g., larger ranks) might reduce this gap, the
current results indicate that full finetuning is a more reliable way for SLA.

Table 10: Experiments of combining SLA with LoRA.

Method Quality

IQ ↑ OC ↑ AQ ↑ SC ↑
Full Attention 62.5 23.3 56.1 93.0

SLA 62.2 23.6 55.9 93.1
SLA + LoRA 85.0 56.3 51.8 22.9

USE OF LARGE LANGUAGE MODELS

We used a language model only for polishing English writing, while all ideas, experiments, results,
and interpretations are our own.
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