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Abstract

Model editing aims to efficiently revise incorrect or outdated knowledge within
LLMs without incurring the high cost of full retraining and risking catastrophic
forgetting. Currently, most LLM editing datasets are confined to narrow knowledge
domains and cover a limited range of editing evaluation. They often overlook
the broad scope of editing demands and the diversity of ripple effects resulting
from edits. In this context, we introduce UNIEDIT, a unified benchmark for LLM
editing grounded in open-domain knowledge. First, we construct editing samples
by selecting entities from 25 common domains across five major categories, utiliz-
ing the extensive triple knowledge available in open-domain knowledge graphs to
ensure comprehensive coverage of the knowledge domains. To address the issues
of generality and locality in editing, we design an Neighborhood Multi-hop Chain
Sampling (NMCS) algorithm to sample subgraphs based on a given knowledge
piece to entail comprehensive ripple effects to evaluate. Finally, we employ propri-
etary LLMs to convert the sampled knowledge subgraphs into natural language text,
guaranteeing grammatical accuracy and syntactical diversity. Extensive statistical
analysis confirms the scale, comprehensiveness, and diversity of our UNIEDIT
benchmark. We conduct comprehensive experiments across multiple LLMs and ed-
itors, analyzing their performance to highlight strengths and weaknesses in editing
across open knowledge domains and various evaluation criteria, thereby offering
valuable insights for future research endeavors. 1

1 Introduction

Large language models (LLMs), with their powerful natural language processing capabilities, have
sparked a revolution in the field of artificial intelligence and have become indispensable tools across
various industries, including medicine [1–3], finance [4–6], and education [7–9]. However, as appli-
cation scenarios continue to expand or as these models function in ever-changing environments, they
often fail to provide sufficiently accurate and real-time information [10–12]. This can have significant
impacts on high-risk and high-demand industries. Model editing techniques aim to efficiently and
precisely update the internal knowledge of these models while avoiding the computational burden
and catastrophic forgetting typically associated with retraining LLMs [13, 14].

The interpretability of knowledge localization in transformers [15, 16] has provided practical motiva-
tion for model editing. Consequently, model editing can be achieved by modifying these parameters
[16–19]. In these early works, benchmarks like ZSRE [20] and CounterFact [16] evaluate whether
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Figure 1: Data composition of UNIEDIT, covering up to 25 different domains extracted in Wikidata.
Given an editing triple (highlighted with a red edge), generality and locality structures are sampled as
multi-hop chain subgraphs from its neighborhood. The generality subgraphs include the entire editing
triple, while locality refers to all other cases. In each subgraph, a node is selected to serve as the
cloze target, forming a single chain prompt if it is an endpoint, or a double chain prompt otherwise
(only single chain shown for locality here). Beyond prompt structural differences, locality samples
further classified into six types according to their cross-features with the editing triple (see Appendix
A.2 for correspondence with the criteria).

LLMs after editing incorporated the edited content (i.e., reliability) and its paraphrased versions (i.e.,
generality), while preserving the responses to all other inputs as before editing (locality). These
two datasets focus solely on the edit samples themselves, but did not evaluate the queries which are
indirectly related to the edited facts [21]. Moreover, editors are prone to giving LLMs high confidence
in the edited content [22]. This will lead to errors on samples which have some overlap with the edited
content but are actually irrelevant. As a result, various editing datasets have been proposed to evaluate
various generality types, such as multi-hop [21], subject aliasing [23], and relation reversal [24];
and locality types, such as subject specificity [22], relation specificity [22], and 1-N forgetfulness
[23]. However, most existing benchmarks only evaluated generality and locality on a limited set of
knowledge domains. They are typically sampled from a few triples in Knowledge Graphs (KGs) and
limited to a small number of relations [21, 23–26], or refined from other editing datasets [22, 27, 28].
The evaluation result on such a restricted dataset may not imply the same conclusion for a diverse set
of knowledge domains. Furthermore, each benchmark independently constructs data based on its
proposed evaluation criteria, lacking a dataset to integrate all of them. Such a dataset would enable
the evaluation of various combinatorial cases and entail potential new challenges. For example, a
generality sample may simultaneously encompass multiple hops [21], relation reversal [24], and
subject alias [23].

Based on the above analysis, we introduce a new LLM knowledge editing benchmark, UNIEDIT,
designed to evaluate and enhance the editing capabilities and generalization robustness of LLM
editors in open-domain knowledge. We use Wikidata [29], the largest open-source KG, to build this
benchmark, as shown in Figure 1, which illustrates its composition and example cases. After data
cleaning, we obtain 29.9M entities and 2,500 properties (relations in the KG) from a total of 113.7M
entities and 12,300 properties. We categorize entities by domains to ensure balanced coverage across
various areas. Subsequently, these entities are used to sample knowledge triples and subgraphs for
data generation.

To address the limitation of existing benchmarks with single evaluation criteria, we propose the
Neighborhood Multi-hop Chain Sampling (NMCS) algorithm to construct more diverse and compre-
hensive edit evaluations for generality and locality. Each dataset sample is generated by converting a
knowledge subgraph into natural language, enabling structurally controlled semantics. Given a triple
selected for editing data generation, NMCS ensure that the subgraph of a generality sample contains
the entire editing triple. In contrast, subgraphs that exclude or partially contain components of the
editing triple are considered locality samples. Building on this unified sampling scheme, our NMCS
algorithm integrates and extends evaluation criteria from previous benchmarks, making the dataset
significantly more challenging.

UNIEDIT is the first open-domain knowledge editing benchmark designed to comprehensively
simulate a wide range of knowledge editing challenges encountered in the real world. Table 1
illustrates the features encompassed by existing benchmarks. Our main contributions are as follows.
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Table 1: Coverage of various features in existing benchmarks, including Rephrase (Rep), Multi-Hop
(MH), Relation Reversal (RR), Same Entity Reasoning (SER), Subject Alias (SA), Object Alias (OA),
Subject Specificity (SS), Relation Specificity (RS), Object Specificity (OS), 1-N Forgotten (1-NF),
Combinations of the above evaluation Criteria (CC), and Open-Domain (OD). See Appendix A for
detailed definitions and instances of these evaluation criteria.

Benchmarks
Generality Locality

CC OD
Rep MH RR SER SA OA SS RS OS 1-NF

ZSRE [20] ✓
CounterFact [16] ✓ ✓
MQuAKE [21] ✓ ✓

BAKE [24] ✓ ✓ ✓
RippleEdit [23] ✓ ✓ ✓ ✓ ✓

ReCoE [25] ✓
EVOKE [22] ✓ ✓ ✓ ✓
CliKT [30] ✓ ✓

HalluEditBench [31] ✓ ✓ ✓
WikiBigEdit [32] ✓ ✓ ✓

UNIEDIT ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

• We provide a complete pipeline and toolkit for converting Wikidata, the largest open-source and
continuously updated open-domain KG, into a knowledge editing dataset.

• To tackle the diversity of ripple effects entailed by edits, we introduce the NMCS algorithm to
unify and extend various evaluation criteria, thereby achieving more diverse and general editing
evaluation coverage.

• We conduct extensive editing experiments on multiple LLMs, applying various editing methods
within UNIEDIT. The experimental results and corresponding analyses offer valuable insights
into the performance and limitations of existing LLM editors.

2 Related Works

In this section, we briefly summarize the related works on knowledge editing.

2.1 Knowledge Editing Methods

Knowledge editing methods can be categorized into two main approaches: Locate-then-Edit (L&E)
methods and external module-based strategies.

L&E: ROME [16] identifies edit-sensitive layers via causal tracing for targeted layer weight updates.
MEMIT [17] and WILKE [18] enhance ROME by distributing changes across multiple layers.
PMET [19] employs information extraction patterns of attention layers to implement precise updates.
AlphaEdit [33] extends L&E to lifelong editing through zero-space projection strategies. UnKE [28]
and AnyEdit [34] explore strategies for adapting L&E methods to unstructured knowledge editing.

External Modules: KE [35] trains an LSTM-based hyper-network to predict parameter updates
given edit samples. Compared to KE, MEND [36] enhances the editing signal by using the first-order
gradient of the edit knowledge. SERAC [37] trains a counterfactual model for query redirection.
T-Patcher [38] incorporates additional neurons for edited knowledge, and GRACE [39] remaps edit-
related representations based on edit distance thresholds. RECIPE [40] creates continuous prefixes
for dynamic editing through prompt learning. LEMOE [41] enables lifelong editing using a Mixture
of Experts with expert routing.

Beyond the two mainstream paradigms, early efforts such as ENN [42] investigated model editing
through meta-learning. [43] explicitly introduced knowledge editing for large transformers and
explored partial parameter tuning to achieve it. [15] proposed the concept of “knowledge neurons”
and studied how factual knowledge is stored in pretrained transformers, providing practical motivation
for the L&E paradigm. Furthermore, IKE [44] uses in-context learning to enable LLMs to follow
editing instructions.
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2.2 Knowledge Editing Benchmarks

In earlier work, ZSRE [20] utilizes WikiReading [45] to generate QA editing data, while Counterfact
[16] constructs counterfactual data to increase difficulty. These efforts focus on evaluating whether
LLMs recall the edited knowledge and its paraphrased versions but overlook the ripple effects induced
by the edits. To address this, MQuAKE [21] and BAKE [24] explore multi-hop and relational reversal
questions. RippleEdit [23] refines the definition of multi-hop, further identifying 1-N forgetfulness,
entity aliasing, and relation specificity. ReCoE [25] investigates entity reasoning to examine LLMs’
ability to apply edited knowledge. EVOKE [22] assesses the overfitting problem of L&E methods
by reassessing existing benchmarks. CliKT [30], HalluEditBench [30], and WikiBigEdit [32]
construct editing datasets focused on biomedical long-tail knowledge, hallucinations within LLMs,
and recently updated Wikidata knowledge, respectively. Additionally, AKEW [27], UnKEBench [28],
and AnyEdit [34] address unstructured editing in texts without subject localization for L&E methods.
While relevant, our work primarily focuses on edited knowledge domains and their induced effects.
Unstructured cases can be implemented simply by omitting subject positions or merging texts.

Despite these efforts, existing benchmarks remain limited by their narrow knowledge domains,
one-sided evaluation criteria, and generally small scale. These limitations will restrict the future
development of editors, especially for methods that require edit training [36, 37, 40]. UNIEDIT
effectively addresses these challenges.

3 Problem Definition

Factual knowledge can be represented as a triple (s, r, o), consisting of a head entity (subject) s, a
relation r, and a tail entity (object) o. Given an LLM fllm ∈ F as a function fllm : Q 7→ O that maps
an input query q to its output o = fllm(q), an editing request ε = (qε, oε) instructs the LLM to recall
oε based on sε and rε. Here, qε = fnl(sε, rε) is the natural language prefix derived from the editing
subject sε and relation rε, while oε is the object to be edited.

Given a collection of edits E = {εi}τi=1, model editing involves designing an editor ME : F ×
Q×O 7→ F that produces a post-edit LLM f ′llm = ME(fllm, E). The edited f ′llm should meet the
following three metrics [10] (see Appendix A for more details):

Reliability requires that f ′llm recalls the edited knowledge itself, i.e., f ′llm(qεi) = oεi for i = 1, . . . , τ .

Generality requires that f ′llm adjusts responses for queries related to edited samples, i.e., f ′llm(qg) =
og , where (qg, og) ∼ G(E). Here, G(E) is the relevant neighborhood of the edit collection E .

Locality requires f ′llm to maintain consistency with the initial model fllm on queries unrelated to
previously edited knowledge, i.e., f ′llm(ql) = fllm(ql), where (ql, ol) ∼ L(E). Here, L(E) represents
the sample distribution independent of E , excluding E ∪ G(E).
A good editor should allow the LLM to adapt to different levels of generality and locality based on
the semantics of the edit.

4 UNIEDIT

This section introduces the data construction and statistics of UNIEDIT.

4.1 Data Construction Process

The overall process of data construction, as shown in Figure 2, is introduced below. For more details,
please refer to Appendix B.

Step 1. Data Preparation and Cleaning: The Wikidata full export latest-all.json2 contains
113.7M entities and 12,300 properties (relations), each of which has an ID, label, data type (only for
properties), description, aliases, and claims. The data type indicates the type of value that the property
points to. The claims indicate all triples in which the entity acts as the head, listing properties and their
corresponding values (tails). We filter out entities with no English labels and remove those containing
low-utility keywords in their descriptions (like “point of time”), reducing the total to 29.9M items.

2Download from https://dumps.wikimedia.org/wikidatawiki/entities/
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1. Data Preparation and Cleaning 2. Entity Retrieval with Domains

Drop Entities: W/O English label, …
Drop Properties: external-id, URL, …

ElasticSearch

id label description …
Q1 Universe totality consisting of space … …
Q2 Earth third planet from the Sun … …
Q3 life matter capable of extracting …

Get Domain Keywords with GPT-4:
• Biology: DNA, RNA, cell, reproductive, …
• Medicine: therapy, disease, surgery, ……

id label description … 𝒇𝒇𝐞𝐞𝐞𝐞 𝒇𝒇𝐞𝐞𝐞𝐞
… chromosome DNA … genetic … cell … 25.8 4

… COVID-19 contagious disease … … 22.6 1…

3. Edit Triples Sampling

Retrieve & Exact String Matching

…

Bio.

… Med.

id label description … 𝒘𝒘𝒊𝒊 𝒘𝒘𝒊𝒊 𝒘𝒘𝒊𝒊
… sulfuric acid chemical compound … 36.6 0 0
… sudan red chemical compound … 25.0 24.7 24.7
… polygermane inorganic polymer … 86.7 86.7 0…

sulfuric acid
polygermane…

Sample Heads with Norm. 𝒘𝒘𝒊𝒊

sulfuric acid chemical formula H₂SO₄
polygermane has part(s) germanium…

4. Generality and Locality Subgraphs Sampling
• Generality

• Locality:
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𝑒𝑒3 𝑠𝑠0 𝑠𝑠0 to 𝑒𝑒1 multi-value, stop

• Contain 𝑡𝑡0, finish and return (Double Chain):
𝑒𝑒2𝑜𝑜0

𝑒𝑒3 is endpoint, stop𝑒𝑒3
𝑒𝑒2 to 𝑜𝑜0 multi-value, stop

𝑒𝑒1𝑠𝑠0

𝑒𝑒1𝑒𝑒3 𝑠𝑠0 𝑜𝑜0 𝑠𝑠0

𝑒𝑒2𝑜𝑜0𝑒𝑒1𝑒𝑒3 𝑠𝑠0

• Select 𝑒𝑒3 as object, start extend:

Chem.

Ingest 29.9M Entities
2.4K Properties

DNA

Chrom-
osome

Structured Edit Data
(Chromosome, Has part(s), DNA)

① Structured Single Chain Data
• (Avery Experiment, Facet of, DNA, F)
• (Chromosome, Has part(s), DNA, B)

② Structured Double Chain Data
• (Avery Experiment, Facet of, DNA, F)
• (Chromosome, Has part(s), DNA, F)

5. Final Data Generation

Avery
Exp.

Edit Data
The chromosome, a molecule containing 
genetic …, consists of → DNA ( … )

① Single Chain Data
• Avery Experiment is a facet of DNA.
• DNA is part of Chromosome.
 The structure containing the content of 
the Avery experiment is Chromosome

② Double Chain Data
• Avery Experiment is a facet of DNA.
• Chromosome has part DNA.
 Does the Avery Experiment involve a 
part of the chromosome? (Yes/No) Yes.

Facet of
① ②

Has part(s)
②

Prompt direction Prompt direction
𝑡𝑡0 =(𝑠𝑠0, 𝑟𝑟0,𝑜𝑜0) 

→ NMCS

Sample 
Edit Triples

(𝑠𝑠𝜀𝜀, 𝑟𝑟𝜀𝜀, 𝑜𝑜𝜀𝜀)

Update 𝒘𝒘𝒊𝒊

Generate with DeepSeek

𝑒𝑒1
• W/o 𝑡𝑡0, drop. Select 𝑠𝑠0 as object, start extend:

Sample Multi-hop QA Chains

𝑆𝑆

GPT-4

Figure 2: Data construction pipeline of UNIEDIT. Steps 1–3 include data preprocessing, domain-
specific entity retrieval, and sampling of relevant triples based on the domain entity. In Step 4,
generality and locality QA chains are sampled using NMCS algorithm. In Step 5, the final data
is generated based on the sampled QA chains, where F and B indicate the forward and backward
directions, respectively—referring to the prompt generation direction with respect to the triple.

Then, we ingest the cleaned entities into search engine (Elasticsearch [46]) for subsequent retrieval
and sampling. For properties, through data type filtering and manual verification, 2.4K items are
retained after removing nonlinguistic and low-editorial-value items (e.g., those pointing to images,
IDs, and URLs). The retained properties fall into seven types: wikibase-item (pointing to entities),
string, quantity, time, math, globe-coordinate, and monolingual text.

Step 2. Entity Retrieval with Domains: We categorize entities by domain to ensure balanced
coverage across fields, promoting the openness and diversity of knowledge sampling. Five sectors are
considered: Natural Sciences, Humanities, Social Sciences, Applied Sciences, and Interdisciplinary
Studies, collectively covering up to 25 domains (Figure 3a). Using domain-specific keywords
generated by GPT-4 [47], we retrieve relevant entities based on their labels and descriptions. To
improve relevance, we further apply exact string matching to filter out noisy results caused by the
tokenization of search engine (e.g., “black hole” matching only “black”).

Step 3. Edit Triples Sampling: A domain entity set E = {ei} is quite large, making it impractical
to construct edit triples for all of them. Therefore, we first sample head entities from E for edit
triples. To ensure diversity, we use a sequential weighted sampling approach and dynamically adjust
the sampling weight to reduce the likelihood of semantically similar items to be sampled in later
stage. Let σ(X,P ) denote a sampling function that returns an element xi ∈ X with probability
pxi ∈ P . Initializing the head entity set as S = ∅, the sampling process proceeds step by step as
S = S ∪ {σ(E,PE)}, where each probability pei in the distribution PE = {pei} is given by:

pei =
wi∑
j wj

s.t. wi =
{
0, if ei ∈ S,
fiw(ei)/γ

ψ(ei,S), else. (1)

where we define the initial sampling weight of an entity, based on its domain relevance, as fiw(ei) =
fes(ei)fem(ei). Here, fes(ei) is the ElasticSearch retrieval score, and fem(ei) is the exact match count
of domain keywords in the description of ei. This combination heuristic balances between partial and
exact matches. γ is the decay base, set as 1.05. ψ(ei, S) =

∑
s∈S sim(ei, s) is the decay factor to

down-weight the sampling probability of ei based on its average similarity with the already sampled
items. Formally,

sim(ei, s) =
∑

uei
∈fdw(ei)

∑
us∈fdw(s)

I(uei = us)

∥fdw(ei)∥
δ(us) s.t. δ(u) =

{
δin, if u ∈ U,
δout, else. (2)

where I is the indicator function. fdw(e) denotes the set of word segments extracted from the
description of entity e, and δ(u) is the decay weight based on the domain keyword set U . To mitigate

5



the impact of sampling decay on domain relevance, we assign a lower decay weight δin to words in U .
Specifically, we set δin = 0.2 and δout = 1. Intuitively, the more word segments in the description of
ei are covered by those in S, the lower its sampling priority should be.

A total of 30,000 head entities are sampled for each domain in our work. Given a sampled head
entity sε, the edit triple tε = σ (ftwh(sε),U) is generated, where ftwh(sε) represents all the triples
with sε as the head, which are obtained by traversing the properties and corresponding values in the
claims field of sε. U represents uniform distribution. Since the properties filtered out during the
initial cleaning step are omitted, the function may return an empty set.

Algorithm 1 Neighborhood Multi-hop Chain Sampling (NMCS)

Input: Initial triple t0 = (s0, r0, o0), triples to be excluded T̄ = {t̄i}, maximum sampling
attempts m, maximum hops h, the entity full set Ẽ.
Output: Multi-hop chains T

1: T = {t0} # Subgraph triple set
2: Eadd = {s0} # Added nodes
3: if o0 ∈ Ẽ then Eadd = Eadd ∪ {o0}
4: Eend = clone(Eadd) # End nodes
5: # Expand both sides of t0 to sample a

chain of neighboring triples
6: while len(T ) < h and len(Eend) > 0 do
7: e = σ (Eend,U)
8: for i = 1 to m do
9: ftw* = σ ({ftwh, ftwt},U)

10: t = σ(ftw*(e),U)
11: if t = ∅ or t ∈ T̄ then continue
12: (s, r, o) = t
13: if {s, o} ∩ Eadd = {e} then
14: break # Acyclic, finish sampling
15: Eend = Eend \ {e}
16: if t = ∅ then continue
17: T = T ∪ {t}
18: # Update added nodes and end nodes
19: if ftw* = ftwt then
20: Eadd, Eend = Eadd ∪ {s}, Eend ∪ {s}
21: else
22: Eadd = Eadd ∪ {o}
23: if o ∈ Ẽ then Eend = Eend ∪ {o}
24: # Map entities to triples
25: M = defaultdict(list)

26: for t in T do
27: (s, r, o) = t
28: M [s].append(t),M [o].append(t)
29: # Randomly select object e and expand both sides

to construct valid multi-hop QA chains
30: for e in shuffle(list(Eadd)) do
31: T = [[t] for t in M [e]]
32: for C in T do
33: ece = e # Current end to extend chain
34: while true do
35: (s, r, o) = C[−1]
36: ece = s if s ̸= ece else o
37: if len(M [ece]) = 1 then
38: break # Endpoint
39: t1, t2 =M [ece]
40: (s, r, o) = t = t1 if t1 ̸= C[−1] else t2
41: if ece = s and ∥ftwrt(r, o)∥ > 1 then
42: break # Avoid multi-valued hop
43: else if ece = o and ∥ftwhr(s, r)∥ > 1 then
44: break # Avoid multi-valued hop
45: C.append(t)
46: if any([t0 in C for C in T ]) then
47: break # t0 should in T
48: # Reverse the order of triples in each chain
49: T = [C.reverse() for C in T ]
50: return T

Step 4. Generality and Locality Subgraphs Sampling: After obtaining the edit triples, we sample
subgraphs for generality and locality. In this work, for simplicity, we restrict the subgraph class
to simple chain(s). The distinction between generality and locality lies in whether their structure
include the entire edit triple tε = (sε, rε, oε). Therefore, for generality, sampling starts with the tε.
For locality, there are four possible options: the head entity sε, the relation rε, the tail oε (only for
oε ∈ Ẽ), and a random entity ẽ = σ(Ẽ,U), where Ẽ denotes the full set of entities after filtering.
Given these options {sε, rε, oε, ẽ}, the initial triple tl is generated as:

tl =

{
σ(ftwr(x),U), if x = rε,
σ(ftw*(x),U), else. s.t. x = σ ({sε, oε, rε, ẽ},U) , ftw* = σ ({ftwh, ftwt},U) (3)

where ftwr(x), ftwt(x) denote the functions that retrieve all triples in which x appears as the relation
or the tail entity, respectively. These triples are obtained by retrieving the claims fields of all entities
in Ẽ that contain the ID of x, using the search engine. If tl = tε, resampling will be performed.

Then, we uniformly apply NMCS (Algorithm 1) to obtain multi-hop reasoning chains contain-
ing the initial triple. For generality, it is Tg = NMCS(tε, ∅, 3, 4, Ẽ); for locality, it is Tl =

NMCS(tl, {tε}, 3, 4, Ẽ). In this algorithm, ftwrt(r, o) denotes the set of all triples where r is the
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(b) Data Stats Across Structures

1 hop 2 hops 3 hops 4 hops100

101

102

103

104

105

D
at

a 
C

ou
nt

185K

23K

191K
32K

76K

9480

63K
11K 13K

825

10K

763
1901 1404

G. S. G. D. L. S. L. D.

(c) Noun Stats in Descriptions
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(d) Data Stats Across Criteria of Generality
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Figure 3: Data count statistics of UNIEDIT across: (a) domains, (b) multi-hop counts and query chain
structures (G., L., S., and D. represent generality, locality, single, and double, respectively), and (d,
e) the top 15 combinations of recognized evaluation criteria. (c) displays the frequency statistics of
nouns in entity descriptions.

relation and o is the tail. Similarly, ftwhr(s, r) denotes the set of all triples where s is the head and r
is the relation. The algorithm is divided into two parts. In the first part (lines 1-23), NMCS samples
triples around the initial triple to construct a chain (without considering the prediction object yet). In
the second part (lines 24-47), it selects a node e in the chain as the prediction object and expands
from both sides (or one side if e is an endpoint in that chain) to form multi-hop chains pointing to e,
as shown in step 4 of Figure 2. Noting that in lines 41 to 44, NMCS prevents intermediate hops to
non-object nodes from being multi-valued, thereby maintaining the clarity of the multi-hop prompt.
Through the above process, NMCS uniformly incorporates all structure-related criteria mentioned in
Table 1, as well as potential combinations, including MH, RR, SER, and 1-NF.

Step 5. Final Data Generation: We utilize Deepseek-V3 [48] to convert the sampled structured data
of edit, generality, and locality into natural language to form the final dataset. For each multi-hop
sample, we first have it generate single-hop sentences for each triple, and then merge them. To ensure
data quality, we conduct automated checks to confirm that each generated prompt contains the subject
and correctly points to the object, followed by human evaluation.

4.2 Dataset Statistics

UNIEDIT comprises 311K entries, each containing an editing sample, a generality sample, and a
locality sample. Figure 3 summarizes key statistics of the dataset, highlighting its broad domain cov-
erage and structural diversity. Figure 3c reports the noun frequency distribution in entity descriptions
from both raw Wikidata and UNIEDIT, exhibiting a clear long-tail pattern. The normalized frequency
ratio (UNIEDIT/raw) demonstrates that our data construction process effectively reduces the long-tail
effect, leading to a more balanced distribution. See Appendix C for more details.

5 Experiments

In this section, we conduct a comprehensive evaluation of multiple backbones and editors based
on the characteristics of UNIEDIT. This evaluation spans various domains and editing evaluation
criteria. Additionally, we assess the domain generalization of the editor that relies on edit training,
emphasizing the importance of open-domain datasets in enhancing these editors. Implementation
details and additional experiments, including sequential editing and instance analysis, can be found
in Appendix D.

7



Table 2: Overall editing performance on UNIEDIT, with “W/O” indicating results of pre-edit LLMs.
“Rel.”, “Gen.”, and “Loc.” are the abbreviations of reliability, generality, and locality, respectively.

Editors
GPT2-XL (1.5B) GPT-J (6B) LlaMa-3.1 (8B)

Rel. Gen. Loc. Average Rel. Gen. Loc. Average Rel. Gen. Loc. Average

W/O 29.69 28.04 100.0 52.58±0.05 35.34 33.04 100.0 56.13±0.03 43.68 51.81 100.0 65.16±0.02

FT 100.0 49.46 89.72 79.73±0.07 100.0 57.25 91.26 82.84±0.24 100.0 69.00 93.54 87.51±0.17

IKE [44] 99.93 76.46 83.35 86.58±0.12 99.80 79.05 84.31 87.72±0.20 93.54 89.52 80.79 87.95±0.30

ROME [16] 92.02 35.84 96.76 74.87±0.17 98.98 45.33 96.41 80.24±0.05 75.81 51.38 95.12 74.10±0.13

SERAC [37] 99.46 78.79 88.06 88.77±0.10 99.16 81.32 86.59 89.02±0.17 98.96 83.66 84.25 88.96±0.08

T-Patcher [38] 82.28 45.40 97.27 74.98±0.21 91.24 48.16 93.23 77.54±0.33 73.03 49.83 83.27 68.71±0.20

GRACE [39] 99.68 28.00 99.99 75.89±0.03 99.99 33.16 99.97 77.71±0.05 99.92 51.89 99.97 83.93±0.11

AlphaEdit [33] 92.26 37.20 95.90 75.12±0.30 99.77 43.91 97.60 80.43±0.31 84.09 55.10 98.72 79.30±0.24

5.1 Experiments Settings

LLM Backbones: We considered backbones of varying sizes and architectures, selecting GPT2-XL
(1.5B), GPT-J (6B), and LLaMa-3.1 (8B).

Editors: We evaluate various types of editors, spanning methods that modify model parameters or
use external modules: Fine-Tuning (FT), ROME [16], AlphaEdit [33], SERAC [37], T-Patcher [38],
and GRACE [39]. Additionally, we include IKE [44], which applies in-context learning for model
response correction, as a baseline.

5.2 Overall Performance

Editors Struggle with the Challenging Generality Evaluation of UNIEDIT. Table 2 presents the
overall performance. Since the domain knowledge usually follows a long tail distribution (Figure 3c),
pre-edit LLMs perform poorly. After editing, most editors effectively guide LLMs to incorporate the
intended edits, resulting in high reliability. In particular, FT tends to overfit individual knowledge
samples, achieving a perfect reliability score of 100 across all three backbones.

However, editors generally struggle with the more challenging generality evaluation in UNIEDIT. This
is especially evident for L&E-based methods such as ROME and AlphaEdit, despite their reported
success with simple rephrases in their papers. Similar issues arise with methods like T-Patcher
and GRACE. These approaches all do direct backpropagation through edit statements, but often
overlook how well the LLM can apply the injected knowledge in broader contexts. IKE and SERAC
achieve the best generality performance, leveraging priors learned through in-context learning and
edit training. However, giving too much weight to the prior leads to relatively lower locality scores.
Notably, GRACE, through its token-based linear distance retrieval mechanism, avoids interference
from unrelated samples and thereby results in high locality. Nevertheless, its strong assumption of
linear semantic structure in the representation space significantly limits its ability to generalize edits.

5.3 Performance Across Domains

Figure 4 illustrates the editing performance of various editors on UNIEDIT across different domains.
We evaluated all metrics except MH and SER as these two involve subtle reasoning and are not
straightforward for analysis.

Editor performance on reliability shows little variation across domains. However, regarding generality,
all editors exhibit a relatively consistent performance distribution: higher scores in Natural Sciences
and Humanities, and lower scores in Social Sciences and Applied Sciences. We hypothesize that this
stems from the distributional bias of LLMs’ pretraining corpora, which enables better generalization
for incorporated knowledge in well-represented domains.

For locality, the performance distribution over domains from different editors is less consistent.
However, all editors achieve a relatively high score on Humanities. We attribute this to the robustness
gained from the models’ greater exposure to literary content during pretraining. These observations
underscore the importance of open-domain knowledge editing, particularly for underrepresented
or low-resource domains that receive less attention in existing pretraining corpora and should be
prioritized in future research.
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Figure 4: Editing performance on UNIEDIT across domains, with each metric representing the average
result across three post-edit backbones. The color bands (top to bottom) indicate reliability (green),
generality (blue), and locality (red), with ranges normalized across domains (rows).
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Figure 5: Editing performance across combinations of generality and locality evaluation criteria. The
left half of each radar chart shows the evaluation results for a single criterion, while the symmetrical
right half reflects the results after combining it with others.

5.4 Performance Across Evaluation Criteria

Figure 5 shows the generality and locality results across various criteria combinations. For generality,
most editors score lower on more complex evaluation, such as the comparison between Rep and the
combination of Rep, OA, and SA, or the results of SA versus RR, MH, OA, and SA. This occurs
because the edit information is part of a natural language sentence covering multiple evaluation
criteria. The more intricate the structure, the harder it is for the edited knowledge to be recognized
and applied. Exceptions exist, such as IKE’s performance on OA and the combination of RR, MH,
and OA. We attribute this to the higher frequency of the combination compared to standalone OA in
UNIEDIT (Figure 3d), leading to a sampling bias in the demonstrations for in-context learning.
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Figure 6: Editing performance of SERAC trained on five domains from different sectors in UNIEDIT,
using GPT2-XL as the backbone. The color bands (top to bottom) represent reliability (green),
generality (blue), and locality (red), with ranges normalized across domains (columns).

However, for locality, adding MH to the locality evaluation does not lead to a performance decline
compared to the single criterion. In some cases, performance even improves, as seen in the results
of SS versus the combination of SS and MH. This contrasts with the findings for generality, but we
believe it stems from the same underlying principle: complex sentences reduce the likelihood of
overlapping components between locality inputs and the edited knowledge, preventing interference
with the model’s original response. An exception is the combination of OS and RS, which creates
dual overlap with the edit sample, making the evaluation more challenging than a standalone OS. In
general, the addition of complexities increases the challenge of generality much more than locality.

5.5 Domain Generalization of Edit Training

To evaluate the impact of open-domain knowledge on edit training, we assess the editing performance
of SERAC trained on five domains from different sectors, as shown in Figure 6. The first five
columns clearly show that training in a specific domain results in better performance when tested
on the corresponding domain. In terms of reliability and generality, it can be observed that similar
or overlapping training and testing domains tend to yield better results, such as the performance
in Biology when trained on Chemistry, or Computer Science when trained on Data Science. For
locality, due to the limited relevance of these samples to each domain (usually only a small portion of
domain-specific elements), the results across different training domains show minimal variation.

Additionally, compared to Figure 4, the editing performance of SERAC, particularly concerning
generality, decreases significantly. This analysis suggests that the scale and breadth of the training
data significantly influence the effectiveness of edit training-based editors.

6 Conclusion, Limitation and Future Works

We construct a open-domain LLM knowledge editing benchmark, UNIEDIT. By introducing a unified
NMCS algorithm, we integrate most existing evaluation criteria and induce potential composite pat-
terns, thereby posing greater challenges for editing evaluation. We conduct extensive analyses across
multiple editors and backbones on UNIEDIT, with key findings as follows: (1) Editors, especially
those following the L&E paradigm, show notable limitations in handling complex generality. (2)
Performance varies across domains, underscoring the importance of low-resource knowledge editing.
(3) Higher sample complexity increases generality difficulty, but may ease locality evaluation. (4)
The scale and domain coverage of training data affect the performance of editors that rely on editing
training. Regarding the limitations, UNIEDIT currently focuses on English and lacks evaluations for
other languages [49, 50]. Additionally, it emphasizes a single language modality and does not include
challenging evaluations for other modals, such as vision LLM editing [51–53]. Therefore, future
work could expand research using our toolkit in several ways: (1) Extending benchmarks to include
languages beyond English; (2) Leveraging multimodal content from Wikidata (e.g., videos, images)
to develop more comprehensive multi-modal editing benchmarks; (3) Exploring more fine-grained,
long-tail domains and incorporating more diverse evaluation criteria.

10



Acknowledgements

This work is supported by the National Science and Technology Major Project (2022ZD0120302). In
addition, we sincerely thank the Shanghai Institute of AI for Education (IAIE) for their computational
power support.

References
[1] Subhash Nerella, Sabyasachi Bandyopadhyay, Jiaqing Zhang, Miguel Contreras, Scott Siegel, Aysegul

Bumin, Brandon Silva, Jessica Sena, Benjamin Shickel, Azra Bihorac, Kia Khezeli, and Parisa Rashidi.
Transformers and large language models in healthcare: A review. Artif. Intell. Medicine, 154:102900,
2024.

[2] Yanxin Zheng, Wensheng Gan, Zefeng Chen, Zhenlian Qi, Qian Liang, and Philip S. Yu. Large language
models for medicine: a survey. Int. J. Mach. Learn. Cybern., 16(2):1015–1040, 2025.

[3] Chaoyi Wu, Pengcheng Qiu, Jinxin Liu, Hongfei Gu, Na Li, Ya Zhang, Yanfeng Wang, and Weidi Xie.
Towards evaluating and building versatile large language models for medicine. npj Digit. Medicine, 8(1),
2025.

[4] Dieuwertje Luitse and Wiebke Denkena. The great transformer: Examining the role of large language
models in the political economy of AI. Big Data Soc., 8(2):205395172110477, 2021.

[5] Nian Li, Chen Gao, Mingyu Li, Yong Li, and Qingmin Liao. Econagent: Large language model-empowered
agents for simulating macroeconomic activities. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar,
editors, Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), ACL 2024, Bangkok, Thailand, August 11-16, 2024, pages 15523–15536. Association for
Computational Linguistics, 2024.

[6] Shu Liu, Shangqing Zhao, Chenghao Jia, Xinlin Zhuang, Zhaoguang Long, Jie Zhou, Aimin Zhou, Man
Lan, and Yang Chong. Findabench: Benchmarking financial data analysis ability of large language models.
In Owen Rambow, Leo Wanner, Marianna Apidianaki, Hend Al-Khalifa, Barbara Di Eugenio, and Steven
Schockaert, editors, Proceedings of the 31st International Conference on Computational Linguistics,
COLING 2025, Abu Dhabi, UAE, January 19-24, 2025, pages 710–725. Association for Computational
Linguistics, 2025.

[7] Lixiang Yan, Lele Sha, Linxuan Zhao, Yuheng Li, Roberto Mart’inez Maldonado, Guanliang Chen, Xinyu
Li, Yueqiao Jin, and Dragan Gasevic. Practical and ethical challenges of large language models in education:
A systematic scoping review. Br. J. Educ. Technol., 55(1):90–112, 2024.

[8] Lin Gao, Jing Lu, Zekai Shao, Ziyue Lin, Shengbin Yue, Chiokit Leong, Yi Sun, Rory James Zauner,
Zhongyu Wei, and Siming Chen. Fine-tuned large language model for visualization system: A study on
self-regulated learning in education. IEEE Trans. Vis. Comput. Graph., 31(1):514–524, 2025.

[9] Nishat Raihan, Mohammed Latif Siddiq, Joanna C. S. Santos, and Marcos Zampieri. Large language
models in computer science education: A systematic literature review. In Jeffrey A. Stone, Timothy T. Yuen,
Libby Shoop, Samuel A. Rebelsky, and James Prather, editors, Proceedings of the 56th ACM Technical
Symposium on Computer Science Education V. 1, SIGCSE TS 2025, Pittsburgh, PA, USA, 26 February
2025 - 1 March 2025, pages 938–944. ACM, 2025.

[10] Yunzhi Yao, Peng Wang, Bozhong Tian, Siyuan Cheng, Zhoubo Li, Shumin Deng, Huajun Chen, and
Ningyu Zhang. Editing large language models: Problems, methods, and opportunities. In EMNLP, pages
10222–10240, 2023.

[11] Song Wang, Yaochen Zhu, Haochen Liu, Zaiyi Zheng, Chen Chen, and Jundong Li. Knowledge editing for
large language models: A survey. ACM Comput. Surv., 57(3):59:1–59:37, 2025.

[12] Ningyu Zhang, Yunzhi Yao, Bozhong Tian, Peng Wang, Shumin Deng, Mengru Wang, Zekun Xi, Shengyu
Mao, Jintian Zhang, Yuansheng Ni, Siyuan Cheng, Ziwen Xu, Xin Xu, Jia-Chen Gu, Yong Jiang, Pengjun
Xie, Fei Huang, Lei Liang, Zhiqiang Zhang, Xiaowei Zhu, Jun Zhou, and Huajun Chen. A comprehensive
study of knowledge editing for large language models. CoRR, abs/2401.01286, 2024.

[13] Eric Mitchell, Charles Lin, Antoine Bosselut, Chelsea Finn, and Christopher D. Manning. Fast model
editing at scale. In The Tenth International Conference on Learning Representations, ICLR 2022, Virtual
Event, April 25-29, 2022. OpenReview.net, 2022.

11



[14] Jianheng Huang, Leyang Cui, Ante Wang, Chengyi Yang, Xinting Liao, Linfeng Song, Junfeng Yao, and
Jinsong Su. Mitigating catastrophic forgetting in large language models with self-synthesized rehearsal. In
Lun-Wei Ku, Andre Martins, and Vivek Srikumar, editors, Proceedings of the 62nd Annual Meeting of
the Association for Computational Linguistics (Volume 1: Long Papers), ACL 2024, Bangkok, Thailand,
August 11-16, 2024, pages 1416–1428. Association for Computational Linguistics, 2024.

[15] Damai Dai, Li Dong, Yaru Hao, Zhifang Sui, Baobao Chang, and Furu Wei. Knowledge neurons in
pretrained transformers. In Proceedings of the 60th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), ACL 2022, Dublin, Ireland, May 22-27, 2022, pages 8493–8502,
2022.

[16] Kevin Meng, David Bau, Alex Andonian, and Yonatan Belinkov. Locating and editing factual associations
in GPT. In Advances in Neural Information Processing Systems 35: Annual Conference on Neural
Information Processing Systems 2022, NeurIPS 2022, New Orleans, LA, USA, November 28 - December 9,
2022, 2022.

[17] Kevin Meng, Arnab Sen Sharma, Alex J. Andonian, Yonatan Belinkov, and David Bau. Mass-editing
memory in a transformer. In The Eleventh International Conference on Learning Representations, ICLR
2023, Kigali, Rwanda, May 1-5, 2023, 2023.

[18] Chenhui Hu, Pengfei Cao, Yubo Chen, Kang Liu, and Jun Zhao. Wilke: Wise-layer knowledge editor
for lifelong knowledge editing. In Findings of the Association for Computational Linguistics, ACL 2024,
Bangkok, Thailand and virtual meeting, August 11-16, 2024, pages 3476–3503, 2024.

[19] Xiaopeng Li, Shasha Li, Shezheng Song, Jing Yang, Jun Ma, and Jie Yu. PMET: precise model editing in a
transformer. In Michael J. Wooldridge, Jennifer G. Dy, and Sriraam Natarajan, editors, Thirty-Eighth AAAI
Conference on Artificial Intelligence, AAAI 2024, Thirty-Sixth Conference on Innovative Applications of
Artificial Intelligence, IAAI 2024, Fourteenth Symposium on Educational Advances in Artificial Intelligence,
EAAI 2014, February 20-27, 2024, Vancouver, Canada, pages 18564–18572. AAAI Press, 2024.

[20] Omer Levy, Minjoon Seo, Eunsol Choi, and Luke Zettlemoyer. Zero-shot relation extraction via reading
comprehension. In Roger Levy and Lucia Specia, editors, Proceedings of the 21st Conference on Computa-
tional Natural Language Learning (CoNLL 2017), Vancouver, Canada, August 3-4, 2017, pages 333–342.
Association for Computational Linguistics, 2017.

[21] Zexuan Zhong, Zhengxuan Wu, Christopher D. Manning, Christopher Potts, and Danqi Chen. Mquake:
Assessing knowledge editing in language models via multi-hop questions. In Houda Bouamor, Juan
Pino, and Kalika Bali, editors, Proceedings of the 2023 Conference on Empirical Methods in Natural
Language Processing, EMNLP 2023, Singapore, December 6-10, 2023, pages 15686–15702. Association
for Computational Linguistics, 2023.

[22] Mengqi Zhang, Xiaotian Ye, Qiang Liu, Pengjie Ren, Shu Wu, and Zhumin Chen. Uncovering overfitting
in large language model editing. CoRR, abs/2410.07819, 2024.

[23] Roi Cohen, Eden Biran, Ori Yoran, Amir Globerson, and Mor Geva. Evaluating the ripple effects of
knowledge editing in language models. Trans. Assoc. Comput. Linguistics, 12:283–298, 2024.

[24] Jun-Yu Ma, Jia-Chen Gu, Zhen-Hua Ling, Quan Liu, and Cong Liu. Untying the reversal curse via
bidirectional language model editing. CoRR, abs/2310.10322, 2023.

[25] Wenyue Hua, Jiang Guo, Mingwen Dong, Henghui Zhu, Patrick Ng, and Zhiguo Wang. Propagation and
pitfalls: Reasoning-based assessment of knowledge editing through counterfactual tasks. In Lun-Wei Ku,
Andre Martins, and Vivek Srikumar, editors, Findings of the Association for Computational Linguistics,
ACL 2024, Bangkok, Thailand and virtual meeting, August 11-16, 2024, pages 12503–12525. Association
for Computational Linguistics, 2024.

[26] Taolin Zhang, Qizhou Chen, Dongyang Li, Chengyu Wang, Xiaofeng He, Longtao Huang, Hui Xue, and
Jun Huang. Dafnet: Dynamic auxiliary fusion for sequential model editing in large language models. In
Findings of the Association for Computational Linguistics, ACL 2024, Bangkok, Thailand and virtual
meeting, August 11-16, 2024, pages 1588–1602, 2024.

[27] Xiaobao Wu, Liangming Pan, William Yang Wang, and Anh Tuan Luu. AKEW: assessing knowledge
editing in the wild. In Yaser Al-Onaizan, Mohit Bansal, and Yun-Nung Chen, editors, Proceedings of the
2024 Conference on Empirical Methods in Natural Language Processing, EMNLP 2024, Miami, FL, USA,
November 12-16, 2024, pages 15118–15133. Association for Computational Linguistics, 2024.

[28] Jingcheng Deng, Zihao Wei, Liang Pang, Hanxing Ding, Huawei Shen, and Xueqi Cheng. Everything
is editable: Extend knowledge editing to unstructured data in large language models. arXiv preprint
arXiv:2405.15349, 2024.

12



[29] Denny Vrandecic and Markus Krötzsch. Wikidata: a free collaborative knowledgebase. Commun. ACM,
57(10):78–85, 2014.

[30] Xinhao Yi, Jake Lever, Kevin Bryson, and Zaiqiao Meng. Can we edit llms for long-tail biomedical
knowledge? arXiv preprint arXiv:2504.10421, 2025.

[31] Baixiang Huang, Canyu Chen, Xiongxiao Xu, Ali Payani, and Kai Shu. Can knowledge editing really
correct hallucinations? CoRR, abs/2410.16251, 2024.

[32] Lukas Thede, Karsten Roth, Matthias Bethge, Zeynep Akata, and Tom Hartvigsen. Understanding the
limits of lifelong knowledge editing in llms. CoRR, abs/2503.05683, 2025.

[33] Junfeng Fang, Houcheng Jiang, Kun Wang, Yunshan Ma, Xiang Wang, Xiangnan He, and Tat-Seng Chua.
Alphaedit: Null-space constrained knowledge editing for language models. CoRR, abs/2410.02355, 2024.

[34] Houcheng Jiang, Junfeng Fang, Ningyu Zhang, Guojun Ma, Mingyang Wan, Xiang Wang, Xiangnan He,
and Tat-Seng Chua. Anyedit: Edit any knowledge encoded in language models. CoRR, abs/2502.05628,
2025.

[35] Nicola De Cao, Wilker Aziz, and Ivan Titov. Editing factual knowledge in language models. In Proceedings
of the 2021 Conference on Empirical Methods in Natural Language Processing, EMNLP 2021, Virtual
Event / Punta Cana, Dominican Republic, 7-11 November, 2021, pages 6491–6506, 2021.

[36] Eric Mitchell, Charles Lin, Antoine Bosselut, Chelsea Finn, and Christopher D. Manning. Fast model
editing at scale. In The Tenth International Conference on Learning Representations, ICLR 2022, Virtual
Event, April 25-29, 2022, 2022.

[37] Eric Mitchell, Charles Lin, Antoine Bosselut, Christopher D. Manning, and Chelsea Finn. Memory-
based model editing at scale. In International Conference on Machine Learning, ICML 2022, 17-23
July 2022, Baltimore, Maryland, USA, volume 162 of Proceedings of Machine Learning Research, pages
15817–15831, 2022.

[38] Zeyu Huang, Yikang Shen, Xiaofeng Zhang, Jie Zhou, Wenge Rong, and Zhang Xiong. Transformer-
patcher: One mistake worth one neuron. In The Eleventh International Conference on Learning Represen-
tations, ICLR 2023, Kigali, Rwanda, May 1-5, 2023, 2023.

[39] Tom Hartvigsen, Swami Sankaranarayanan, Hamid Palangi, Yoon Kim, and Marzyeh Ghassemi. Aging
with GRACE: lifelong model editing with discrete key-value adaptors. In Advances in Neural Information
Processing Systems 36: Annual Conference on Neural Information Processing Systems 2023, NeurIPS
2023, New Orleans, LA, USA, December 10 - 16, 2023, 2023.

[40] Qizhou Chen, Taolin Zhang, Xiaofeng He, Dongyang Li, Chengyu Wang, Longtao Huang, and Hui
Xue. Lifelong knowledge editing for LLMs with retrieval-augmented continuous prompt learning. In
Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing, pages
13565–13580, November 2024.

[41] Renzhi Wang and Piji Li. Lemoe: Advanced mixture of experts adaptor for lifelong model editing of large
language models. In Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing, EMNLP 2024, Miami, FL, USA, November 12-16, 2024, pages 2551–2575, 2024.

[42] Anton Sinitsin, Vsevolod Plokhotnyuk, Dmitry V. Pyrkin, Sergei Popov, and Artem Babenko. Editable
neural networks. In 8th International Conference on Learning Representations, ICLR 2020, Addis Ababa,
Ethiopia, April 26-30, 2020. OpenReview.net, 2020.

[43] Chen Zhu, Ankit Singh Rawat, Manzil Zaheer, Srinadh Bhojanapalli, Daliang Li, Felix X. Yu, and Sanjiv
Kumar. Modifying memories in transformer models. CoRR, abs/2012.00363, 2020.

[44] Ce Zheng, Lei Li, Qingxiu Dong, Yuxuan Fan, Zhiyong Wu, Jingjing Xu, and Baobao Chang. Can we edit
factual knowledge by in-context learning? In Proceedings of the 2023 Conference on Empirical Methods in
Natural Language Processing, EMNLP 2023, Singapore, December 6-10, 2023, pages 4862–4876, 2023.

[45] Daniel Hewlett, Alexandre Lacoste, Llion Jones, Illia Polosukhin, Andrew Fandrianto, Jay Han, Matthew
Kelcey, and David Berthelot. Wikireading: A novel large-scale language understanding task over wikipedia.
In Proceedings of the 54th Annual Meeting of the Association for Computational Linguistics, ACL 2016,
August 7-12, 2016, Berlin, Germany, Volume 1: Long Papers. The Association for Computer Linguistics,
2016.

[46] Clinton Gormley and Zachary Tong. Elasticsearch: the definitive guide: a distributed real-time search and
analytics engine. " O’Reilly Media, Inc.", 2015.

13



[47] OpenAI. GPT-4 technical report. CoRR, abs/2303.08774, 2023.

[48] DeepSeek-AI, Aixin Liu, Bei Feng, Bing Xue, Bingxuan Wang, Bochao Wu, Chengda Lu, Chenggang
Zhao, Chengqi Deng, Chenyu Zhang, Chong Ruan, Damai Dai, Daya Guo, Dejian Yang, Deli Chen,
Dongjie Ji, Erhang Li, Fangyun Lin, Fucong Dai, Fuli Luo, Guangbo Hao, Guanting Chen, Guowei
Li, H. Zhang, Han Bao, Hanwei Xu, Haocheng Wang, Haowei Zhang, Honghui Ding, Huajian Xin,
Huazuo Gao, Hui Li, Hui Qu, J. L. Cai, Jian Liang, Jianzhong Guo, Jiaqi Ni, Jiashi Li, Jiawei Wang, Jin
Chen, Jingchang Chen, Jingyang Yuan, Junjie Qiu, Junlong Li, Junxiao Song, Kai Dong, Kai Hu, Kaige
Gao, Kang Guan, Kexin Huang, Kuai Yu, Lean Wang, Lecong Zhang, Lei Xu, Leyi Xia, Liang Zhao,
Litong Wang, Liyue Zhang, Meng Li, Miaojun Wang, Mingchuan Zhang, Minghua Zhang, Minghui Tang,
Mingming Li, Ning Tian, Panpan Huang, Peiyi Wang, Peng Zhang, Qiancheng Wang, Qihao Zhu, Qinyu
Chen, Qiushi Du, R. J. Chen, R. L. Jin, Ruiqi Ge, Ruisong Zhang, Ruizhe Pan, Runji Wang, Runxin
Xu, Ruoyu Zhang, Ruyi Chen, S. S. Li, Shanghao Lu, Shangyan Zhou, Shanhuang Chen, Shaoqing Wu,
Shengfeng Ye, Shengfeng Ye, Shirong Ma, Shiyu Wang, Shuang Zhou, Shuiping Yu, Shunfeng Zhou,
Shuting Pan, T. Wang, Tao Yun, Tian Pei, Tianyu Sun, W. L. Xiao, and Wangding Zeng. Deepseek-v3
technical report. CoRR, abs/2412.19437, 2024.

[49] Jiaan Wang, Yunlong Liang, Zengkui Sun, Yuxuan Cao, Jiarong Xu, and Fandong Meng. Cross-lingual
knowledge editing in large language models. In Lun-Wei Ku, Andre Martins, and Vivek Srikumar, editors,
Proceedings of the 62nd Annual Meeting of the Association for Computational Linguistics (Volume 1:
Long Papers), ACL 2024, Bangkok, Thailand, August 11-16, 2024, pages 11676–11686. Association for
Computational Linguistics, 2024.

[50] Jiakuan Xie, Pengfei Cao, Yuheng Chen, Yubo Chen, Kang Liu, and Jun Zhao. MEMLA: enhancing
multilingual knowledge editing with neuron-masked low-rank adaptation. CoRR, abs/2406.11566, 2024.

[51] Siyuan Cheng, Bozhong Tian, Qingbin Liu, Xi Chen, Yongheng Wang, Huajun Chen, and Ningyu Zhang.
Can we edit multimodal large language models? In Proceedings of the 2023 Conference on Empirical
Methods in Natural Language Processing, EMNLP 2023, Singapore, December 6-10, 2023, pages 13877–
13888, 2023.

[52] Qizhou Chen, Taolin Zhang, Chengyu Wang, Xiaofeng He, Dakan Wang, and Tingting Liu. Attribution
analysis meets model editing: Advancing knowledge correction in vision language models with visedit.
In Toby Walsh, Julie Shah, and Zico Kolter, editors, AAAI-25, Sponsored by the Association for the
Advancement of Artificial Intelligence, February 25 - March 4, 2025, Philadelphia, PA, USA, pages
2168–2176. AAAI Press, 2025.

[53] Qizhou Chen, Chengyu Wang, Dakan Wang, Taolin Zhang, Wangyue Li, and Xiaofeng He. Lifelong
knowledge editing for vision language models with low-rank mixture-of-experts. In IEEE/CVF Conference
on Computer Vision and Pattern Recognition, CVPR 2025, Nashville, TN, USA, June 11-15, 2025, pages
9455–9466. Computer Vision Foundation / IEEE, 2025.

[54] Nils Reimers and Iryna Gurevych. Sentence-bert: Sentence embeddings using siamese bert-networks. In
Kentaro Inui, Jing Jiang, Vincent Ng, and Xiaojun Wan, editors, Proceedings of the 2019 Conference on
Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural
Language Processing, EMNLP-IJCNLP 2019, Hong Kong, China, November 3-7, 2019, pages 3980–3990.
Association for Computational Linguistics, 2019.

[55] Susan Zhang, Stephen Roller, Naman Goyal, Mikel Artetxe, Moya Chen, Shuohui Chen, Christopher
Dewan, Mona T. Diab, Xian Li, Xi Victoria Lin, Todor Mihaylov, Myle Ott, Sam Shleifer, Kurt Shuster,
Daniel Simig, Punit Singh Koura, Anjali Sridhar, Tianlu Wang, and Luke Zettlemoyer. OPT: open
pre-trained transformer language models. CoRR, abs/2205.01068, 2022.

[56] Alon Talmor, Jonathan Herzig, Nicholas Lourie, and Jonathan Berant. Commonsenseqa: A question
answering challenge targeting commonsense knowledge. In Jill Burstein, Christy Doran, and Thamar
Solorio, editors, Proceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, NAACL-HLT 2019, Minneapolis, MN,
USA, June 2-7, 2019, Volume 1 (Long and Short Papers), pages 4149–4158. Association for Computational
Linguistics, 2019.

[57] Yixin Nie, Adina Williams, Emily Dinan, Mohit Bansal, Jason Weston, and Douwe Kiela. Adversarial
NLI: A new benchmark for natural language understanding. In Dan Jurafsky, Joyce Chai, Natalie
Schluter, and Joel R. Tetreault, editors, Proceedings of the 58th Annual Meeting of the Association
for Computational Linguistics, ACL 2020, Online, July 5-10, 2020, pages 4885–4901. Association for
Computational Linguistics, 2020.

14



[58] Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Measuring massive multitask language understanding. In 9th International Conference on
Learning Representations, ICLR 2021, Virtual Event, Austria, May 3-7, 2021. OpenReview.net, 2021.

[59] Pranav Rajpurkar, Robin Jia, and Percy Liang. Know what you don’t know: Unanswerable questions for
squad. In Iryna Gurevych and Yusuke Miyao, editors, Proceedings of the 56th Annual Meeting of the
Association for Computational Linguistics, ACL 2018, Melbourne, Australia, July 15-20, 2018, Volume 2:
Short Papers, pages 784–789. Association for Computational Linguistics, 2018.

15



NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The contribution and scope are reflected in the abstract and introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

16



Justification: Does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Appendix D.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Submitted to OpenReview.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Appendix D.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Table 2.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Appendix D.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: First paragraph of Introduction section.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: No such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Yes.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [Yes]

Justification: Submitted in OpenReview.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: Appendix B.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Table 3: UNIEDIT instances of the generality criteria, with gray arrows in the Structures column
showing the direction of prompt construction for each criterion example.

Domains Edit Samples Criteria Instances Structures

Computer 
Science

The port of the Firefox web browser
to the AmigaOS 4 platform, known as
Timberwolf, was first created in →
2010 AD

Rep The inception of Timberwolf
occurred in 2010 AD.

Chemistry
The meteorite known as Alkali was
discovered in → Nevada (NV, Nevada,
United States).

MH
The minimum temperature ever
recorded in the location where
Alkali was discovered is −50
degree Fahrenheit.

Agronomy
The subspecies of plant Satureja
horvatii subsp. macrophylla has the
basionym → Satureja parnassica var.
macrophylla.

RR
The taxon that has the basionym
Satureja parnassica var. macrop-
hylla is Satureja horvatii subs
p. macrophylla.

Political 
Science

The book “Rechtsstaat statt Revolution,
Verrechtlichung statt Demokratie?”,
discussing German and Spanish theory
of law and political history, was edited
by → Frieder Otto Wolf.

SER

Is the editor of “Rechtsstaat statt
Revolution, Verrechtlichung st-
att Demokratie?” the same as
the editor of “Die Tätigkeit der
Philosophen”? Yes.

Civil
Engineering

Geotechnical engineering (also known
as geotechnics) is a specialized branch
of → construction engineering.

SA Geotechnics is a subclass of
construction engineering.

Art
The musical composition Die Weihn-
achtsgeschichte was composed by →
Hugo Distler (August Hugo Distler).

OA
The composer of Die Weihnac-
htsgeschichte is August Hugo
Distler.

Medicine

The genetic variant VHL I180V (c.53
8A>G) (also known as I180V (c.538A
>G) or C.538A>G) is located on →
human chromosome 3 (chr3, Homo
sapiens chromosome 3).

MH,
RR,
SA

The genetic variant located on
the same chromosome as MIR1
263 is C.538A>G.

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀 𝑟𝑟𝜀𝜀

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀 𝑟𝑟𝜀𝜀

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀′ 𝑟𝑟𝜀𝜀

𝑜𝑜𝜀𝜀′𝑠𝑠𝜀𝜀 𝑟𝑟𝜀𝜀

𝑒𝑒𝐶𝐶

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀′
𝑟𝑟𝐶𝐶
𝑟𝑟𝜀𝜀

𝑒𝑒𝐴𝐴

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀 𝑟𝑟𝐴𝐴
𝑟𝑟𝜀𝜀

𝑒𝑒𝐵𝐵

𝑜𝑜𝜀𝜀𝑠𝑠𝜀𝜀
𝑟𝑟𝐵𝐵
𝑟𝑟𝜀𝜀

A Editing Evaluation Criteria

In this section, we introduce the fine-grained evaluation criteria recognized in existing studies,
including generality and locality. Examples illustrating these criteria are presented in Table 3 and
Table 4. The following content builds upon the definitions provided in Section 3.

A.1 Criteria for Generality

Rephrase (Rep) : Rep is the most straightforward generality criterion. Given E = {(fnl(sε, rε), oε)},
it examines whether f ′llm(f

′
nl(oε, rε)) = sε, where f ′nl represents a natural language generation

function with a different syntactic structure from fnl.

Multi-Hop (MH) : Given E = {(fnl(sε0 , rε0), oε0)} ∪ {(fnl(oεi−1
, rεi), oεi)}τi=1, MH examines

whether f ′llm can infer the final entity oετ based on the initial entity sε0 and a sequence of relations,
i.e., f ′llm(fnl(sε0 , rε0 , rε1 , . . .)) = oετ .

Relation Reversal (RR) : Given E = {(fnl(sε, rε), oε)}, RR examines whether f ′llm can infer the
subject sε based on the object oε and the inverse relation rε, i.e., f ′llm(fnl(oε, r

′
ε)) = sε.

Same Entity Recognition (SER) : Given E = {(fnl(sε1 , rε1), oε1), (fnl(sε2 , rε2), oε1)}, SER eval-
uates whether f ′llm can correctly determine that fnl(oε1 , rε1) and fnl(oε2 , rε2) refer to the same entity,
where the two prompts are merged into a single judgment question. As shown in Figure 1, the
structured data corresponds to either a single chain or a double chain. Only the double chain is used
to generate data containing SER.

23



Table 4: UNIEDIT instances of the locality criteria, with gray arrows in the Structures column
showing the direction of prompt construction for each criterion example.

Domains Edit Samples Criteria Instances Structures

Mathematics

A graded Lie algebra, which is a Lie
algebra equipped with a grading compatible
with the Lie bracket, is defined by the

formula → .

W/O

The width of the artwork depicting
the marriage of the archduke Maxi
milian of Austria and the duchess
Mary of Burgundy, created in 1635,
is 175 centimeters.

History
Dou Rong, a high minister during the early
decades of the Later Han period, was given
the posthumous name →戴 (Dai).

SS The sibling of Dou Rong is Dou
You.

Literature
The poetry collection Erlösungen, which
contains autobiographical references by
Richard Dehmel, is dedicated to →
Friedrich Nietzsche.

RS Toyagasaki-jinja is dedicated to
Toyotama-hime.

Geoscience
The Neodani Fault in Japan was caused
by → 1891 Nōbi earthquake (Nobi earth-
quake).

OS
The coordinate location of the
1891 Nōbi earthquake is Earth:
latitude 35.60, longitude 136.30.

Biology
The cell type known as transitional B cell
(also referred to as Transitional B cell)
was discovered by → David Allman (res-
earcher, ORCID 0000-0003-2732-2686).

1-NF
The cell type discovered or invented
by Michael P Cancro is transitional
B cell.

Astronomy
The diameter of the Helen Sawyer Hogg
Telescope (also known as HSHT or CAS-
LEO:HSHT) is → 0.61 metre.

MH,
SS

The asteroid discovered at the astr-
onomical complex that includes
Helen Sawyer Hogg Telescope is
2189 Zaragoza.

𝑒𝑒𝐻𝐻𝑒𝑒𝐺𝐺 𝑟𝑟𝜀𝜀

𝑜𝑜𝜀𝜀 𝑒𝑒𝐼𝐼

𝑒𝑒𝐽𝐽𝑠𝑠𝜀𝜀 𝑟𝑟𝜀𝜀

𝑠𝑠𝜀𝜀

𝑒𝑒𝐿𝐿𝑒𝑒𝐾𝐾
𝑟𝑟𝐿𝐿

𝑟𝑟𝐾𝐾

𝑒𝑒𝐷𝐷 𝑒𝑒𝐸𝐸𝑟𝑟𝐸𝐸

𝑠𝑠𝜀𝜀 𝑒𝑒𝐹𝐹𝑟𝑟𝐹𝐹

𝑟𝑟𝐼𝐼

Subject Alias (SA) : Given E = {(fnl(sε, rε), oε)}, SA assesses whether f ′llm can effectively
recognize a subject alias s′ε and produce the correct response, i.e., f ′llm(fnl(s

′
ε, rε)) = oε.

Object Alias (OA): Given E = {(fnl(sε, rε), oε)}, OA assesses whether f ′llm can predict an alias of
the object, o′ε, i.e., f ′llm(fnl(sε, rε)) = o′ε. In practice, we take the top-k predicted tokens to evaluate
its recall of the corresponding token sequence.

A.2 Criteria for Locality

The definition of locality criteria is relatively simpler compared to generality. The challenge of
locality mainly arises from its overlap with the edit triple tε = (sε, rε, oε). Below, we define each
criterion and align it with the structured definitions illustrated in Figure 1.

Completely unrelated (W/O): W/O expects f ′llm to preserve responses to facts that are completely
unrelated to tε, i.e., f ′llm(fnl(s, r)) = fllm(fnl(s, r)), where {s} ∩ {sε, oε} = ∅ and r ̸= rε. It
corresponds to the non-crossed case.

Subject Specificity (SS) : SS expects f ′llm to preserve responses to facts related to sε, i.e.,
f ′llm(fnl(sε, r)) = fllm(fnl(sε, r)) holds for r ̸= rε. It corresponds to the subject-crossed case.

Relation Specificity (RS) : RS expects f ′llm to preserve responses to facts related to rε, i.e.,
f ′llm(fnl(s, rε)) = fllm(fnl(s, rε)) holds for {s}∩ {sε, oε} = ∅. It corresponds to the relation-crossed
case.

Object Specificity (OS): OS expects f ′llm to preserve responses to facts related to oε, i.e.,
f ′llm(fnl(oε, r)) = fllm(fnl(oε, r)) holds for r ̸= rε. It corresponds to the object-crossed case.

1-N Forgotten (1-NF) : For a one-to-many relation rε, 1-NF expects f ′llm(fnl\oε(sε, rε)) =
fllm(fnl\oε(sε, rε)), where fnl\oε(sε, rε) prompts the LLM to recall objects excluding oε. It cor-
responds to the subject-relation-crossed case. In addition, since subject and object are symmetri-
cal, NMCS also accordingly introduces object-relation-crossed case, which can be formulated as
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Table 5: Partial keywords of each domain and count of retrieved entities.
Sectors Domains Keywords # Entities

Nat. Sci.

Astronomy constellation, dark energy, radiation, cosmological 557,136
Biology phylogeny, reproductive, ecological, vaccination 4,966,158

Chemistry nanotechnology, molecular, ionic, polymer, pH 1,606,057
Geoscience fossil, glacier, volcanology, erosional, lava, sediment 1,051,126

Mathematics vector space, proof, trigonometry, algebra, continuity 866,576
Physics radiation, quantum, dark energy, velocity, relativity 249,085

Human.
Art rhythm, painting, figurative, artwork, artist, gallery 2,882,212

History conquest, biography, monarchy, chronicle, dictatorship 1,734,319
Literature figurative, biography, poetry, metaphorical, emotional 864,289

Philosophy analytic, objective, universal, idealism, atheistic 176,704

Soc. Sci.

Economics market, economical, global, developmental, economic 424,523
Jurisprudence international law, administrative law, dispute, tribunal 471,473

Pedagogy inclusive education, syllabus, curricular, discipline 300,350
Political Science ideology, electoral system, political party, socialism 1,783,002

Psychology behavioral, depressed, emotional, empathy, anxious 587,128
Sociology inequality, public policy, racial, collective behavior 1,049,245

App. Sci.

Agronomy hydroponics, irrigated, agroforestry, ecological 720,670
Civil Engineering sustainable, construction site, earthquake-resistant 982,906
Computer Science server, database, binary, debugged, version control 877,716

Mechanical Engineering casting, pulley, manufacturing, shaft, cylinder, valve 230,953
Medicine disease, surgery, palliative, therapy, postoperative 700,260

Inter. Stu.
Data Science random forest, preprocessed, supervised learning 113,383

Environmental Science environmental impact, contamination, weather-related 3,344,141
Material Science ductility, material processing, bio-compatible 200,031
Sports Science exercise, hydrated, rehabilitation, muscle, workout 964,996

f ′llm(fnl\sε(oε, r
′
ε)) = fllm(fnl\sε(oε, r

′
ε)), where r′ε denotes the inverse of rε and also follows a

one-to-many mapping.

The above definitions cover only the individual criteria. Based on NMCS and the random selection
of aliases, various combinations of these criteria can form highly challenging and comprehensive
editing evaluations, as illustrated by the example in the bottom row of Table 3 and Table 4.

B Construction Details of UNIEDIT

The detail of the enumeration of domain keywords (step 2) is shown below, and the prompts used for
final data generation (step 5) are provided in Appendix E.

Enumeration of Domain Keywords (Step 2): We use the following prompt to generate domain
keywords with GPT-4:

Prompt to Generate Domain Keywords

Provide the derivative vocabulary and terminology for the domain, including nouns and
adjectives. For example, in the subject of biology, words like biologist, organism, and cell are
included. Pay attention to the polysemy of words, such as ’abstract’ and ’traditional’ in the
art subject, which can cause confusion, so do not include them. Enclose each word in double
quotation marks and separate them with commas. Use an additional line break to separate
nouns and adjectives. Be careful not to generate same words repeatedly.
Now, provide the derivative vocabulary for the domain of {}:

Approximately 100 keywords are generated for each domain, with Table 5 showing part of keywords
from each domain.
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Table 6: Data count statistics of UNIEDIT across different data types. The right six columns show the
counts of non-entity tails, with "Coord." and "MNLT" representing globe-coordinate and monolingual
text, respectively.

Types Data Entity Relation String Quantity Time Math Coord. MNLT
Edit 311,142 363,014 1,770 13,434 29,211 26,669 2,377 4,940 167

Generality 311,142 440,772 1,864 15,220 35,889 33,416 2,637 7,810 192
Locality 311,142 394,889 1,784 16,126 31,417 31,427 1,730 19,506 128
Union 933,426 703,282 1,934 44,780 96,517 91,512 6,744 32,256 487

Agronomy Art Astronomy Biology Chemistry

Civil Engineering Computer Science Data Science Economics Environmental Science

Geoscience History Jurisprudence Literature Material Science

Mathematics Mechanical Engineering Medicine Pedagogy Philosophy

Physics Political Science Psychology Sociology Sports Science

Figure 7: Word cloud of head entity descriptions across domains.

C Additional Statistics and Discussion for UNIEDIT

C.1 Basic Statistics

Table 6 presents the distribution of UNIEDIT across different data types. Figure 7 shows the word
cloud distributions of head entity descriptions in the edit samples across different domains. Figure 8
and Figure 9 present the complete data count statistics across combinations of recognized criteria
for generality and locality, respectively. These statistics highlight the diversity and comprehensive
coverage of UNIEDIT in terms of data types, knowledge domains, and evaluation criteria.

C.2 Human Assessment of Data Quality

To validate data quality, we expand on the human evaluation process. Based on the sampling theory
formula n = Z2p(1− p)/e2 = 1.962 · 0.5 · (1− 0.5)/0.052 ≈ 385, we randomly select 385 items
from UniEdit (containing 311K items, treated as a large population) for human evaluation. This
corresponds to a 95% confidence level (reflected by the z-score Z = 1.96) and a ±5% margin of
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Figure 9: Data count statistics of UNIEDIT across combinations of recognized locality criteria.

error (e = 0.05). Here, p denotes the estimated proportion in the population and is set to 0.5 to yield
the maximum required sample size. The formula gives the smallest sample size needed to ensure the
evaluation reflects the population within an acceptable margin of error.

The human evaluation is conducted according to two criteria:

Fluency (Score: 1–5): Measures whether the prompt is grammatically correct and conforms to
natural language usage.

1 - severely ungrammatical or unnatural;

3 - generally fluent with minor errors;

5 - fully fluent and natural, with no grammatical issues.

Logical Consistency (Score: 1–5): Evaluates whether the generated prompt is logically consistent
with the structured multi-hop chain.

1 - the prompt completely fails to represent the multi-hop chain or introduces errors;

3 - partially reflects the reasoning structure but contains missing or ambiguous logic;

5 - fully consistent with the reasoning chain, clearly and faithfully reflecting all steps.

Five researchers independently evaluate the sampled data. We use Krippendorff’s alpha to assess the
agreement among evaluators. The core idea is to compare the observed disagreement (Do) with the
disagreement expected under random assignment (De), using the formula: α = 1−Do/De. An α of
1 indicates perfect agreement, 0 means agreement at the level of randomness, and negative values
indicate systematic disagreement. Krippendorff’s alpha supports various levels of measurement,
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Table 7: Human-based assessment of UniEdit quality.

Prompt Type Criterion Mean Score Agreement

Edit Rquest Fluency 4.81 0.60
Logical Consistency 4.92 0.46

Generality Fluency 4.75 0.54
Logical Consistency 4.72 0.63

Locality Fluency 4.78 0.61
Logical Consistency 4.67 0.57

including nominal, ordinal, interval, and ratio. We adopt the interval level of measurement to
accurately capture the numerical differences between raters’ scores. The results of the assessment are
presented in the Table 7

C.3 Discussion on Bias Propagation from Source Data

Benefiting from Wikidata’s global crowdsourcing, the platform offers broad knowledge coverage as
its primary advantage. However, its open nature also introduces risks of erroneous or inconsistent
content, which may propagate into UniEdit. UniEdit is specifically designed to promote editability
and logical consistency, allowing models to follow edits while maintaining coherent reasoning chains.
Even if some knowledge is factually incorrect, the multi-hop structure of the knowledge graph ensures
that inference paths remain logically self-consistent. For example, suppose Wikidata contains an
incorrect fact such as (United States, capital, New York). Then, another triple sampled under the
generality setting might be (The Statue of Liberty, located in, New York), rather than anything related
to Washington, D.C. Given both triples are injected into the LLM, a prompt like "Is the Statue
of Liberty located in the capital of the United States?" should yield a positive answer. As such,
isolated factual errors have limited impact on the dataset’s evaluation reliability. For comparison, the
Counterfact [16] dataset is directly built upon counterfactual knowledge.

Another potential issue in Wikidata is the imbalance in attribute richness across entities: mainstream
entities tend to have more comprehensive property links, in contrast to less common entities. This
may cause UniEdit to support more complex and diverse evaluation criteria for popular entities, while
rare ones may only allow for simpler criteria, such as rephrasing. We consider this acceptable, as it
aligns with the frequency of usage and relevance in large language model applications. To further
improve coverage and accuracy in the future, integrating Wikidata with expert-curated knowledge
bases could be a viable solution.

Additionally, systemic biases may arise from contributors’ language, culture, interests, or levels of
activity. For instance, during the data preprocessing stage, we observed a disproportionately large
number of Indian street addresses among location-type entities. To mitigate this, we applied targeted
filtering. Furthermore, during the entity sampling stage, the applied repetition-based sampling decay
strategy further alleviated such imbalances.

C.4 Discussion on Bias Propagation from Commercial Models

In keyword generation, domain-related biases may arise due to the distribution of GPT-4’s underlying
corpus. The generated keywords represent a specific "slice" of GPT-4’s understanding of a given
domain. We consider this influence to be limited, as we generate nearly a hundred keywords per
domain and manually assess them, performing multiple rounds of generation to ensure their diversity
and representativeness. Overall, the selected keywords broadly cover the union of GPT-4’s and human
researchers’ understanding of each domain. Finer-grained domain categorization and more targeted
keyword generation can be explored in future work.

In data generation, structured reasoning chains effectively constrain the semantic space of content
produced by DeepSeek. Therefore, the primary source of potential bias lies in the model’s trade-off
between adherence to instructions and freedom in generation. Excessive adherence may lead to
repetitive syntactic patterns, while excessive freedom may result in incorrect outputs. Through
empirical testing, we found that setting the token sampling temperature to 0.5 strikes an effective
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Table 8: Hyperparameters of editors based on direct editing.

Editors Backbones Iterations Optimizers Learning Rate Modified Layer

FT
GPT2-XL 25 AdamW 5e-4 21

GPT-J 25 AdamW 5e-4 21
LlaMa-3.1 25 AdamW 5e-4 21

ROME [16]
GPT2-XL 20 Adam 5e-1 17

GPT-J 20 Adam 5e-1 5
LlaMa-3.1 25 Adam 5e-1 5

T-Patcher [38]
GPT2-XL 75 Adam 1e-2 47

GPT-J 75 Adam 1e-2 27
LlaMa-3.1 75 Adam 1e-2 31

GRACE [39]
GPT2-XL 100 Adam 1 35

GPT-J 100 Adam 1 25
LlaMa-3.1 100 Adam 1 27

AlphaEdit [33]
GPT2-XL 20 Adam 5e-1 13, 14, 15, 16, 17

GPT-J 25 Adam 5e-1 3, 4, 5, 6, 7, 8
LlaMa-3.1 25 Adam 1e-1 4, 5, 6, 7, 8

balance. For reference, the official recommendations suggest a temperature of 0 for code generation,
1.0 for data analysis, and 1.5 for creative writing tasks.

D Additional Experimental Details

In this section, we first provide additional experimental setting details that were omitted from the
main paper. Then, we evaluate the sequential editing performance of the editors on UNIEDIT. Finally,
we present case studies to illustrate the behavior of the editors in practice.

D.1 Experimental Settings

This subsection provides detailed information on the backbones, baseline editors, evaluation, and the
experimental environment.

Backbones: Please refer to the footnotes to obtain the model weights for the following backbones:
GPT2-XL (1.5B)3, GPT-J (6B)4, and LlaMa-3.1 (8B)5.

Baselines: For methods based on direct editing, FT involves fine-tuning an intermediate layer
of the LLM until the maximum number of iterations is reached. ROME [16] employs attribution
analysis to locate the most influential layer and performs a rank-one update on its weight matrix.
T-Patcher [38] modifies the LLM by incorporating and training extra neurons within the FFN of
its final layer. GRACE [39] introduces retrieval-based adapters designed for continual editing,
leveraging a dictionary-style structure to construct new mappings for representations that need to
be modified. AlphaEdit [33] improves upon ROME by projecting updates into the null space of
preserved knowledge, thereby enhancing locality. Following [10], the key hyperparameters for these
editors are summarized in Table 8. For methods leveraging editing priors, IKE [44] leverages training
samples as contextual information, enabling the LLM to learn through in-context learning how to
adapt relevant inputs according to editing requirements. In our experiments, we construct the context
by randomly sampling multiple examples from the UNIEDIT training set until reaching the LLM’s
context limit, reserving space for test inputs. SERAC [37] maintains edit samples in memory and
employs a scope classifier to identify relevant inputs, which will be routed to a counterfactual model
to generate modified responses. In our setup, we adopt multi-qa-mpnet-base-dot-v16[54] as
the classifier and OPT-125M7 [55] as the counterfactual model. For training these two modules, we

3https://huggingface.co/openai-community/gpt2-xl
4https://huggingface.co/EleutherAI/gpt-j-6b
5https://huggingface.co/meta-llama/Llama-3.1-8B
6https://huggingface.co/sentence-transformers/multi-qa-mpnet-base-dot-v1
7https://huggingface.co/facebook/opt-125m
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Figure 10: Sequential editing performance of different editors on UNIEDIT across three backbones.
IKE is omitted as it does not support sequential edits.

set the learning rate to 1e-4, the batch size to 8, and the maximum number of iterations to 50K, with
early stopping applied if the loss does not decrease.

Evaluation: For the computation of generality and locality scores, we obtain the predicted probability
distribution over the object candidates and check whether each object token appears within the top-5
predictions, assessing whether the post-edited LLM effectively improves the recall priority of the
corresponding concepts. For judgment-type queries (e.g., same-entity reasoning), we evaluate based
on the top-1 prediction. For multi-hop queries, we first check if the LLM knows the non-edited hops.
If not, we temporarily edit the single-hop samples into the model to bridge the multi-hop queries.

Environment: All experiments are conducted on a high-performance computing platform equipped
with dual Intel Xeon Gold 5320 CPUs (52 cores) and two NVIDIA A800 GPUs. The operating
system is Ubuntu 20.04.6 LTS, and the Python environment is based on version 3.11.9.

D.2 Sequential Editing

Sequential editing assesses whether a knowledge editor can robustly perform a sequence of edits,
which is critical for real-world applications that require continuous model updates. Figure 10 presents
the sequential editing performance of different methods on UNIEDIT across the three backbones.

Performance degradation trends are consistent across backbones for most editors. As the number
of edits increases, editing performance generally declines, with ROME showing the most severe
drop. By leveraging null-space projection, AlphaEdit significantly improves robustness against edit
count for ROME-style methods. GRACE and SERAC, which incorporate retrieval mechanisms,
demonstrate the highest robustness to sequential edits. Notably, GRACE’s performance remains
nearly unchanged even after a large number of edits. However, its strong linear semantic assumption
severely limits the ability to retrieve relevant samples, leading to generality scores nearly identical to
the unedited model. In contrast, SERAC benefits from edit training, which facilitates the retrieval of
semantically related knowledge and leads to strong generality and robustness. This highlights the
importance of constructing effective edit training datasets to enhance knowledge editing.
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Table 9: General Performance of LLaMA-3 (8B) after 1,000 edits on UNIEDIT, tested on four
benchmarks: CSQA, ANLI, MMLU, and SQuAD-2.

Editor CSQA MMLU ANLI SQUAD-2 Average
W/O 70.52 61.27 34.60 35.24 50.41
FT 55.12 53.73 33.73 12.69 38.82

ROME 20.88 22.33 33.07 0.01 19.07
SERAC 70.31 60.70 34.08 34.69 49.95

T-Patcher 19.25 25.73 32.20 2.17 19.84
GRACE 70.23 61.05 34.12 34.81 50.05

AlphaEdit 69.15 60.48 33.81 33.51 49.24

Table 10: GPT2-XL outputs after applying various editors to a representative astronomy domain case
in UNIEDIT.

Instance
(Astronomy)

Edit (Reliability) Generality (MH, OA) Locality (OS)

The planetary nebula NAME PN 
Jo 1 is located in the constellation 
→ Cepheus (Cep, Cephei)

The constellation of NAME PN J
o 1 shares a border with Cygnus

The area of Cepheus is 589 s
quare degree

W/O of Pisces. It is a planetary nebula, 
a star-forming region ...

the constellation of NU 1.\n\nThe
constellation of NAME PN ...

a large, flat plain, with a few 
hills and a few small hills ...

FT Cepheus (Cep, Cephei) in the con
stellation Cep, Cephei (Cep ...

the constellation of VENUS (VE
N) and the constellation of C ...

the most important for the stu
dy of the evolution of the ...

IKE Cepheus (Cep, Cephei)\n\n<New 
Facts>:\n\nThe planet Neptune ...

Cygnus\n\n<New Facts>:\n\nThe
planet of the same name is ...

approximately 1,000,000 km
2\n\n<Query Answer>:\n\nT
he area of C ...

ROME Cepheus (Cep, Cephei) and is loc
ated in the constellation C ...

a bright star KIC 8462852 (KIC 8
462852) with a magnitude of ...

a large, flat plain, with a few 
hills and a few small hills ...

SERAC Cephei) The Gepheikscape (Cep, 
Cephei) The Gepheikscape (C ...

the constellation of Cepheiksandr
, Cephei) Order of the ...

the planet-sized planet that is 
the home-time, the planet- ...

T-Patcher Cepheus (Cep) (Cep) (Cep) (Cep
) (Cep) (Cep) (Cep ...

the Cepheus Cepheus (Cepheus 
Cepheus) (Cepheus Cepheus) ...

a large, flat plain, with a few 
hills and a few small hills ...

GRACE Cepheus (Cep, Cephei) and is ab
out 1,000 light-years away. ...

the constellation of NU 1.\n\nThe
constellation of NAME PN ...

a large, flat plain, with a few 
hills and a few small hills ...

AlphaEdit Cepheus (Cep, Cephei) and is the 
brightest of the Cepheids ...

a large, low-mass companion J2, 
with a mass of about 0.5 M ...

a large, flat plain, with a few 
hills and a few small hills ...

D.3 General Performance after Sequential Editing

Table 9 presents the evaluation results of LLaMA-3 (8B) after 1,000 edits on UNIEDIT, tested on four
representative general-purpose benchmarks: CSQA [56], ANLI [57], MMLU [58], and SQuAD-2
[59]. Specifically, CSQA evaluates commonsense knowledge, ANLI measures reasoning ability,
MMLU assesses exam-level proficiency, and SQuAD-2 focuses on reading comprehension. The
evaluation metric for CSQA, MMLU, and ANLI is the accuracy of multiple-choice selections, while
for SQuAD-2, it is the inverse of the LLM’s perplexity (PPL) on the answer text, reflecting its
confidence in generating the correct response.

L&E-type methods such as ROME and MEMIT suffer from significant performance degradation
due to accumulated weight updates, which cause harmful parameter norm growth and disrupt model
stability [18, 33]. AlphaEdit mitigates this via null-space projection and cached updates. External
module-based methods generally perform better, especially those with retrieval mechanisms (e.g.,
SERAC, GRACE), as they can bypass inputs semantically distant from edited knowledge. Notably,
despite early concerns about catastrophic forgetting, Fine-Tuning (FT) preserves general performance
better than some L&E methods in sequential editing. Furthermore, a positive correlation between
general performance degradation and locality degradation can be observed through comparison with
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Table 11: GPT2-XL outputs after applying various editors to a representative art domain case in
UNIEDIT.

Instance
(Art)

Edit (Reliability) Generality (MH, OA) Locality (SS)

The drawing titled "Sitzende Fra
u in Wäsche (Half Nude Seated) [
p. 36]", housed in the National G
allery of Art (NGA 65275), was c
reated by → Max Beckmann (Ma
x Beckman, Max Carl Friedrich
Beckmann, m. beckmann)

The artwork created by Max Be
ckman, who is also the creator
of "Sitzende Frau in Wäsche
(Half Nude Seated) [p. 36]", inc
ludes Weibliche Badende (Swi
mmer) [p. 7]

The width of "Sitzende Frau in
Wäsche (Half Nude Seated) [p
. 36]" is 16.5 centimetre

W/O the artist in the early 1930s. The
drawing is a portrait of ...

a number of women in various s
tates of undress. The women ...

not specified.\n\nThe width of
"Sitzende Frau in Wäsche ...

FT Max Beckmann (Max Beckman,
Max Carl Friedrich Beckmann ...

male nudes, but it is not limited
to male nudes. For ...

6' 4" (183 cm).\n\nThe photo i
s of a woman, probably ...

IKE Max Beckmann (Max Beckman,
Max Carl Friedrich Beckmann ...

a nude female figure seated on a
chair, with her legs ...

approximately 1.5 cm\n\n<Ne
w Facts>:\n\nThe drawing ...

ROME Max Beckmann (Max Beckmann
, Max Beckmann, 1876-1952) ...

the title character, Max Beckma
n, Max Beckmann, Max Beck ...

not given.\n\nThe width of "Si
tzende Frau in Wäsche ...

SERAC Max Beckmann (Max Beckman,
Max Carl Friedrich Beckmann ...

"Sitzende Frau in Wäsche (Half
Nude Seated)"]"]"]"]"]"]"]"] ...

1.5 cm inches centimetres.5 c
m inches centimetres.5 cm ...

T-Patcher Carl Friedrich Carl Friedrich Carl
Friedrich Carl Friedrich ...

a number of women in various s
tates of undress. The women ...

not specified.\n\nThe width of
"Sitzende Frau in Wäsche ...

GRACE Max Beckmann (Max Beckman,
Max Carl Friedrich Beckmann ...

a number of women in various s
tates of undress. The women ...

not specified.\n\nThe width of
"Sitzende Frau in Wäsche ...

AlphaEdit Max Beckmann (Max Beckmann
)\n\n[Max Beckmann]\n\nBeck...

the phrase "In der Natur" (In Na
ture)\n\nThe phrase "In der N ...

not given.\n\nThe width of "Si
tzende Frau in Wäsche ...

Figure 10. This is attributed to the fact that general evaluation samples are usually independent of the
edited samples and can therefore be regarded as a type of locality evaluation.

D.4 Instance Analysis

We present the outputs of GPT2-XL on representative cases in Table 10, Table 11, and Table 12,
where the model’s top-1 predictions are shown. Before editing, GPT2-XL fails to produce correct
answers in all three cases. After editing, most editors enable the model to follow the edit instructions
with high reliability, while keeping the output consistent with the original model on locality samples.
Notably, IKE exhibits relatively poor locality: its output included part of the in-context learning
instruction.

The most significant divergence among editors lies in their generality. In the MH generality evaluation
(Table 10 and Table 11), although additional intermediate hops are also edited into the model, only
IKE is able to correctly predict the final answer. This highlights a common weakness among editors
in integrating and leveraging multiple related edits. In Table 12, for non-MH generality evaluation,
most editors—except for SERAC—still fail to generalize the reversed relational fact: the first few
generated tokens are identaical to those of the original model (W/O). For the SERAC case, after
generating the correct answer, it started to produce repetitive or meaningless tokens. This suggests
that the effectiveness of SERAC’s counterfactual model largely determines the quality of its responses
to edit-relevant inputs.

E Data Generation Prompts

We use the following prompt to transform structured edit triples into natural language, forming
cloze-style sentences:
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Table 12: GPT2-XL outputs after applying various editors to a representative computer science
domain case in UNIEDIT.

Instance
(Computer

Science)

Edit (Reliability) Generality (RR) Locality (OS)

PL/Lua, an implementation of the 
Lua programming language for 
PostgreSQL database systems, fo
llows the programming paradigm 
of → procedural programming

A language that follows the progr
amming paradigm of procedural 
programming can be PL/Lua

A subclass of structured prog
ramming is procedural progra
mming

W/O the PostgreSQL database system.
\n\nThe Lua language is a ...

used to implement a program that 
is not only easy to ...

called functional programmin
g. Functional program ...

FT procedural programming. The lan
guage is designed to be easy ...

used to implement a wide variety 
of applications. The most ...

called functional programmin
g. Functional program ...

IKE procedural programming\n\n<Ne
w Facts>:\n\nThe name ...

used to create a database system t
hat follows the ...

the object-oriented programm
ing paradigm.\n\n<Query ...

ROME procedural programming.\n\nThe 
primary goal of this manual is ...

used to implement a program that 
is not only easy to ...

called object-oriented progra
mming. It is a ...

SERAC procedural programming progra
mming programming ...

Lua programming programming
programming programming ...

called functional programmin
g. Functional program ...

T-Patcher procedural programming. Proced
ural programming is a ...

used to implement a program that 
is not procedural. For ...

procedural programming. Pro
cedural programming is a ...

GRACE procedural programming. The Lu
a language is a dynamic, ...

used to implement a program that 
is not only easy to ...

called functional programmin
g. Functional program ...

AlphaEdit procedural programming.\n\nThe 
procedural programming ...

used to implement a program that 
is not only easy to ...

called functional programmin
g. Functional program ...

Prompt to Transform Structured Editing Data into Natural Language

Given a structured knowledge:
<Head Entity> [<Head Entity Label>, <Head Entity Description>, [<Alias 1>, <Alias 2>, ...]]
<Relation> [<Relation Label>, <Relation Description>]
<Tail Entity> [<Tail Entity Label>, <Tail Entity Description>, [<Alias 1>, <Alias 2>, ...]]
Please use the given <Head Entity> and <Relation> to generate a natural language sentence,
leaving a blank at the end to predict the <Tail Entity>, forming a cloze test for it.
The output structure should be as follows:
<Cloze Prefix> <A Cloze Prefix> <Cloze Prefix End>
<Cloze> <A Cloze Result> <Cloze End>
<Generation End>
Here are some examples: <Some Examples>
Note: Do not leak information that should be predicted in the <Cloze> within the <Cloze
Prefix>.
Additionally, rewrite the <Relation Label> to improve the fluency of the sentence.
Now, here is the input that needs to be transformed according to the format above:
<Input>
<Head Entity> <Head_Entity_Contents>
<Relation> <Relation_Contents>
<Tail Entity> <Tail_Entity_Contents>
<Output>

The generated edit prompt incorporates the description of the head entity to make the editing
instruction more specific and clear. We use the following prompt to transform structured single chain
data (include generality and locality) into natural language, forming cloze-style sentences:
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Prompt to Transform Single Chain Structured Data into Natural Language

Given a structured multi-hop knowledge chain:
<Knowledge Chain>
<Knowledge 1>
<Knowledge 2>
...
<Knowledge n>
...
<Knowledge N>
<Knowledge Chain End>
Each <Knowledge> has the following structure:
<Head Entity> <Head Entity Label>
<Relation> [<Relation Label>, <Reverse>]
<Tail Entity> <Tail Entity Label>
First, use <Head Entity> and <Relation> in each <Knowledge> to generate a series of one-hop
natural language sentences, leaving a blank at the end to predict each <Tail Entity>, forming
cloze tests.
The <Reverse> sign is a boolean variable, indicating whether to additionally generate one-hop
natural language sentences for the reversed relationship using <Tail Entity> and <Relation>,
leaving a blank at the end to predict each <Head Entity>.
Then, connect the generated one-hop sentences in order to form a multi-hop natural lan-
guage sentence, leaving a blank at the end to predict the final entity mentioned in the last
<Knowledge N>.
The output structure should be as follows:
<One-hop Cloze Prefix 1> ... <One-hop Cloze Prefix 1 End>
<One-hop Cloze 1> ... <One-hop Cloze 1 End>
(If <Reverse> is true)<R-One-hop Cloze Prefix 1> ... <R-One-hop Cloze Prefix 1 End>
(If <Reverse> is true)<R-One-hop Cloze 1> ... <R-One-hop Cloze 1 End>
...
<One-hop Cloze Prefix N> ... <One-hop Cloze Prefix N End>
<One-hop Cloze N> ... <One-hop Cloze N End>
(If <Reverse> is true)<R-One-hop Cloze Prefix N> ... <R-One-hop Cloze Prefix N End>
(If <Reverse> is true)<R-One-hop Cloze N> ... <R-One-hop Cloze N End>
<Multi-hop Cloze Prefix> ... <Multi-hop Cloze Prefix End>
<Multi-hop Cloze> ... <Multi-hop Cloze End>
<Generation End>
Here are some examples: <Some Examples>
Note: If a <R-One-hop Cloze Prefix n> <R-One-hop Cloze n> pair is generated, the generation
of <Multi-hop Cloze Prefix> must refer to the <R-One-hop Cloze Prefix n>, and the <One-hop
Cloze Prefix n> must be ignored.
The input ensures that adjacent one-hop sentences is connected end-to-end, so as to form a
multi-hop long sentence.
Additionally, rewrite the <Relation Label> without changing its original meaning to improve
the fluency of the sentence.
Now, here is the input that needs to be transformed according to the format above:
<Input>
<Knowledge Chain>
<Knowledge_Chain_Content>
<Knowledge Chain End>
<Output>

We use the following prompt to transform a pair of pre-transformed single chain prompts into a
double chain prompt, forming a yes/no question:
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Prompt to Transform a Single Chain Prompt Pair into a Double Chain Prompt

Given two multi-hop cloze questions:
<Multi-hop Cloze Prefix 1> <A Cloze Prefix> <Multi-hop Cloze Prefix 1 End>
<Multi-hop Cloze Prefix 2> <A Cloze Prefix> <Multi-hop Cloze Prefix 2 End>
Their cloze answers are the same. The cloze result will also be provided as a reference:
<Multi-hop Cloze> <Cloze Result> <Multi-hop Cloze End>
Please merge the two <Multi-hop Cloze Prefix> into one natural language question that
judges whether the reasoning results of the two prefixes are the same. The answer should
always be "Yes". The output structure should be as follows:
<Merged Prefix> <A Merged Prefix> <Merged Prefix End>
<Generation End>
Here are some examples: <Some Examples>
<Input>
<Multi-hop Cloze Prefix 1> <_Cloze_Prefix_1_> <Multi-hop Cloze Prefix 1 End>
<Multi-hop Cloze Prefix 2> <_Cloze_Prefix_2_> <Multi-hop Cloze Prefix 2 End>
<Multi-hop Cloze> <_Cloze_Result_> <Multi-hop Cloze End>
<Output>

F Summary of Symbols and Notations

To facilitate understanding, we summarize the symbols and notations used throughout the paper in
Table 13 and Table 14.

Table 13: Summary of functions.

Notations Explanation
t triple

e; s; o entity; head entity (subject); tail entity (object)
r relation
ε editing request
E editing request set
q query
P probability distribution
U uniform distribution

E; Ẽ domain entity set; the full set of filtered entities
S head entity set
U domain keyword set
γ decay base in edit triples sampling
T multi-hop QA chains returned by MNCS

Table 14: Summary of notations.

Functions Explanation
σ(X,P ) Samples from the set X according to the probability distribution P

fllm(q) Large language model that takes a query q as input and returns an answer

fnl(s, r)
Converts a head entity s and relation r into a natural language prompt prefix for predicting
the tail entity

ftwh(e) Samples a triple where entity e appears as the head

ftwt(e) Samples a triple where entity e appears as the tail

ftwhr(e, r) Samples a triple with entity e as the head and relation r

ftwrt(r, e) Samples a triple with relation r and entity e as the tail
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