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Abstract

The rapid proliferation of genomic data, large-scale experiments, and biological
foundation models presents major opportunities for biological discovery, but also
creates significant integration challenges. Researchers often face a landscape of
heterogeneous databases with inconsistent formats, a challenge compounded by
the difficulty of integrating this static knowledge with dynamic predictions from
foundation models. Furthermore, knowledge from publications quickly becomes
outdated and disconnected from new evidence. To address these gaps, we present
Alvessa, a research assistant that orchestrates modular agents to perform user-
intent understanding, context-specific tool calling, reasoning, and evidence-backed
summarization. Alvessa integrates a diverse array of genetic databases, specialized
foundation models, and bioinformatics tools, and dynamically selects tools needed
for a given query. Unlike conventional portals that return data without reasoning, or
general-purpose language models whose conclusions may be outdated due to static
training data, Alvessa actively retrieves relevant evidence for a given query, reasons
over it to synthesize a conclusion, and presents both the answer and its supporting
evidence in an interactive interface. For reproducible assessment, we introduce
GenomeArena, a suite of curated benchmarks for evaluating the framework’s core
components, enabling granular measurement of entity extraction, tool selection,
reasoning, and evidence verification. Our results show high performance while
highlighting limitations when necessary databases are not yet integrated.

1 Introduction

The accelerating pace of genomic research, fueled by advances in sequencing technologies, large-scale
biobanks, and increasingly powerful biological foundation models, has generated vast quantities of
data and opened new avenues for discovery. Yet the promise of these resources remains constrained by
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a fundamental bottleneck: the lack of intelligent, flexible systems that can combine static knowledge
bases with dynamic, context-specific reasoning.

Modern biomedical inquiry often requires querying across dozens of heterogeneous databases, each
with its own schema, user interfaces, update cycles, and specialized expertise. Conventional interfaces
offer limited support for integrative analysis, forcing researchers to manually stitch together sources
and heuristics, write custom scripts, and spend days sifting through disparate portals. General-purpose
language models, while capable of fluent summarization, frequently hallucinate or fail to ground
answers in verifiable sources.

To meet this need, we introduce Alvessa, an agentic research assistant that performs modular reasoning
over structured databases, foundation model predictions, and experimental knowledge. Alvessa infers
user intent, selects and executes the right tools for the task, maintains provenance of all intermediate
artifacts, and synthesizes responses that are explicitly supported by the underlying data, which is
surfaced to the user in an interactive interface. This modular design makes the system extensible as
new tools, datasets, and models emerge, while its evidence-first execution mitigates hallucination and
promotes reproducibility.

To systematically assess these capabilities, we develop GenomeArena, a curated benchmark suite that
probes the core competencies required for trustworthy genomic assistance: precise entity extraction
from noisy queries, accurate and parsimonious tool selection, coherent multi-step reasoning across
heterogeneous outputs, and rigorous evidence verification. Our evaluations show strong performance
across these dimensions consistently surpassing general-purpose large language models (LLMs).

We view Alvessa operating as infrastructure within the genomics ecosystem: an agentic, evidence-
grounded assistant for modular reasoning across heterogeneous resources, and GenomeArena as a
continuously maintained evaluation benchmark that surfaces coverage gaps and guides prioritization
of future database and tool integrations.

2 Background

Modern genomics operates within an ecosystem of specialized databases that evolve on different
schedules, use incompatible schemas and require a lot of specialized knowledge to use. Primary
resources curate or generate domain-specific facts, such as gene and protein interactions in BioGRID
Oughtred et al.| [2021]] and pathway and reaction knowledge in Reactome Milacic et al.|[2023]], while
others organize data at scale, for example protein functions in UniProtKB |The UniProt Consortium
et al.| [2024] and single-cell expression data in CellxGene |Program et al.| [2023]]. Separate portals
focus on access and presentation: some take structured inputs like gene sets or variant lists to return
summaries and visualizations, and others provide integrated, gene- or target-centric views such as
GeneCards |Stelzer et al.| [2016] and the Open Targets Platform Buniello et al.|[2025]]. Genome
browsers like UCSC |Perez et al.|[2025] play a dual role by hosting substantial datasets and providing
high-throughput visualization. Despite the breadth of information, using it effectively is hard, as
identifying relevant information and summarizing it can turn even straightforward questions into days
of manual reconciliation.

With the rise of general LLMs, it is tempting to ask them to answer genomic questions directly, and
biomedical literature tuned models, such as BioGPT |[Luo et al.| [2022], BioMedLLM [Bolton et al.
[2024], Me-Llama Xie et al.|[2025]] and others, make that prospect feel close at hand. However, LLMs
routinely hallucinate, are easily distracted and project unwarranted confidence even after domain
adaptation, a limitation documented broadly and in medical QA and, in part, argued to be intrinsic
to current LLMs Xu et al.|[2024], |Vishwanath et al.| [2025]]. The problem is amplified in genomics’
long-tail of entities: dbSNP alone now catalogs over 1.2 billion reference SNP identifiers (“rsIDs”)
Phan et al.|[2024], making memorization and reliable disambiguation unrealistic. Fine-tuning can
add domain vocabulary and style, but it does not guarantee answers are grounded in the database
records researchers can trust.

A growing set of agentic systems aspires to serve as co-scientists, delivering meaningful gains in
planning and protocol support, but most remain literature-centric or coding tools rather than true,
database-grounded genomic assistants. Google’s Al co-scientist|Gottweis et al.|[2025]] exemplifies this
ambition with multi-agent hypothesis generation and expert-in-the-loop validation, while CRISPR-
GPT Qu et al.|[2025]] automates end-to-end gene-editing design and analysis; both showcase planning
and tool use but still lean heavily on text corpora and predefined workflows. In genomics-specific
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Figure 1: Overview of Alvessa and GenomeArena: (A) System architecture: Alvessa takes user’s
natural-language question about variants, diseases or a scientific hypothesis, extracts entities, and
selects relevant tools and agents to execute based on user intent. Results are passed through an
Al-driven verifier that ensures evidence is grounded in retrieved data; if evidence is insufficient,
retries are triggered until a verified answer with clear basis is produced or number of retries is
exceeded. (B) Areas that are covered by available agents, spanning sequence-driven features (e.g.,
variant-disease associations, regulatory context, pathogenicity) and feature-level annotations (e.g.,
gene annotations, curated interactions, pathway analysis, predicted functional roles). (C) Verification
workflow: proposed answers are explicitly checked for database-supported evidence before accep-
tance. (D) Overview of the GenomeArena, showing diverse tasks (miRNA targets, trait associations,
gene annotation, pathway enrichment, interactions, variant annotation) and sample questions. Each
question also comes with a record of the database that can be used to answer the question.

settings, GeneAgent Wang et al.| reduces hallucinations by verifying gene-set LLM generated
summaries against curated databases, yet its scope is pathway-style analysis and the final outputs do
not expose underlying database evidence inline, limiting use outside those niches. Biomni
[2025] introduces a general-purpose biomedical agent that plans and executes code over a
curated environment of tools and databases, advancing automated research assistance across multiple
domains, while Robin|Ghareeb et al.|[2025] demonstrates multi-agent hypothesis generation with
lab-in-the-loop validation toward therapeutic discovery. Our work is complementary: instead of
generalist code execution or literature-first discovery, we deliver a genomics-first system whose tools
connect to databases directly, with a verifier agent that ties each claim of the response to the returned
records and makes them available in the interactive UI for inspection and follow-up.




3 Alvessa’s design

Alvessa is a multi-agent framework designed to perform structured, evidence-grounded reasoning
for complex genomics queries. The system follows an iterative workflow of query deconstruction,
adaptive tool selection, evidence synthesis, and iterative verification to produce reliable, evidence-
grounded answers (Figure [T} Panels A-C). The following sections detail each component of this
pipeline.

Query understanding. The initial stage of the Alvessa pipeline deconstructs a user’s natural
language query to identify core biological entities. This step is critical as it informs all downstream
processes, particularly tool selection. To ensure robust and comprehensive entity recognition, we
employ an ensemble of three distinct models: (i) GLINER [Zaratiana et al.|[2024]], a general-purpose
Named Entity Recognition (NER) model; (ii) Flair [Weber et al.| [2021]], a domain-adapted model
optimized for biological text; and (iii) a large language model (claude-3-haiku) for broad coverage.
In addition, we perform rule-based extraction of structured identifiers, including Ensembl IDs for
genes, transcripts, and proteins, and dbSNP rsIDs for genetic variants. The final list of entities is
generated from the union of all entities identified by these models. This consolidated set serves as the
primary input for the subsequent tool selection agent.

Tool selection. To handle the heterogeneity of biological questions, Alvessa incorporates an adaptive
tool-selection process. Based on the entities identified from the user query, a rool-selection agent
evaluates the user’s query, the extracted entities, and the descriptions of available tools. In addition
the model is provided with an example of the question-tool combinations. This initial step determines
which external databases or predictive models are most relevant to run first to answer the query.
To ensure this tool selection is not static, after the initial tools are executed, the system state and
the original question are passed to another reasoning model instance. This model then determines
whether additional tools are necessary to answer the query. This approach ensures both efficiency, by
avoiding unnecessary calls, and completeness, by expanding the evidence base only when required.

Synthesis. Following tool execution, the collected data, ranging from curated interaction data
to predicted regulatory effects, are aggregated into a structured system state. Before synthesis, a
condensation step refines this information, trimming verbose outputs and reformatting key data into
concise, natural-language summaries. This structured context is then provided to a synthesis agent,
which integrates the heterogeneous evidence to generate a candidate answer. To enforce factual
grounding, the agent’s output is constrained to a structured format containing two key fields: the
natural-language answer and a list of the specific data entries that support it. This design allows
Alvessa to move beyond simple data retrieval and produce biologically coherent narratives that are
explicitly linked to their underlying evidence.

Verification. To ensure the reliability and accuracy of its outputs, every candidate answer undergoes
a stringent verification process. A verification agent assesses whether the generated answer is fully
and explicitly supported by the evidence cited by the synthesis agent (FigureT] Panel C). It checks
for logical consistency, factual accuracy, and absence of hallucination or unsupported claims. If
the answer lacks sufficient grounding, it is rejected. The framework then re-invokes the synthesis
agent with the directive to generate a new answer based on the same evidence, effectively entering a
refinement loop. This process continues until a verifiable, evidence-grounded answer is produced
or a predefined retry limit is reached. Only answers that successfully pass this verification stage are
returned to the user, guaranteeing that all outputs are trustworthy and evidence-based.

4 Tool catalog

Alvessa integrates a diverse suite of tools to provide comprehensive biological context for genes and
variants (Figure[I] Panel B). These tools are not all executed for every query; instead, a dynamic tool
selector determines which tools are most appropriate to call based on the specific biological question.
The available tools are organized into three main categories: curated databases, predicted functional
and regulatory annotations, and genomic foundation models.



4.1 Curated databases

This category includes established databases that provide manually curated and widely accepted
information on gene-trait associations, biological pathways, molecular interactions, and genomic
structures. These tools form the foundation of our evidence-based annotations and can be called upon
to retrieve foundational knowledge.

Genome Wide Association Studies (GWAS). For comprehensive gene-trait associations, Alvessa
can query the GWAS Catalog Buniello et al.| [2018]], a publicly available database of published
genome-wide association studies. This resource contains over 880k associations, each detailed
with the risk score (e.g., odds ratio or beta coefficient), study sample size, and PubMed ID of the
publication. We consider associations with a p-value less than the conventional significance threshold
of 5 x 1078, resulting in a set of 500k significant associations.

Pathway and functional annotations. Pathway-level context can be provided by Reactome, which
links genes to their respective biological pathways, deduplicated for a concise representation. Further
functional detail may be derived from Gene Ontology (GO)|Ashburner et al.|[2000] terms queried
from UniProt. A GO summarization tool distills these terms to highlight gene’s key biological roles.

Gene interaction networks. Alvessa utilizes BioGRID to retrieve curated interaction partners for
a gene of interest. The framework queries BioGRID’s API and organizes interaction data by the
experimental system used for detection. While primarily focused on human data, selected non-human
interactors, such as those from synthetic lethality studies, are also included.

Gene structure and variant annotations. Information on gene structure, including genomic location,
number of transcripts, and their complexity (e.g., number of exons), can be retrieved using Gencode
Mudge et al.| [2025]. To annotate genetic variants, the system leverages the Single Nucleotide
Polymorphism Database (dbSNP) [Phan et al.| [2024]], a public archive of short genetic variations.
This tool is used to retrieve precise genomic coordinates (chromosome, position, reference/alternative
alleles) mapped to specific reference genome assemblies (e.g., GRCh37/GRCh38). Furthermore, it
can provide population-specific allele frequencies, offering essential context on variant prevalence
across diverse global populations.

4.2 Predicted functional and regulatory annotations

To supplement curated data, Alvessa can call upon tools that provide computationally predicted
annotations for gene function and regulatory interactions, offering insights beyond experimentally
confirmed knowledge.

HumanBase. Alvessa is integrated with HumanBase, a resource that provides data-driven predictions
of gene function, regulation, and interactions across human tissues and cell types. Specifically, we
use it to obtain predicted functional annotations per gene, subsequently filtered to retain only the
most confident predictions (> 0.9). These represent likely gene functions beyond direct experimental
evidence.

miRNA targets. The miRDB tool adds regulatory perspective by annotating miRNA entities with
their predicted gene targets using the miRDB v6.0 database |Chen and Wang|[2019]. By incorporating
miRNA-gene regulatory links across species, this tool extends Alvessa’s ability to connect noncoding
RNA activity with gene-level functional outcomes.

4.3 Genomic foundation models

Alvessa also leverages state-of-the-art deep learning models to interpret the functional consequences
of genetic variation, providing predictive insights when needed.

AlphaMissense. The pathogenicity of missense variants can be assessed using AlphaMissense
Cheng et al|[2023]], a deep learning predictor that integrates a protein language model, structural
features, and population frequency data. Although variant locations are retrieved for both GRCh37
and GRCh38 assemblies, AlphaMissense operates on GRCh38 coordinates. Since scores are gene-
specific, a match of both the coordinate and gene ID to the gene of interest is required. When
the tool is called, pathogenicity predictions are added for every SNP in the state that has a valid
AlphaMissense score.



Sei. For non-coding variants, Alvessa can employ Sei|Chen et al.|[2022], a sequence-based founda-
tion model that predicts regulatory activity. Sei classifies any given genomic sequence into one of 40
"sequence classes," allowing the region surrounding a variant to be annotated with its most likely
regulatory function.

ExpectoSC. To predict the impact of variants on gene expression, Alvessa can apply ExpectoSC
Sokolova et al.| [2023]], a deep learning model trained on sequence data across 105 cell types. The
model scores variants in a 40 kb window around gene’s transcription start site, and its predictions are
z-score normalized against a background of common variants. The cell types predicted to have the
strongest up- or down-regulation effects are highlighted for further analysis.

5 GenomeArena

To rigorously assess the performance of our agentic system, we introduce GenomeArena, a benchmark
structured into two complementary parts: (i) prerequisite skills (entity extraction and tool selection)
that ensure reliable grounding and orchestration; and (ii) fask-oriented biological benchmarks that
simulate real-world queries (Figure|l} Panel D).

Entity extraction. Correctly resolving biological entities (genes, transcripts, variants, miRNAs,
traits/diseases, genomic loci) is a prerequisite for any downstream reasoning. This benchmark
evaluates whether the system can robustly identify mentions of aforementioned entities independent
of any subsequent biological tool use.

Tool selection. Beyond recognition, effective assistance depends on choosing and sequencing tools
appropriately. Given a query and an available toolset, this category measures whether the agent
selects a minimally sufficient set, invokes tools in a coherent order, and avoids unnecessary calls,
quantifying orchestration skill separately from factual accuracy.

Task-oriented biological benchmarks comprise a multiple-choice question set tailored to genomics.
Questions are grouped by the biological task they represent (detailed below) and emphasize realistic,
task-driven scenarios that mirror real-world queries. Example questions are presented in Table T]in
the Appendix.

Trait association. Identifying associations between genetic variants and observable traits or diseases
is a fundamental task in genetics. This set of questions is designed to evaluate the model’s ability to
accurately recover gene-trait associations.

Gene annotation. Understanding gene’s structure, including its various transcripts from alternative
splicing, is important for a variety of downstream tasks and experiments. This category focuses on
retrieving specific details of gene structure without manual database searches.

Variant effects. Annotating variants with functional impact helps to prioritize them for further study
and clinical assessment. This benchmark tests the ability of the system to answer more complex,
multi-step questions, streamlining the process of identifying high-priority variants for functional
studies and clinical follow-up.

Gene interactions. Proteins function within intricate networks of interactions, and mapping these is
essential for understanding cellular processes and molecular mechanisms of disease. Questions in
this category probe the system’s ability to analyze biological networks.

Pathway analysis. Contextualizing a gene within its relevant biological pathways is key to under-
standing its function. This benchmark assesses the ability to place genes in a functional context,
giving biologists immediate functional context for a gene of interest, helping to form hypotheses
about its role in the cell.

miRNA targets. Identifying gene targets of miRNAs is critical to determine their biological function
as well as the role they play in disease onset. Questions in this category test the ability to accurately
retrieve and recognize predicted targets for a given miRNA of interest.



Model
1.0 Alvessa
= Claude

0.8

0.0 - 0.0l

0.
Gene MIiRNA Trait Interactions  Variant Pathways dbQA LabBench
annotations  targets association annotation

=]
o

Accuracy
Accuracy
°
&

=]

>
o
o

N

Figure 2: Evaluation of Alvessa against claude-sonnet-4. (A) Accuracy on the GenomeArena
multiple choice questions; (B) Accuracy on the set of 100 dbQA LabBench questions.

6 Results

Across the GenomeArena benchmarks, Alvessa consistently surpasses Claude (claude-sonnet-4,
demonstrating both the reliability of the framework and the value of integrating databases into the
reasoning process (Figure 2JA).

The largest gains occur in gene annotation and miRNA target prediction. These categories are
particularly important because they illustrate cases where language models alone are insufficient.
Questions such as the number of exons in a gene or known miRNA targets may appear straightforward,
yet LLMs frequently fail to provide accurate answers. Alvessa, by grounding responses in reliable
databases, delivers high accuracy in these domains, highlighting the gap between perceived and actual
LLM capabilities.

For pathway-level tasks, Claude’s baseline performance is already relatively strong, likely reflecting
broader coverage of pathway relationships in training corpora. Even so, Alvessa consistently performs
better, with the added advantage of drawing from up-to-date pathway databases rather than relying
on static model memorization. This highlights how database integration complements pretrained
knowledge by providing current and verifiable information.

Finally, we evaluate Alvessa on a set of 100 dbQA questions from LabBench (Figure 2B). Again,
Alvessa clearly outperforms Claude, but the absolute performance is lower than on GenomeArena.
This is expected, as some LabBench questions rely on resources not yet included in the system, for
example Gene Transcription Regulation Database |Kolmykov et al.| [2020]. Addressing these gaps
will be a critical step in future iterations of the framework.

We next examine tool selection behavior, enabled by the metadata available in GenomeArena.
Across tasks, Alvessa’s tool-selection agent is highly reliable, almost always invoking the correct
tools (Table[A.T]in Appendix). The only systematic deviations occur in the more complex queries
requiring both the GWAS Catalog and AlphaMissense; in these edge cases, the model occasionally
failed to complete the full sequence of calls. Interestingly, we also observe the inverse pattern:
questions that trigger extra, unnecessary tools. This effect is most apparent in pathway queries
(Reactome tool), which on average include one additional tool invoked. Closer inspection revealed
that alongside Reactome, Alvessa sometimes invoked HumanBase functional annotation tools and
UniProt, reflecting partial overlap in the types of evidence relevant to pathway-level reasoning.

A critical component of Alvessa is reliable entity recognition, since downstream tool selection
depends on accurate identification of genes, variants, and traits in user queries. To evaluate this step,
we benchmarked multiple extraction approaches across eight sets spanning a range of entity types
and complexities. Example queries and results are presented in Tables [3]and ) in the Appendix,
respectively. Claude-haiku alone performs competitively on simple cases but shows noticeable drops
in accuracy for more complex sets (e.g., set6-set8, multiple genes with inconsistent sentence structure).
In contrast, dedicated NER models such as Flair and GLiNER achieve consistently higher accuracy
across all sets. The strongest performance is obtained by combining methods: Flair+GLiNER
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Question
How does NUCKS1 play a role in cancer compared to viral infections, and what s the overlap of these roles?

UniProt (base)
NUCKS1

Detected Entities
Genes: ucks:

mbination (HR) . Binds double-stranded DNA (dsDNA)
than RADSTAPT

Tools Used

GWAS Summary
NuCKs1

Apolipoprotein A levels
Answer

Evidence
GENCODE (per gene)
NUCKS1

BioGRID (genes)
NUCKs1

Variant Summary
Nucks1

Figure 3: Example Ul for user query. The interface displays detected entities, selected tools, the
generated answer, and supporting evidence, alongside the underlying data (incomplete screenshot).
Variant summaries integrate outputs from multiple tools, with columns dynamically added depending
on which resources were invoked. An in-depth example is presented in Figures @}-[8]in the Appendix.

achieves perfect or near-perfect accuracy on nearly all sets, and ensemble approaches that incorporate
Claude-haiku provide improvements in specific use cases.

Finally, Alvessa’s user-friendly interface is designed to present results in a transparent and research-
oriented manner. In addition to showing the answer, the system exposes the supporting evidence (used
by the verifier agent) that is linked directly to the underlying data. The complete set of retrieved results
is also exposed, allowing researchers to place the answer in context, pursue follow-up questions, or
conduct further analyses (Figure[3). Through this design, Alvessa functions as a research assistant:
collecting, synthesizing, and presenting evidence in a form that facilitates both immediate question
answering and deeper exploration.

7 Discussion

Alvessa represents a fully agentic, end-to-end system for genomics question answering, that demon-
strates superior performance to baseline LLM approaches. Its architecture is purpose-built to deliver
transparent and reproducible responses by surfacing both structured outputs from domain-specific
tools and curated evidence from primary biological databases. This ensures not only correctness
but also scientific accountability, a critical requirement in biomedical applications. Reliance solely
on general-purpose LLMs is insufficient for addressing complex biological questions, as the field
depends on a diverse ecosystem of specialized models and databases. Alvessa is designed to address
this challenge by orchestrating these fragmented resources. It is deliberately framed as a research as-
sistant, and not as an autonomous co-scientist, excelling at retrieving, integrating, and contextualizing
knowledge to support human-in-the-loop workflows where trust and verifiability are paramount.

In a broader context of applying Al in scientific applications, the significance of this work lies in
demonstrating how agent-based orchestration with verification can serve as a general recipe for
scientific domains characterized by fragmented, continuously evolving databases. While genomics
provides a compelling proof-of-concept, the principles extend to other areas: chemistry (compound
libraries, assay databases), physics (simulation catalogs), or materials science (structure-property
datasets). The challenge of fusing static curated knowledge with dynamic model predictions is a
unifying pattern across disciplines, and our results highlight the feasibility of this approach.

At the same time, limitations remain. Alvessa’s scope is constrained by the tools and databases
it can access, meaning gaps and uncertainties in the scientific record directly constrain what the



system can retrieve or reason about. While this is a fundamental limit in data-driven scientific
domains, it also points toward important future directions: (i) expanding coverage across additional
biological layers (e.g., transcriptional regulation, multi-omics integration), (ii) designing orchestration
policies capable of multi-step, hypothesis-level reasoning while remaining data-grounded, and (iii)
developing community benchmarks such as GenomeArena into shared standards for evaluating
scientific assistants.

Alvessa demonstrates the promise of evidence-grounded, agentic systems in genomics and beyond.
By exposing not only answers but also the data behind them, it provides a blueprint for how Al
systems can become reliable research assistants: transparent, extensible, data-driven and aligned with
the needs of scientific practice.
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A Supplemental Materials

A.1 Supplemental Tables

Benchmark

Example query schema

Example question

Protein—protein interactions

Trait association

Gene annotation

miRNA targets

Variant annotation

Pathway analysis

Which of the following genes inter-
acts with gene {GENE 1} through
gene {GENE 2}? [A] {GENE A} [B]
{GENE B} [C] {GENE C} [D] {GENE
D}. Answer: {A/B/C/D}

Which gene is associated with vari-
ant {VARIANT?} and trait {TRAIT}?
[A] {GENE A} [B] {GENE B} [C]
{GENE C} [D] {GENE D}. Answer:
{A/B/C/D}

What is the maximum # exons
{GENE} can have across all tran-
scripts? [A] {COUNT A} [B] {COUNT
B} [C] {COUNT C} [D] {COUNT D}.
Which of the following is a predicted
gene target of the miRNA {miRNA}?
[A] {miRNA A} [B] {miRNA B} [C]
{miRNA C} [D] {miRNA D}.

‘Which variant is associated with
gene {GENE} and has the worst pre-
dicted coding downstream effect? [A]
{VARIANT A} [B] {VARIANT B} [C]
{VARIANT C} [D] {VARIANT D}.

Which pathway is associated with
both gene {GENE 1} and gene
{GENE 2}? [A] {PATHWAY A} [B]
{PATHWAY B} [C] {PATHWAY C} [D]
{PATHWAY D}.

Which of the following genes inter-
acts with gene BCAP31 through gene
TMEM31? [A] NTN3 [B] DRD4 [C]
CLN5 [D] ZNF138. Answer: C

Which gene is associated with variant
rs78738012 and trait Parkinson’s
disease? [A] TRANK1-RNUGATAC4AP
[B] HID1 [C] CAMK2D [D] AOC1. An-
swer: C

What is the maximum # exons
DNAJC5G can have across all tran-
scripts? [A] 7 [B] 3 [C] 6 [D] 11.
Answer: A

Which of the following is a predicted
gene target of the miRNA MIR8805?
[A] OR11A1 [B] NIPA1 [C] CCDC28B
[D] ACP1. Answer: B

Which variant is associated with
gene CHEK2 and has the worst pre-
dicted coding downstream effect?
[A] rs17879961 [B] rs182075939
[C] rs746115963 [D] rs1033667.
Answer: A

Which pathway is associated with
both SIRT4 and PLCG2? [A] Mitotic
Prophase [B] Collagen degradation
[C] SLC-mediated transmembrane
transport [D] Metabolism. Answer:
D

Placeholders in braces (e.g., {GENE}, {VARIANT}) are filled when instantiating a question.

Table 1: Example query templates for the GenomeArena benchmark

Needed tool Accuracy Mean # extra tools
BioGRID 1.000 0.0
GWAS 1.000 0.2
Gencode 1.000 0.0
miRNA targets (miRDB) 1.000 0.0
GWAS + AlphaMissense 0.975 0.0
Reactome 1.000 0.8
Overall 0.996 0.16

Table 2: Tool selection performance summary.
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Set

Query

Recognized genes

S1
S2

S3
S4
S5
S6

S7

S8

What are variants for gene SLC36A1?

List common interactions for genes UGT2B11, PAOX, and
ACTRS.

List all of the variants in EEF1g.

What is common between NCbp21 and DPM2?

PATE3 is important for?

What pathways are associated with HCN2 as well as PGF but
not with CD300E?

Given gene ZNF827, which of the following are interacting?
CCR2, DaDA.

What are the pathways associated with MND1, TBR1, SF1,
CWH43, rEG1b, acbd6, KRIT1, OR2T1, nubpl, SPINK1?

SLC36A1
UGT2B11, PAOX, ACTR8

EEFig
NCbp21, DPM2
PATE3

HCN2, PGF, CD30OE

ZNF827, CCR2, DalA

MND1, TBR1, SF1, CWH43, rEGib,
acbd6, KRIT1, OR2T1, nubpil,
SPINK1

Table 3: Example queries with the ground-truth genes for each set in the entity-extraction benchmark.

Method S1 S2 S3 S4 S5 S6 S7 S8 Mean
claude-haiku 1.00 0.96 0.96 0.93 0.97 0.79 0.68 0.78 0.88
gliner 1.00 1.00 0.97 0.95 0.99 0.98 0.99 1.00 0.99
flair 0.99 1.00 0.99 091 0.95 0.99 0.98 0.97 0.97
claude-haiku + gliner 1.00 1.00 0.99 0.98 0.99 1.00 0.99 0.98 0.99
claude-haiku + flair 1.00 1.00 0.99 0.98 0.98 1.00 0.98 0.97 0.99
flair + gliner 1.00 1.00 1.00 0.97 1.00 0.99 1.00 1.00 1.00
claude-haiku + flair + gliner 1.00 1.00 0.99 0.98 0.99 1.00 1.00 0.99 0.99

Table 4: Accuracy of entity extraction across methods on eight evaluation sets. Bold marks the best
per column (ties allowed).
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B Example UI output

- Alvessa: An Agentic Evidence-Grounded Research
‘ Assistant for Genomics

Question
Which variants are implicated in IRF5 and cancer and what are their functional consequences?

Detected Entities

Genes: IrFs

Tools Used
alphamissense extract_entities humanbase_expecto humanbase_tissue_expecto_annotate_variants query_gwas_extensive reactome sei
uniprot_base variant_annotations BioGRID Summarize_bioGRID_GO alphamissense extract_entities humanbase_expecto
humanbase_tissue_expecto_annotate_variants query_gwas_extensive reactome sei uniprot_base variant_annotations variant_population_summaries
Answer

Based on the GWAS data, two IRF5 variants are specifically associated with cancer: rs3807306 and rs2070197. rs3807306 is associated with
kidney cancer (p=8e-18, risk score=0.91) and clear cell renal cell carcinoma (p=1e-13, risk score=0.91). rs2070197 is associated with systemic
lupus erythematosus (p=6e-24, risk score=1.88). The functional consequences include: rs3807306 is an intronic variant with B-cell-like
regulatory activity that shows tissue-specific expression effects, with strongest negative effects in kidney immune cells (MNPb non-classical
monocyte derived and B cells). rs2070197 is a 3' UTR variant with monocyte/macrophage regulatory activity, located in a functionally important
region that could affect mRNA stability or translation. Both variants show population frequency variations and are predicted to have regulatory
roles in immune cell function.

Evidence

rs3807306 associated with kidney cancer (p=8e-18, risk score=0.91) and clear cell renal cell carcinoma (p=1e-13, risk score=0.91)

rs2070197 associated with systemic lupus erythematosus (p=6e-24, risk score=1.88) = ' rs3807306 is an intron_variant with E5 B-cell-like regulatory activity
rs2070197 is a 3_prime_UTR_variant with E7 Monocyte/Macrophage regulatory activity

rs3807306 shows strongest negative expression effects in MNPb non-classical monocyte derived/kidney (-7.6332) and gd T cell 1/liver (-7.2115)

rs2070197 shows strongest positive expression effects in DC activated/lung (0.2262) and DC 2/lung (0.2254)

IRF5 function: Transcription factor that plays a critical role in innate immunity by activating expression of type | interferon

BioGRID (genes)

IRF5

Reconstituted Complex (i

HDAC1 SIN3A CREBBP EP300 IRF3 TRIM21 MAVS ALPI NCOR2 COPS3

Two-hybrid (i

SGTA TRIM15

Affinity Capture-Western (i

COPS5 CoPs4 MGEA5S ALPI SLC15A4 COPS7A EP300 NCOR2 CHUK COPS6 NCOR1 GPS1 TRIM35 IRF5 TRAF6 TRIM21
0GT COPS3 PELI HDAC1 MYD88 SIN3A COPS8 BIRC3 COPS2 CREBBP SGTA KAT2B

Affinity Capture-MS (i

RGS3 GPS1 IRF6 CoPs4 PPM1G PSMB7 cIT GTPBP1 FLOT2 SLC15A4 COPS7A GRB2 MAVS ALPI CEP152 GTPBP2 HIVEP1
FRET i

MYD88

Co-crystal Structure

IRF5

Proximity Label-MS (i
PPIB | PACSIN2  PPPER1  PPP6R3  FAM21A  ANKRD28 = CEP152

Affinity Capture-RNA (i
TOP3B

Selected non-human interactions
IRF5

none

Figure 4: Output window for the question: "Which variants are implicated in IRF5 and cancer and
what are their functional consequences?"”
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Reactome Pathways

IRF5
10 pathways
Innate Immune System | Interferon Signaling =~ SLC15A4:TASL-dependent IRF5 activation = Toll Like Receptor 9 (TLR9) Cascade ' Immune System

Toll-like Receptor Cascades ' Interferon gamma signaling ' | Interferon alpha/beta signaling | Cytokine Signaling in Immune system Toll Like Receptor 7/8 (TLR7/8) Cascade

UniProt (base)
IRF5

Diseases
Inflammatory bowel disease 14, Rheumatoid arthritis, Systemic lupus erythematosus 10

Function

Transcription factor that plays a critical role in innate immunity by activating expression of type | interferon (IFN) IFNA and INFB and
inflammatory cytokines downstream of endolysosomal toll-like receptors TLR7, TLR8 and TLR9 . Regulates the transcription of type | IFN genes
(IFN-alpha and IFN-beta) and IFN-stimulated genes (ISG) by binding to an interferon-stimulated response element (ISRE) in their promoters (By
similarity). Can efficiently activate both the IFN-beta (IFNB) and the IFN-alpha (IFNA) genes and mediate their induction downstream of the
TLR-activated, MyD88-dependent pathway (By similarity). Key transcription factor regulating the IFN response during SARS-CoV-2 infection

GWAS Summary
IRF5 . . Traits Variants
29 traits - 20 variants - total: 75 - significant: 66 - studies: 41

CD300E protein levels = Clear cell renal cell carcinoma CD300E protein levels

Cystatin C levels in bottom 99% of individuals by creatinine levels 1 variant

counts phil p of white cells S —— b
Eosinophill percentage (UKB data field 30210) Estimated glomerular filtration rate
153807307 2.00e-39

Estimated glomerular filtration rate (creatinine, cystatin c)
Estimated glomerular filtration rate (creatinine)
Estimated glomerular filtration rate (cystatin c)

Estimated glomerular filtration rate based on creatinine and cystatin C in bottom 99%
of individuals by creatinine levels

ICD10 K50, K51: inflammatory bowel disease Inflammatory bowel disease

Figure 5: Following from Figure[d} data returned by the tools is presented as evidence together with
the synthesized summary.

GWAS Summary
IRF5 Traits Variants
29 traits - 20 variants - total: 75 - significant: 66 - studies: 41
Variant Context 3 #traits rs142738614
context: « p: 3.00e-78 - OR/Beta: 3.92374
15142738614 3.00e-78 8
535000415 1.00e-60 1 Traits
Cystatin C levels in bottom 99% of individuals by creatinine levels
rs3757387 1.00e-48 2
Eosinophill percentage (UKB data field 30210)
1541298401 5.00e-45 1 E o - .
Estimated glomerular filtration rate (creatinine, cystatin c)
3807307 2.00e-39 3 N " = e
s N Estimated glomerular filtration rate (creatinine)
152070197 6.00e-24 1 Estimated glomerular filtration rate (cystatin c)
rs3823536 3.00e-19 3 Estimated glomerular filtration rate based on creatinine and cystatin C in bottom
99% of individuals by creatinine levels
rs10488631 7.00e-18 2

Inflammatory bowel disease TNFRSF17 protein levels

Figure 6: A variant-focused view of the GWAS summary, alternative to the trait-centric view in
Figure[3]
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highest 0.226 (78th pct) — DC activated
/lung
152070197 other IRF5 E£7 Monocyte | Macrophage lowest -0.023  (35th pct) — GABAergic
interneurons 1/ brain
Details

highest 0.759 (91st pct) — MNPb non-
classical monocyte derived / kidney

rs3823536 intronic IRF5 E5 B-cell-like lowest =0.131 (9th pct) — Neuronal Stem
cells [ brain

Details

highest 0.070 (83rd pct) — Pyramidal
neurons (hip CA) 3 / brain
rs10488631 intergenic IRF5 - TNPO3 E5 B-cell-like lowest =0.493 (16th pct) — DC activated
/lung
Details

highest 0.617 (98th pct) — GABAergic
interneurons 1/ brain

rs3807306 intronic IRF5 ES5 B-cell-like lowest -7.633 (2nd pct) — MNPb non-
classical monocyte derived / kidney
Details

ExpectoSC (cell-type specific expression disruption)
chr7:128580680 T

n_tissues: 105 - mean: -2.158 - median: -2.044 - min: -7.633 - max: 0.617 - std: 1.992
relative effect: lower than average

highest 0.617 (98th pct) — GABAergic interneurons 1/ brain

lowest =7.633 (2nd pct) — MNPb non-classical monocyte derived / kidney
Top tissues

« GABAergic interneurons 1/ brain — score 8.617, 98th pct

« GABAergic interneurons 2 [ brain — score 0.534, 98th pct

Lowest tissues

« MNPb non-classical monocyte derived / kidney — score —7.633, 2nd pct

o gd T cell 1/ liver — score —7.212, 2nd pct

highest 0.093 (82nd pct) — Epithelial
progenitor cell / kidney

1510954214 other IRF5 TN1 Transcription lowest -0.094 (34th pct) — MNPb non-
classical monocyte derived / kidney

Details

T->C

G->A

T->C

G-A

C-T

systc

Eosir

SLAN

syste

ICD1
Kidn¢
Rheu

Rheu

Syste
scler
arthr

Figure 7: Example variant summary entry with expanded information on cell type—specific gene
expression predictions for rs38073086, illustrating the information context. This variant is associated
with kidney cancer and clear cell renal cell carcinoma. Based on the predictions from deep learning
sequence models, it is located in the E5 B-cell-like sequence region and its strongest predicted
effect is in kidney immune cells (MNPb, non-classical monocyte—derived), where it exhibits severe
downregulation. Given its strong regulatory predictions, consistent across multiple foundation models
and supported by GWAS disease signals, this variant is of potential interest for follow-up studies.

Alvessa highlighted this variant in its answer as one of potential interest.

5? Alvessa: An Agentic Evidence-Grounded Research
Assistant for Genomics

Enter a question to explore entities, tools, and curated outputs.

Which variants are implicated in IRF5 and cancer and what are their functional consequences?

Run

Tip: press Enter to run

Figure 8: Alvessa’s landing page.
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B.1 Evaluation details

To convert the model into multiple-choice system for GenomeArena and LabBench, the following
system prompt was used:

You are a multiple-choice answering system. You must reply
with exactly one of the following letters: A, B, C, or D. Do
not include any explanation, reasoning, or extra text. Your
response will be parsed by a program that will fail if you
output anything other than a single capital letter. Example
valid output: C Example invalid outputs: "Answer: C", "C.",
"Option C", "B because...", "A is correct because..."

For the benchmark tasks, we simplified the Alvessa pipeline by disabling both the secondary tool-
selection step (beyond the first iteration) and the verifier agent. Each prompt was presented to the
system in multiple-choice text format, with candidate answers labeled A, B, C, D, as shown in
examples. Both Claude and Alvessa models occasionally returned free-text responses despite the
prompt structure, and this we considered these valid if the final word of the output was one of the
four options.

B.2 [Example query
Additional sample query with response and evidence, shown as plain text

Sample Output: RICTOR

Question
Through which mechanisms and variant effects is RICTOR connected to cancer and metabo-
lite measurements?

Detected Entities
Genes: RICTOR

Tools Used

BioGRID, Summarize BioGRID GO, Extract Entities, Gencode, HumanBase Functions,
Query GWAS by Gene, Reactome, UniProt Base, UniProt GWAS, ExpectoSC, Variant
Annotations, Variant Population Summaries

Answer

RICTOR is connected to cancer and metabolite measurements through multiple mechanisms
involving mTORC?2 signaling, AKT pathway regulation, and metabolic control. The primary
mechanisms include: (1) mTORC2 complex function where RICTOR acts as a molecular
adapter in the mechanistic target of rapamycin complex 2, which transduces growth factor
signals to proliferation and anabolic pathways; (2) AKT kinase activation through phospho-
rylation of AKT1 at multiple sites including Ser-473, facilitating full AKT activation for
cancer-related signaling; (3) metabolic regulation via lipogenesis and anabolic output control;
and (4) cytoskeletal organization affecting cell migration and cancer progression. Variant
effects are primarily through intronic variants that affect protein levels, particularly OSMR
protein levels and blood cell measurements including hemoglobin concentration, red blood
cell count, and reticulocyte fractions.

Evidence

e RICTOR component of mTORC2 transduces signals from growth factors to path-
ways involved in proliferation, cytoskeletal organization, lipogenesis and anabolic
output

* RICTOR mTORC?2 phosphorylates and activates AKT1, AKT2, AKT3, PKC family
members, and SGK1

e RICTOR mTORC2 plays critical role in AKT1 activation by mediating phospho-
rylation of Ser-473, Ser-477, Thr-479, facilitating Thr-308 phosphorylation by
PDPK1/PDK1
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RICTOR associated Reactome pathways include PI3K/AKT Signaling in Cancer,
Constitutive Signaling by AKT1 E17K in Cancer

RICTOR variants rs62359816, rs551454961, rs58330611 associated with OSMR
protein levels with p-values 1e-120, 3e-77, S5e-88 respectively

RICTOR variants rs769160064, rs200683443, rs1239259 associated with red blood
cell count and hemoglobin concentration

RICTOR variants rs13165709, rs12654031 associated with immature reticulocyte
fraction measurements

RICTOR predicted functions include regulation of TOR signaling, mRNA catabolic
process, cellular response to oxidative stress

RICTOR interacts with cancer-related proteins including MTOR, AKT1, BRCAI,
MYC, EGFR, PRKCA through multiple experimental systems

19



	Introduction
	Background
	Alvessa's design
	Tool catalog
	Curated databases
	Predicted functional and regulatory annotations
	Genomic foundation models

	GenomeArena
	Results
	Discussion
	Acknowledgments
	Supplemental Materials
	Supplemental Tables

	Example UI output
	Evaluation details
	Example query


