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Abstract

Out-of-distribution (OOD) detection, recognized for its ability to identify samples
of unknown classes, provides solid advantages in ensuring the reliability of machine
learning models. Among existing OOD detection methods, pre-trained vision-
language models have emerged as powerful post-hoc OOD detectors by leveraging
textual and visual information. Despite the empirical success, there still remains
a lack of research on a formal understanding of their effectiveness. This paper
bridges the gap by theoretically demonstrating that existing CLIP-based post-
hoc methods effectively perform a stochastic estimation of the point-wise mutual
information (PMI) between the input image and each in-distribution label. This
estimation is then utilized to construct energy functions for modeling in-distribution
distributions. Different from prior methods that inherently consider PMI estimation
as a whole task, we, motivated by the divide-and-conquer philosophy, decompose
PMI estimation into multiple easier sub-tasks by applying the chain rule of PMI,
which not only reduces the estimation complexity but also provably increases the
estimation upper bound to reduce the underestimation bias. Extensive evaluations
across mainstream benchmarks empirically manifest that our method establishes a
new state-of-the-art in a variety of OOD detection setups.

1 Introduction

Despite the significant progress in machine learning that has facilitated a broad spectrum of clas-
sification tasks [2} (79, 41]], models often operate under a closed-world scenario, where test data
stems from the same distribution as the training data. However, real-world applications often entail
open-world scenarios in which deployed models may encounter unseen classes of samples during
training, giving rise to what is known as out-of-distribution (OOD) data. These OOD instances
can potentially undermine a model’s stability and, in certain cases, inflict severe damage on its
performance. Accordingly, a reliable discriminative model should not only correctly classify known
in-distribution (ID) samples but also flag any OOD inputs as unknown. This directly motivates OOD
detection [158 [72, [28]] which ensures the safety of decision-critical applications [25} 87]].

This paper focuses on post-hoc OOD detection, which are more practical than learning-based
methods that require resource-intensive retraining. Earlier studies [20} 34} 161} 136] primarily utilized
the single modality of pre-trained models, but the success of contrastive language-image pre-training
(CLIP) [57] has recently shifted research toward expanding post-hoc OOD detection from single-
modal to multi-modal methods. Researchers have since explored ways to better leverage multi-modal
models to enhance the performance and applicability of post-hoc OOD detection. A notable method is
MCM [42], which defines textual features as concept prototypes for each ID class and uses the scaled
distance between visual features and the closest ID prototype to measure OOD uncertainty. This
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method has paved the way for using pre-trained vision-language models (VLMs) in post-hoc OOD
detection. However, MCM relies only on textual information from the ID label space, leaving VLMs’
text interpretation capabilities underutilized. To address this, NegLabel [26] introduces numerous
negative labels, allowing the model to better distinguish OOD samples. A heuristic grouping strategy
in NegLabel is also proposed to further enhance OOD detection performance. Despite its promising
potential, it is worth noting that a formalized understanding of CLIP-based post-hoc OOD detection
remains significantly lacking in the field. This prompts the research question underlying this work:

How to theoretically justify the empirical effectiveness of
CLIP-based post-hoc OOD detection?

Theoretical Significance. To address this challenge, we draw inspiration from information theory
and propose an information-theoretical density-based framework. In this framework, ID data is
modeled as an energy-based model, where the point-wise mutual information (PMI) [6] between the
input image and each ID label forms the energy functions. We argue that this analytical framework
is well-suited for studying OOD detection, as OOD data, by definition, inherently diverges from
ID data in terms of their underlying density distributions. Guided by this framework, we show that
representative CLIP-based post-hoc OOD detection methods [42,[26] can be interpreted as stochastic
Monte Carlo estimations of PMI. Furthermore, we theoretically establish the following key points: 1)
introducing negative labels increases the estimation upper bound, thereby mitigating underestimation
bias; and 2) the grouping strategy effectively approximates the expectation through multiple sampling,
reducing estimation variance.

Algorithmic Contribution. To further facilitate PMI estimation for OOD scoring, the starting point
of our method is to decompose PMI as a sum of terms by applying the chain rule on PMI. In addition
to reduce the overall estimation complexity according to the divide-and-conquer philosophy, we
prove that the decomposed PMI estimation can further increases the estimation upper bound to reduce
underestimation bias without explicitly introduce a corresponding number of negative labels. Notably,
NegLabel [26] has empirically found that introducing excessive negative label would degrade OOD
detection performance.

2 Related work

The core of CLIP-based OOD detection lies in how to leverage texture supervision with pre-trained
VLMs to assist OOD detection on the visual domain. On the one hand, the pioneering work,
MCM [42], defines textual features as concept proto- types for each ID class and uses the scaled
distance between visual features and the closest ID prototype to measure OOD uncertainty. Intead of
relying only on textual information from the ID label space, NegLabel [26] incorporates additional
negative class names mined from available data sources, such as WordNet, as negative proxies. To
mitigate the nonalignment between target visual OOD distribution and the generated negative textual
OOD distribution, AdaNeg [[75] leverages the benefits of test-time adaptation to generate adaptive
proxies by exploring potential OOD images during testing. On the other hand, CLIP-based OOD
detection can also be improved by prompt representation learning. In particular, LoCoOp [43] learns
ID text prompts by pushing them away from the portions of CLIP local features that have ID-irrelevant
nuisances (e.g., backgrounds). CLIPN [68]] and LSN [46] design a learnable “no” prompt and a “no”
text encoder to capture negation semantics within images. Differently, LAPT [76] initializes prompts
with negative labels [26]], followed by tuning prompts with cross-modal and cross-distribution mixing.
Due to limited space, related works on traditional OOD detection are discussed in Appendix[A]

3 Preliminary

Notations. Let X' and ) represent the input space and the label space, respectively. Considering two
random variables X € X and Y € ), we represent pxy and px as the probability density functions
of the joint distribution Pxy and the marginal distribution P, respectively. Similarly, py and py|x
denote the mass functions of marginal and conditional distributions Py and Py | x, respectively. We

write Px,y; as the joint ID distribution defined over X x )i, where )i £ {y1,...,yx} C Y is the



space for known ID labels. During testing, there are some unknown OOD joint distributions Py,
defined over X x ), where ), £ Y \ V1 presents the space of unknown OOD labels.

Post-hoc Detection Strategy. Concurrently, OOD detection follows a training-free scoring mecha-
nism, i.e., given a pre-trained ID classification model parameterized by 6, and a scoring function S,
then x is detected as ID data if and only if S(x; 0) > A, for some given threshold A:

g(x) =D, if S(x;0) > \; otherwise, g(x) = OOD, (1)
where ) is chosen to correctly classify a high fraction of ID data (e.g., 95%).

CLIP-based Models. Given any visual input x € X and any label y € ), we extract features of x
and y using an arbitrary CLIP-based model f that consists an image encoder f(-; 0iy,) and an text
encoder f(-; Oy ) as follows:

z = f(Xa eimg) S Sd_la r= f(Q(y)a 0text) S Sd_la

where Q(-) is the text prompt template, S*~1 £ {r € R?||[r||, = 1}, and 8 = {Bing, Orexi}-

CLIP-based OOD Detectors Studied. CLIP-based models, which are initially proposed for zero-
shot ID classification, have recently been extended to zero-shot OOD detection where there is no
need to train on ID samples. The pioneering work, MCM [42], treats the prompt of ID labels as
concept prototypes and measures the ID-ness of the input image by comparing the similarity between
the input image and the concept prototypes in the feature space learned by CLIP-based models, i.e.,

-
SMCM(X; 9) é max exp(z I‘/TT) 5
yEr ZyeyI exp(z'r;/7)

@)

where 7 > 0 is a temperature hyper-parameter. Unlike MCM that only employs information from
the ID label space, NegLabel [20] introduces a L-sized set of negative label {yk+1,-- - Yk+L}
sourced from lexical databases, followed by randomly grouping the selected L negative labels into T’
non-overlapping subsets Gi, ...,Gr,ie., G;NG; = 0, Vi # j:

S, gy oL a exp(z'r/7)
NegLabel(X7 ) - T Z Z E eXp(ZTI'j/T) ‘ (3)
t=1yel ¥, €G U

4 Theoretical Analysis

While both MCM and NegLabel have empirically emerged to be effective post-hoc OOD detectors,
their inherent connections and theoretical understandings are largely lacking. To the best of our
knowledge, there is limited prior work providing provable guarantees for CLIP-based post-hoc OOD
detection methods from a rigorous mathematical point of view. In this section, we provide theoretical
justification for CLIP-based post-hoc OOD detection from the perspective of information-theoretical
density estimation. In particular, due to the fact that OOD data, by definition, inherently diverges
from ID data by means of their data density distributions, we, following advanced density-based
OOD detection methods [51} 44} 36], render the ID density function as an ideal metric for ID-OOD
discrimination. Inspired by prior works [36], we consider modeling the unknown true ID density
function px, of ID input marginal distribution Px, by resorting to the energy-based model [29, |19]:

o) = CPPON o)), B = S0 Y epfowen)], @

YEV

where Z = [exp[E(x)]dx is an input-independent normalization function, & > 0 is a hyper-
parameter and W(x, y) is the point-wise mutual information (PMI) [6] that explicitly measures the
association between the input x € X and the label y € ). As implied by the following definition of
PMI, the formulation in Eq. (E]) implicitly assumes that the modelled ID density px;, (x) is induced
by an underlying unknown joint distribution Pxy defined over X x ).

%In accordance to Jiang et al. [26], labels y € ), that have lower affinities with ID images compared to OOD
images are considered as negative labels



Definition 1. The PMI between two observations x € X and y € ) is defined as follows:

X 21 Pxy(X,y) — 1o pY\X(y|X)
i e e B ©

Note that directly calculating W(x, y) in Eq. , which is built upon the conditional distribution
Py |x and the marginal distribution Py, can be computationally intractable since the two underlying
distributions are unknown in nearly all practical applications. In response to this challenge, our key
idea is to replace the unknown mass function py-| x (y|x) with the estimated one py|x (y|x; ) using
the pre-trained CLIP-based model parameters 6 for a tractable estimator of the modeled ID data
density function pyx, (x) in Eq. (@), i.e.,

i :0) = 200N o By ), Bolod) = 1og 3 e [xw)] . ©
YyEV1

where Zp = [ exp [Eg(x)] dx and W(x,y; 0) = log %@’;;m is the estimato of the true PMI

W(x, y). In the following, we demonstrate that MCM and NegLabel, despite their seemingly distinct
scoring functions, can be interpreted as methods for stochastically estimating PMI and therefore the
energy function that effectively replicates the behavior of the ID density.

4.1 Towards Understanding MCM

To tractably derive py|x (y[x; @) in Eq. @), we, motivated by prior works [56] [IT]], assume that
Py x (y]x; 0) belongs to a energy-based variational family that uses a critic hg parameterized by 6
and is scaled by the marginal mass function py, i.e.,

Pyl @) = LWl exphoty) _ py(y)expho(x.y) @

O S ey py (@) expho(x,9) Do(x)

where ®g(x) = Egp, [exp ho(x,3)] is the normalization function. Following Peng et al. [51]], one
can consider a Monte-Carlo method to construct a simple and analytically tractable estimator of
®g(x) by sampling a N-sized set of i.i.d. samples ¥ = {¢1,...,9n} ~ P¥, ie.,

N
1 N
o(x) ~ 4 Zl exp ho (X, 7). ®)
j=
which implies that
Pyx(yx;0) 1 N exp hg(x,y)
~ N N
Py (y) ijl €xXp h9 (X7 y])
If we set hg(x,y) = z'r/7 and §y = Y such that N = K in Eq. @]) in the extreme case where
a — +o00, combining Eq. (9) and Eq. () implies that

1
lim Fg(x)= lim —log Z exp

log

. C)]

{ Pyx (y]x;0)
alog ————=

a—+oo a—+oo yem py (y)
Py x (y[x; )
= max log ————————
yeEN Py (v)
K- h
~ maxlog — exp ho(x,9) (10)
velr Y7o exp he(x, y;)
T
= log max oxp(z x/7) tlog K.

yeEN Zszl exp(z'rj/T) “—~~

const

Swmcm (x;0)
Since the logarithm function is monotonically increasing, Eq. (10) implies that Sycm(x; 0) in Eq.
can be understood as a stochastic estimator of lim,_, o, Eg(x) (up to a constant). Theorem
provides provable guarantees of how Svcm(x; €) correctly recovers the true energy function E'(x) in
Eq. @) when o — +o0.

?As we will demonstrate later, the mass function py can cancel out during the calculation of Viﬂ(x7 y;0) so
that there is no need to estimate py-.



Theorem 1. Let ho(x,y) = z'r/7 and N = K. If we, following prior works [156, 47]], assume that

(ylx)
ho(x,y) = log “ 1=
where oo — 400, then we have thefollowingﬂ'

lim E(x)= lim FEg(x)= lim log NSycu(x;8). (11)
a—+00

a—+00 N —+o00

+ ¢(x) with ¢(x) as a constant term depending on X, in the extreme case

4.2 Towards Understanding NeglLabel

To study NegLabel theoretically, we make the ID data density estimation depend on multiple samples.
In particular, given a set of i.i.d. samples ¥n = {71, ..., yn } ~ P¥, we can rewrite Py|x (y[x; 0) as:
Py x (ylx;0) = Eg | py [Py | xvx W%, yn5:0)] (12)

where Yy = (Y1, Y, ..., Yy) is an N-dimensional random variable with each Y; as an i.i.d. copy of
the random variable Y. Motivated by Poole et al. [56], we then model the term py| x v (y|X, yn; 6)

in Eq. (T2) as followsP}

) . py(y)expho(x,y)
Pyixyy (Wlx,yn; 0) = Vo(x,y,yn8)/(N +1)’

N
Uo(x,y,In) = expho(x,y) + Y expho(x, ;).
j=1
If we set hg(x,y) =z'r/7, N = K + L/T and a = 1, combining Eq. and Eq. with Eq.
() directly results in the following:

13)

where

Py x (y[x;0)
Eg(x) = log Z Iﬁ
yeEM priy
exp hg(x, y) ]
—log S E,  _onoa { tlogN (14)
yGZyI yN—1~Py \Ijg(xvyvnyl)

T

1 exp(z'r/T)

~ 1 — log(K + L/T).

8 Z T Z > exp(z'r;/7) +&f_/2
yeYr  t=1 ¥ €G:Ur const

ShegLabel (%;0)
Since the logarithm function is monotonically increasing, Eq. implies that SxegLabel (x;0) can
be interpreted as another Monte-Carlo estimator of Eg(x) (up to a constant) by sampling ¥ 1
from Pg‘l T times with N = K + L/T, where, for each y € ), samples from G, U V1 \ {y} are
instantiated as y y_1 on the ¢-th round of sampling (1 < ¢ < Theoremprovides provable
guarantees of how Snegravel (X; @) correctly recover E(x) in Eq. ().

Theorem 2. Let hg(x,y) =2z 'r/7, a = 1, and N = K + L/T. If we, following following prior

works [56, 47|, assume that hg(x,y) = log pi)‘ii((;/)\x) + ¢(x) with ¢(x) as a constant term depending
on x, then we have the followingﬂ'
E = 1 = 1 M .
(x) NE}:I:OO Ey(x) TEIEoo log(K + L/T)SNegraber(X; 0) (15)
L/T—+o0

Remark. To reveal how negative labels benefit OOD detection, let us looking to Eq.(T4) where the
estimated energy function Eg(x) is upper bounded by log N with N as the number of labels drawn
from Py . By introducing negative labels to take N = K + L /T, the estimator Fg(x) are allowed to
capture at most log(K + L/T) nats of F(x), which is strictly larger than log K of Smem(x; ) in Eq.
@]). On the other hand, Theorem states that the recovery of E(x) requires N = K + L/T — +o0,
which theoretically justified the use of negative labels in OOD scoring.

*We detail the derivation in Appendix E]

>We justify this formulation in Appendix

®More details can be found in Step 3 of Appendix@]
"We detail the derivation in Appendix @



S Methodology

Based on the thorectical analysis in Section[d} one may conclude that MCM and NegLabel can be
regarded to formulate the estimation of PMI as a whole task. Differently, inspired by the divide-and-
conquer philosophy, we conjecture that PMI estimation could be simplified as well as improved by
decoupling the task into multiple earlier sub-tasks. Central to our method, we introduce an auxiliary

random variable X = T(X) € X, whose realization is denoted by X, to represent sub- v1ew of the
random variable X € X with 7 as a transformation function. To be specific, given the input x is an
image, we can create a sub-view X by randomly either 1) occluding some of the pixels in x with 7 as
Cutout [10] or 2) cropping a random portion of x with 7 as Random Cropping. In the rest of this
paper, we consider the latter case as the default setting.

Theorem 3. Foranyx € X andy € Y, let x = T (x) be a sub-view of the input x, W(x,y) can be
decomposed into the following two term

W(x,y) = W, y) + W(x, y[x), (16)
where W(x, y|X), i.e., the PMI between x and y conditioned on X, is defined as follows:
pXY|X(Xa yli)
pXI)-((X|i)le)}(y|i)
pY|X}E’ (y|X, 5()

py\X(UH‘)

W(x, y[x) = log
(7
= log

Let W(X, y; 0) and W(x, y|X; 0) be the estimator of W(X, y) and W(x, y|x) with the pre-trained
parameters 8, respectively, Theorem I directly implies that we can rewrite W(x y; @) as follows:

Wi(x,y;0) = W(x,y:0) + W(x,y[x; ), (18)

Parameterizing WV (X, y; ). Let Py (y|%; 6) denote the estimator of py| ¢ (y|X), according to Eq.

, we can parameterize W(X, y; 0) as

ﬁy|)"((y|7~<§ 0)
py(y)

Givenyn_1 = {@1, .-, gnN-1} ~ ]P’g_l, following Eq. and Eq. , ﬁy‘f((yﬁ(; 0) takes the
following form:

W(x,y; 0) = log (19)

py (y) exp ho(X, y)} . 20)

D = X 9 = ]EA —
leX(y‘X’ ) YN71~]P¥ 1 |:\I/9(i7yayN1)/N
Similar to Eq. , let N = K + L/T and hg(X,y) =z ' r/7 with Z = f(X; Oimg), We can arrive at
the following Monte-Carlo estimator of W(X, y; 8) given by
Sie o N -exphg(X,y)
Wk 0) = osy, s |y

~ A(X,y;0)
T N
2 log Z 1 Z eXp(zTr{T) +log(K + L/T).

T > exp(z'rj/T)
YEN t=1 yjegtuyl !

21

Parameterizing W (x, y|X; 6). Let Py|x x (y|x, %; 0) be the estimator of py| y ¢ (y|x, X), according
to Eq. , we can parameterize W (x, y|X; 0) as:
pY\XX( Ix,%;0)

22
by 5 WI%:0) 22

W(x, yl%; 0) = log

8Sub-views are those derived from the original view without introducing any external information
"We detail the derivation in Appendix @



Under the assumption of a similar energy-based variational family to Eq. , we can formulate
f’Y\XX(MX, x; @) as follows:

Py (yI%; 0) exp ho(x, X, y)

Py xx (Y%, %;0 -
vixx W% 6) = o R O) exp ho(x, %, §) (23)
yeY
Combining Eq. (23) with Eq. (22), we have the following:
i - exp ho(x, X, y)
W(x,y|x;0) = log — — —
G, 91%:6) > gey Py x (91%; ) exp ho(x, X, §)
b .
= log exXp hg (X, X, y) (24)

Egpy (X, 7) exp ho(x,X,7)]
exp hg(X, x y)

SERE (%, ) exp ho(x, %, ;)

where 7)(X, ) = Py x(9[%;0)/py (§). We note that it is suffice to follow Eq. @ to derive the

last step of Eq. (24), where, as suggested by Theorem [I] both negative labels and ID labels are
leveraged for the Monte-Carlo estimation of the expectation. Recalling that, according to Eq. (T9),

n(%,4) = expW(X,7; 0), connecting Eq. to Eq. results in reformulating the estimated
energy function Eg(x) in Eq. (6) with a = 1 as follows:

x) =log Y  exp [W(%,y;0) + W(x, y|%; 0)]
YyEM

“log Z exp [W(%, y; Z)}+h9(x x,y)]
L),

~ log

+log(K + L),

YyEV yNHDY [exp [ ) + he(xv X, @)H

(~
~log Sours (X 0) + log( + (25)

where, inspired by Tsai et al. [63], we define ho(x,%,y) = r' [z + (1 — B)z]/x with 3 € (0,1)
and k > 0 as two hyper-parameters, and

Z exp [A(f{, y; 0) + ho(x, X, y)]

Sours (X§ 9) = iDL — ~ .
yeEM Z =1 ©XP [A(X’ Yis 0) + ho(x, X, yj)]

(26)

Similarly, we present the following theorem to reveal the provable guarantee of how Soys(x; 6)
correctly recovers the true energy function E(x) in Eq. .

Theorem 4. Let hg(x,%,y) = ' [z+(1—3)z]/K, he(X,y) =% 'v/7,a =1land N = L+ K/T.
If we, following prior works [156] 38], assume that hg(X,y) = log % + c(x) with ¢(X) as a

Py ixx (ylx%) o -
‘;‘:;W + c(x, x) with ¢(x,X) as a

constant term depending on x and X, then we have the followingm‘

constant term depending on X, and that he(x,X,y) = log

E(x) = lim FEg(x)= lim log(K + L)S,us(x;0). 27
Norteo L/Fj—io-ooo

Remark. Comparing Eq. with Eq. and Eq. (14), one can find that Seu(x; ) capture
at most log(K + L) nats of the true E'(x), which is strictly larger than log K in Smcem(x; ) and
log(K + L/T) in SNegtabel (X; @). Although this upper bound, i.e., log(K + L), can be achieved by
Sheglabel (X; 0) in Eq. by either 1) introducing 7'L negative labels or 2) fixing 7' = 1, we note
that 1) NegLabel [26] has empirically observed the degeneration of OOD detection performance
caused by excessive negative labels, and that 2) decreasing 7" can be in conflict with Theorem
where the recovery of F(x) with Segtabel (X; 8) explicitly requires 1" to be sufficiently large.

1%We detail the derivation in Appendix E



Table 1: OOD detection results on the ImageNet-1K dataset. 1 indicates larger values are better and
vice versa. The best results in the last two columns are shown in bold.

Method iNaturalist SUN Places Textures Average
AUROCT FPR95] AUROCtT FPR95] AUROCtT FPR95) AUROCT FPR95) AUROCT FPR95|

Methods requiring training (or fine-tuning)

MSP 87.44 58.36 79.73 73.72 79.67 74.41 79.69 71.93 81.63 69.61
ODIN 94.65 30.22 87.17 54.04 85.54 55.06 87.85 51.67 88.80 47.75
Energy 95.33 26.12 92.66 35.97 91.41 39.87 86.76 57.61 91.54 39.89
GradNorm 72.56 81.50 72.86 82.00 73.70 80.41 70.26 79.36 72.35 80.82
ViM 93.16 32.19 87.19 54.01 83.75 60.67 87.18 53.94 87.82 50.20
KNN 94.52 29.17 92.67 35.62 91.02 39.61 85.67 64.35 90.97 42.19
VoS 94.62 28.99 92.57 36.88 91.23 38.39 86.33 61.02 91.19 41.32
NPOS 96.19 16.58 90.44 43.71 89.44 45.27 88.90 46.12 91.22 37.93
LSN 95.83 21.56 94.35 26.32 91.25 34.48 90.42 38.54 92.96 30.22
CLIPN 95.27 23.94 93.93 26.17 92.28 3345 90.93 40.83 93.10 31.10
LoCoOp 96.86 16.05 95.07 23.44 91.98 32.87 90.19 42.28 93.52 28.66
LAPT 99.63 1.16 96.01 19.12 92.01 33.01 91.06 40.32 94.68 23.40
NegPro 98.73 6.32 95.55 22.89 93.34 27.60 91.60 35.21 94.81 23.01
HFTT 93.27 27.44 95.28 19.24 90.26 43.54 88.23 43.08 91.76 33.33
Zero-Shot Training-free Methods
Z0C 86.09 87.30 81.20 81.51 83.39 73.06 76.46 98.90 81.79 85.19
MCM 94.59 32.20 92.25 38.80 90.31 46.20 86.12 58.50 90.82 43.93
NegLabel 99.49 1.91 95.49 20.53 91.64 35.59 90.22 43.56 94.21 25.40

Ours (Median) 99.70 1.04 96.16 16.06 93.37 26.92 91.01 40.78 95.07 21.20
Ours (Mean) 99.64 1.04 96.32 18.45 95.81 31.15 92.15 38.79 96.00 22.36

6 Experiments

Evaluation Metrics. The performance of OOD detection is evaluated via two widely used metrics:
1) the false positive rate of OOD data is measured when the true positive rate of ID data reaches
95% (FPR95); 2) the area under the receiver operating characteristic curve (AUROC) is computed to
quantify the probability of the ID case receiving a higher score than the OOD case.

Baseline Methods. We compare our method with MSP [20], ODIN [34], Energy [36], KNN [61]],
Gradnorm [24], Vim [[66], VOS [12], NPOS [62], ZOC [15], CLIPN [68]], LoCoOp [43], LSN [46],
LAPT [76l, NegPro [33], HFTT [32], MCM [42]], NegLabel [26] and AdaNeg [75].

Implementation Details. Unless otherwise specified, we employ the CLIP ViT-B/16 model as
the pre-trained VLM. We use the same NegMining algorithm as NegLabel [20] to extract top 15%
dissimilar words to ID labels from WordNet as negative labels, followed by separating the negative
labels into T" = 10 groups for OOD scoring. Following NegLabel [26], we adopt the text prompt of
"The nice <label>.". We apply the random cropping augmentation on each test-time image x with
the scale range (), 1.0) to produce the sub-view %, followed by resizing X to 224 x 224. Regarding
hyper-parameters in main results, we set 7 = 0.02, k = 0.08, A = 0.55, « = 0.8 and 8 = 0.3.
To reduce variance of random cropping, the final OOD scoring function is averaged over V = 2
randomly cropped sub-views. All experiments are conducted with a single Tesla A100 GPU. Source
codes for reproduction can be found in Supplementary Materials.
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Figure 1: Ablation study on ImageNet-1K w.r.t hyper-parameters 7 (left), x (middle) and A (right)



Table 2: Evaluation on domain-generalizable OOD detection. 1 indicates larger values are better and
vice versa. The best results in the last two columns are shown in bold per ID dataset.

ID Dataset  Method iNaturalist SUN Places Textures Average
AUROCT FPR95] AUROCtT FPR95] AUROCtT FPR95| AUROCt FPR95, AUROCT FPR95|
MCM 87.74 63.06 85.35 67.24 81.19 70.64 74.77 79.59 82.26 70.13
ImageNet-S  NegLabel 99.34 2.24 94.93 22.73 90.78 38.62 89.29 46.10 93.59 27.42
Ours 99.51 1.62 96.02 20.17 93.89 34.69 91.35 42.94 95.52 25.11
MCM 79.50 76.85 76.19 79.78 70.95 80.51 61.98 86.37 80.88 72.16
ImageNet-A  NegLabel 98.80 4.09 89.83 44.38 82.88 60.10 80.25 64.34 87.94 43.23
Ours 99.16 3.58 91.64 39.63 86.25 55.64 87.43 58.76 91.23 39.40

6.1 Main Results

We conduct experiments on the ImageNet dataset, demonstrating the scalability of our method.
Specifically, we inherit the setup from prior work [42, 26| [75]], where the ID dataset is ImageNet-
1K [9] and OOD datasets include iNaturalist [64]], SUN [70], Places365 [80]], and Textures [7]]. At
test time, all images are resized to 224x224. Table [I] presents the performance of our approach
and existing competitive baselines, where the proposed approach significantly outperforms existing
methods. Specifically, advanced post-hoc methods generally perform better than learning-based
methods especially when the SUN dataset acts as the OOD data without requiring additional train-
ing. Besides, compared with the state-of-the-art NegLabel, our method reveals 3.16% and 2.21%
averaged improvement w.r.t FPR95 and AUROC on the ImageNet dataset. For advanced works, i.e.,
NegLabel+AdaNeg, that additionally consider visual negative proxies in OOD scoring, our improved
version, i.e., Ours+AdaNeg, performs better on all four OOD datasets.

6.2 Ablation Study

We analyze the hyper-parameters most essential to our algorithmic design, including the minimum
crop scale A and two scaling temperatures 7 and . The corresponding results are plotted in Figure [T}
On the one hand, having a large or small value of the two scaling temperatures does not necessarily
improve the OOD detection performance while our method consistently outperforms the state-of-the-
art NegLabel when the value of 7 and « varies from 0.05 to 0.02 and from 0.04 to 0.1 respectively.
On the other hand, it can be found that the aggressive cropping strategy, which corresponding to that
the value X is small, can deteriorate the OOD detection. We suspect that this is because aggressive
cropping may hurt the semantics of the original image.

6.3 Extensions

Domain-generalizable OOD Detection. We consider domain generalizable OOD detection scenarios,
where domain shifts occur in ID data. With ImageNet-1K as the ID data, we, following NegLabel [26]],
consider ImageNet-S [65] and ImageNet-A [23]] as ID data receptively. The performance gain in
Table ] implies the more robustness of our method to domain shift.

Table 3: OOD detection results on the ImageNet-1K with various learned prompts, i.e., NegPro [33]]
and LAPT [76]], respectively. Following Zhang & Zhang [75]], the performance is measured by FPR95
J. The best results are shown in bold.

Method iNaturalist SUN Places Textures Average
NegPro LAPT NegPro LAPT NegPro LAPT NegPro LAPT NegPro LAPT

NegLabel+AdaNeg  3.87 0.58 11.35 998 2545 3047 2979 2525 17.62 16.32
Ours+AdaNeg 4.16 0.63 9.47 839 2379 2564 2642 2576 1596 15.11

OOD Detection with Learned Prompt. While this paper, following Neglabel [26], to use a pre-
defined prompts for ID label, we show that our method can be made stronger with the mostly recent
technology of prompt learning. Empirically, we compare the results in Table[5|by using the prompts
learned by either Negpro [33]] or LAPT [76].



7 Conclusion

This paper presents a information-theoretic framework to characterizes and unifies the theoretical
understanding of post-hoc OOD detection with pre-trained VLMs. In particular, by modeling the
ID data with an energy-based model with the PMI between the input image and each ID label
as energy functions, We show that representative CLIP-based post-hoc OOD detection methods
implicitly work as stochastic Monte Carlo estimations of PMI for density estimation. Motivated
by the divide-and-conquer philosophy, we decompose the original PMI into a sum of conditional
and unconditional PMI terms to facilitate OOD detection, which demonstrates both theoretical and
empirical superiority.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We clearly illustrate the focused problems and state our contribution method-
ologically, theoretically and empirically in the abstract and introduction.n

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss the limitation of our method in the appendix.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: assumptions are given in the main content and see appendix for full proofs.

Guidelines:

The answer NA means that the paper does not include theoretical results.

All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

All assumptions should be clearly stated or referenced in the statement of any theorems.
The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide implementation details of our method in the Experiment section

Guidelines:

The answer NA means that the paper does not include experiments.
If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Source codes for reproduction can be found in Supplementary Materials.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide implementation details of our method in the Experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: We have provided the standard deviation of our method in the appendix.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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10.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have included the number and type of used GPU in the Experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: I have read the ethics review guidelines before conducting research.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We have discussed the societal impact of our method in the appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not involve the use of any pretrained language models, image
generators, or scraped datasets.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: we have cited the original paper that produced the code package or dataset and
the used datasets in this paper are properly licensed.

Guidelines:

* The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets
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Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The datasets and models used in this paper are open-source.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

» At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper

include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The datasets are not with crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The datasets are not with crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
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Answer:
Justification: No LLM is used in this paper.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

A Related Works on Traditional OOD Detection

On the theoretical side, there are various attempts to explore the theoretical understanding of OOD
detection. Fang et al. [[16}[17] study the generalization of OOD detection by PAC learning and find a
necessary condition for the learnability of OOD detection. Morteza & Li [44] provides a provable
understanding of the OOD detection result by modelling the feature embedding space as a mixture of
multivariate Gaussian distributions. Du et al. [14]] studies the impact of ID labels on OOD detection.

On the practical side, the popularity of OOD detection is motivated by the empirical observation [45]
that neural networks tend to be over-confident in OOD data despite the remarkable achievement
in applications [83} 48, 182, 13} 185 184, 49, 1501 4} 81} 186, 153, 154]. One line of work performs OOD
detection by devising post-hoc scoring functions, including confidence-based methods [37, 22, 78],
energy-based methods [36, 167]], distance-based approaches [[61} 131,159,174} [1} 152} [77,155]], gradient-
based approaches [24]], generative approaches [[73} 18 |35], and Bayesian approaches [40]. Another
line of work addresses OOD detection by fine-tuning a pre-trained discrimination model with
training-time regularizations that help the model learn ID/OOD discrepancy following the guideline
of outlier exposure [21]]. For instance, the discriminative model is regularized to produce lower
confidence [30, 39]] or higher energy [36]] for outlier points. More recently, some works consider a
more practical but challenging scenario where auxiliary outliers are contaminated with unlabelled ID
counterparts. WOOD [27] formulates learning with noisy OOD data as a constrained optimization
problem while SAL [13]] separates candidate outliers from the unlabeled data and trains a binary
classifier using the candidate outliers and the labelled ID data.

B Proof of Theorem 1

As a reminder, Theorem 1 is stated as follows:

Theorem 1. Let ho(x,y) = z'r/7 and N = K. If we, following prior works [156, 47]], assume that
he(x,y) = log p‘;ji((yy)lx) + ¢(x) with ¢(x) as a constant term depending on X, in the extreme case
where o« — 400, we then have the following:

lim E(x)= lim FEg(x)= lim log NSycu(x;8). (28)

a——+oo a——+o0o N—+co
Proof. Step 1:

1
lim FEg(x)= lim —log Z exp |alog

a—+00 a——+00 (v
yeE -

Py x (YIx; 9)}
py (y)

1 exp he (X, y)

=1 =1 1

JJm Jlos D exp |alog Egpy [exp ho(X, 7))

yEVI -

r x (29)
1 P epelx)
= lim —log g exp |alog oy < G

a—+oo (v yem EQNPY {L exp C(X)i|

py (9)
pY|X(y|X>:| _
Py (¥)

1 -
= lim —log Z exp |alog

lim FE(x),
a——+00 (¥
yeEV -

a—r+0o0
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where the penultimate step of Eq. (29) is derived based on the fact that

py|x (y|x) PY x( ?J|X
Ej~py [ | ) } ZP l ZPY|X glx) =1. (30)
py y gey gey
Step 2:
Given that hg(x y) = z'r;/7, and that, as implied by the law of large numbers,

lmy oo & Z _,expho(x,y;) = Ejup, [exp ho(x, 9)] (for all y; € )), we have the following:

N T
lim log NSucm(x;0) = lim logmax — exp(z r/7)
= W BT expla Ty 7)

. 1 T
= log 231)1{ exp(z ' r/7T) — 211100 log N Z exp(z ' r;/T)

=1 T log Ti
oggleayfexp(z r/7T) — og lim Zexp z'r;/T)

= log m%}xexp(zTr/T) —logEgp, [exp(z r/7)]
yeM
- lowmax  EP(ETT/7) (31)
& ven Ejpy [exp(zTr/7)]

1 exp(zTr/T)
= Imaxl1o
HE Ewy fexp(zTr/7)]

exp(zTr/7) ]

g log D e {O‘ 8 E,p, [exp(z 1/7)]

a——+o0o (v
yeEM

exp he (X, y) ]
= lim —10 exp |alo
a=toe gzy: p[ ® Byory [ox0 o (x, 7))

= lim FEg(x)

a—r 400

Step 1 and Step 2 imply this result.

O
C Justification of py | xv, (v|x,yn;0)
As a reminer, Py |xvy, (¥[x,¥n; @) is given as follows:
R . py (y) exp ho(x,y
pY|XYN(y|x7 yn;0) = ) ol ) (32)

exp he(x, )"‘Z _, exp he(x, yj)

22



Z ﬁY‘f((y‘sg 0) = Z EyN71~1P7¥*1 I:ZA)Y\XYN71 (y|x7yN—1; 0)]

yey yeY
-YE M[N by () exp o5, ]
= oo
yey v v exp hg(x, >+Z -1 exphg(x 9;)
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exp hg(x y
:EleP’yEyNﬂNPN—l N ( ) @3
Y exp ho(x, y)+z " exp ho (%, §;)

h
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Zj:l exp he(x, ;)
e [_ewhe g
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L Zl ewhex.9:) | _
~P: R -
. Z;V:l exp he(x, J;)
Please refer to Section 5.2 in Cremer et al. [8] for more details of the derivation.

|
.MZ

7

=

D Proof of Theorem 2

As a reminder, Theorem 2 is stated as follows:
Theorem 2. Let hg(x,y) =z ' v/7,a = 1,and N = K+L/T. If we, following prior works [I56|147],

assume that hg(x,y) = log %(('Z)‘x) + ¢(x) with ¢(x) as a constant term depending on x, we then
have the following:
E(X) = Nlig}oo Ee (X) = TgToo IOg(K + L/T)SNegLabel(X; 0) (34)

L/T—+o0

Proof. Given that o = 1, we have

= log Z exp [W(z,y)] = log Z exp [1og YIX(( ylx )] = log Z leX(y‘X). (35)

yEM YyEM Py y) YyEM py(y)
N ) x; 60
Eo(x) =log 3 exp [log Wix, y)} —log } Py ix ([ 6) (36)
yEM YyEVI by (y)
Step 1:
Given that hg(x,y) = log %&lx) + ¢(x), when N — +o0, the Law of Large Numbers implies
the following
1 N-1
yhm o exp he(x,y) + Z; exp ho(x, ;)
‘7:
| . N-1 —
= pesloten) + Jin S5 T S et @

=1

.

=E;p, [exp ho(x, )]
pY‘Xi(‘@lx) exXpc(X)| = expce(x
“Egpy (@ T ( )} el

Step 2:
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This implies that

N - exphe(x Y)

lim Fg(x)= lim log Z EyN_legfl l

N=oo N=tvoo 23 exp ho(x,y) + 311" exp ho(x, 1)
. pY\X(y|X)
= lim log Z E. N1 [ (38)
00 y 1~Py
Nt yeV1 " py(y)
YyEV py(y)

Step 3: Let g§t> be the ¢-th sample drawn at the ¢-th round, the law of large numbers implies

Py ix (VX 9) N - eXPhB(X Y)
py (y) ynoanFy exp hg(x, y)—|—z 1 "exp ho(x, ;)
T
1 N - h
— lim - exp G(X y) 5 (39)
75500 T & exp ho(x,y) + 300y exp ha(x,3”)
- Tgrj{loo T ZL L y,
where, foreacht =1,...,T,
. h
L(z,y,t) = exp he (X, y) (40)

exp ho(x,y) + Y1, " exp ha(x, ")

As y(t)_1 = (yl(t))fv 7! is sampled from Py ' i.i.d, we can build L(x,y,t) for any jt € Y. If we

consider a valid case where each label in G; U Vr \ {y} is exactly sampled to constitute y(;,)_l when

calculating L (x, 7, t) in Eq. (39), we have N = K + L/T such that N — +o0 requires L /T — +00,
which results in rewriting Eq. (39) as follows:

T
N ~
lim Fg(x)= lim logE ?g L(z,y,t)

N —+oc0 T—+oo

N—+o0 YEVI i=1
K+ L/T h
— tim 10y K Z phobey) o
et 1 Liseoi; XPho(X,3)

= lim log(K+L/T)5NegLabe1(X;9)-
T— 400
L/T—+o0

Step 2 and Step 3 implies this result. O

Remarks. We note that the same ideas of the derivation in Step 3 have been witnessed in contrastive
learning that is known for minimizing InfoNCE [69, [60] of the form —E, ,yep ., R(x,y) where

exp ho(z,y)
R(z,y) = By, cpy |log . 42)
yNERY exp ho(x,y) —i—Z _,expho(x, ;)

Recalling the batch-wise empirical loss of contrastive learners such as SImCLR [5] (x and y share a
same modality) and CLIP (x and y are with different modalities), i.e.,

1< exp ho (i, ;)

lo ,
B~ & oxp ho(zi, yi) + 32,2 exp ho(@i, y;)

where B = {(z;,y:)}2, is the current training batch, one can check that each given R(z,y) is
estimated by exactly sampling y x as {y;|(z;,y;) € B and y; # y}.
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E Proof of Theorem 3

Definition 2 (Mutual Information (MI)). Given two random variables X and Y, the MI between X
and Y is the Kullback-Leibler (KL) divergence between the joint distribution P xy- and the product
of marginal distributions P x Py, i.e.,

pXY(X7 y)

I(X;Y) 2 Drr(Pxy[[PxPy) = Egxy)npsy |10
( ) kL(Pxy[[PxPy) = Exy) PXY[ gPX(X)PY(?/

):| = E(x,y)Nny [W(X? y)] .

(43)
where W(x, y) is the PMI defined in the main paper.

Lemma 1. Given three random variables X, Y, and X, the mutual information I(X;Y|V') can be
decomposed into the following two ways:

I(X,X;Y)=I(X;Y)+ I(X;Y|X) = [(X;Y)+ I(X;Y|X), (44)
where 1(X; Y|X ), i.e., the MI between X and Y conditioned on X, is defined as follows:
Pxyx (%, y[X)

Py x (XIX)py 3 (%)

I(X;Y|X) 2 Epyimnp, o [bg 1 = E(x 0~y y ¢ W yX)]. (45)

As a reminder, Theorem 3 is stated again as follows:

Theorem 3. Foranyx € X andy € Y, let X = T (x) be a sub-view of the input x, W(x,y) can be
decomposed into the following two terms:

W(x,y) = WX, y) + W(x,y[x), (46)
where W(x, y|X), i.e., the PMI between x and y conditioned on X, is defined as follows:
pXY|5<(Xa y[x)
px|)”((x|5<)py|f((y|5<)
Py|xx (ylx, %)

Py % WIx)

W(x,y[x) = log

(47)
= log

Proof. Forany x € X andy € Y, let X = T (x) be a sub-view of the input x,the data processing
inequality implies that I(X; y|x) = 0, which means that I (X;Y) = I(X;Y) + I(X; Y|X).

Given that

E(s.y)~p g, [log W] =Y pry(® ) [log ZX)Y((XZ(/)}

- ¢\ X X o) M
_;§<¥pxyx( 'Y, )) {1 g NET: (y)}
B Zzszyx(x,y,i) [log pxy(iy)}

pXY(iv y)
= E(x,y,3)~ . |log ————
oy X~ Faorx { px (X)py ()
and

Foew)~pxr [log M] =2 pxv(xy) [log pPXY(X»y)}

x (X)py (y =% x (X)py (y)

=22 (Z pXY)"((X,y,i)) {log pxy(xy)}
- (%, 5,%) [1og L2 0)
= zx:zy:gpxyx( ,Ys X) [l ng X)py(y)}

pxy (X,y) ] ,

= E X )~ % 1
¢,y X)~Pyy 3 l:Og pX(X)pY(y)
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we have the following:
I(X;Y)=I(X;Y)+ I(X;Y|X)

pxy (X, Y) v (X,9) Pxyx (X, y[X)
E x,y)~P [lOg :| Ex ~Pg |:10g + E(x v, %)~ Py 2 log = =
TRy |18 L o py (1) Gew) ( (%) P (XIR)py £ (y]%)

x (X)py (v) < (X)py (v)

pxy (%, y) “1lo Pxy(%,9) —log pXYp"((X?y‘f() _
x (X)py (y) px (X)py (v) Px|x (X[X)py % (yX)

Px
pxy (%, 9) Pxy (% 9) pXY|X(va"~<)
<:>]E<x’y”_‘)N]P’xyx |: ] ]E(x Y X)~Pyy ¢ |:10g SAYS D + E(x,y,i)NIPXYX log

pX\x(X\f()py\x(yli)

<:>]E(x’y”~‘)N]nyx |:

SExy s~y ¢ WEY) = WEy) - W yx)] =0
SW(x,y) = W(%, y) +W(x,y[x)

(50)

F Proof of Theorem 4

As a reminder, Theorem 4 is stated as follows:

Theorem 4. Let us define hg(x,%,y) = v! 8z + (1 — B)z]|/k and he(X,y) = z'r/7. If we,

Py % (y%) <y -
— o+ c(X) with ¢(%)

Py x (Y]%) + C(X7 X) with C(X, X)
as a constant term depending on x and X, we then have the following for o = 1:

Jollowing prior works [156] 38] respectively, assume that hg(X,y) = log

as a constant term depending on X, and that hg(x,X,y) = log

E(x) = NLHEOO Eo(x) = L?qglilm log(K + L) Sours(x; 0). (51)
—+o0

Proof. Step 1: Given that o = 1, we have

E(x) = élog Z exp [aW(z,y)] = log Z exp [log YX(P] = log Z Z)YL@'X)

eyt ven Py (y Py (y)
(52)
Py x (YI1%)

Given that hg (X, y) = log Py (y)

+ ¢(X), we have

o ZSY|X(?J|§‘? 0)
i, W 0i0) = Jfim log = 70—

N - exphg(f( y) ‘| (53)
exphg(%,y) + Y71, exp ho (X, ;)

Py x (WIx)

Py (y) =Wy

= log
Step 2:
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Since hg(x,%,y) = log p’;‘:‘i(('z\li)x) + ¢(x, X), by closely following Eq. ( and Eq. Eq
implies that

lim FEg(x)= lim log Z exp [W( :yie)A + he(X,va%] i
N—+o0 N—+o00 g EQNPY [exp D/V(x7 7;0) + he(x, X, y)]]

o exp W(X,y) + he(x,% y)]
o Z yNPY exp [W(X y) + he (X7X7 Q)”

YyEYV1
Py x Wl®) Py xx (Wx:%) <
—log 3 exp [log =500~ +log = Ny + el %) “
o Py x (§1%) P (9lx.%) - (54)
S Byp, [oxp [log 5 1 log DX o %)]]
py\x}“{(y‘xﬂz)
_ Py (y)
= log Z E. [py‘xj((gﬂx,f()]
yeVL Hg~Py Py (9)
Pyixx(yx,x
:logz Y|XX( | )ZE(X)
ven py(y)
Step 3:
Let g§t> be the i-th sample drawn at the ¢-th round, the Law of Large Numbers implies
N - he (X
W(Ey) = lim logEy Nooxpho(y)
N=eo exphe(X,y) + 32— exphe(X,7;)
. (55)

N - exp hg(x,y)

= lim lim = .
N=tooTotoo T exp ho(x,y) + S0, exp ha(x, 7")

Similarly, by taking G; U Y1 \ {y} as the examplar of {yft) } - for W(x,y) in Eq. , we have

N = K + L/T such that N — +oo requires L/T — 400, which results in rewriting Eq. as
follows:

T .
W(x,y) = lim log Z %Z Zexp(zTr{T) +log(K + L/T)

T—Yoo exp(z'r;/T

L/T—+o00 yeyr = t=1 yi €GN ( 9/ ) (56)
= i A

pm AGY)

L/T—+o00

Giventhat N =T - L/T — 400 when L/T — 400 and T' — +00, as implied by the Law of Large
Number, combining Eq. (54) with Eq. (56)) arrives at the following:

lim log(K + L>Sours(x; 6)
T—4o00
L/T—+o0
;0) + ho(x, X,
= lim log Z Kfip & y~ ) ol X y)~]
L?Fjiooo yéyl =1 €Xp [A(X7 Y53 0) + hg(X,X, yj)]
h b ~’
- i log 3 o D) hale %)
L—+o00 yem J 1 exp [W(x, y) + he(X,vaj)]
g 3 D Ltk
55 Egopy [exp [W(X,§) + he(x,%,9)]]

+log(K + L)

(57)

+log(K + L)

= E(x)

Step 2 and Step 3 imply this result. O
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Table 4: Comparison with different VLM architectures on ImageNet-1K (ID).All values are percent-
ages. 1 indicates larger values are better and vice versa. The best results in the last two columns are
shown in bold per ID dataset. Results are averaged over 5 independent runs.

ID Dataset Method iNaturalist SUN Places Textures Average
AUROCtT FPR95| AUROCtT FPR95) AUROCT FPR95| AUROCtT FPR95] AUROCT FPR95|

NegLabel 98.07 8.60 91.52 35.12 88.85 41.63 88.45 47.06 91.72 33.10
Ours 99.52 6.86 95.52 25.08 92.24 37.44 91.28 46.15 94.70 29.08

GroupViT [71]

G Additional Experiments
G.1 More Backbones

G.2 Cropping vs Cutout

Table 5: Ablation study on ImageNet-1K w.r.t the choice of obtaining subviews. 1 indicates larger
values are better and vice versa. Results are averaged over 5 independent runs.

Method iNaturalist SUN Places Textures Average
AUROCT FPR95| AUROCtT FPR95| AUROCT FPR95) AUROCtT FPR95| AUROCT FPR95|

Cropping 99.64 1.04 96.32 18.45 95.81 31.15 92.15 38.79 96.00 22.36
Cutout 99.52 1.26 95.08 19.08 95.46 32.44 91.50 39.38 95.39 23.04

H Limitations

This paper directly uses the off-the-shelf negative labels mined by NegLabel for PMI estimation. It
will be exciting to what makes good negative labels for OOD detection with pre-trained VLMs.

I Broader impacts

Our project aims to improve the reliability and safety of modern machine learning models, which
leads to benefits and societal impacts, particularly for safety-critical applications such as autonomous
driving. Our study does not involve any human subjects or violation of legal compliance. We do not
anticipate any potentially harmful consequences to our work.

J Stability

To verify that our method consistently provides strong performance, we run with 10 independent
seeds for ImageNet-1K and report the average and standard deviation of FPR95 and AUROC as
follows.

Table 6: Ablation on stability. OOD detection performance based on CLIP-B/16 of our method on
ImageNet-1K. Results are averaged over 5 independent runs.

iNaturalist SUN Places Textures
FPR95] AUROCT FPR95] AUROCtT FPR95| AUROCt FPR95| AUROCT
0.0 0.1 1.2 0.5 3.0 1.0 1.6 0.6
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