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Abstract

The intersection of Al and legal systems
presents a growing need for tools that sup-
port legal education, particularly in under-
resourced languages such as Romanian. In
this work, we aim to evaluate the capabili-
ties of Large Language Models (LLMs) and
Vision-Language Models (VLMs) in under-
standing and reasoning about Romanian driv-
ing law through textual and visual question-
answering tasks. To facilitate this, we intro-
duce RoD-TAL, a novel multimodal dataset
comprising Romanian driving test questions,
text-based and image-based, alongside anno-
tated legal references and human explanations.
We implement and assess retrieval-augmented
generation (RAG) pipelines, dense retrievers,
and reasoning-optimized models across tasks
including Information Retrieval (IR), Ques-
tion Answering (QA), Visual IR, and Visual
QA. Our experiments demonstrate that domain-
specific fine-tuning significantly enhances re-
trieval performance. At the same time, chain-
of-thought prompting and specialized reason-
ing models improve QA accuracy, surpassing
the minimum grades required to pass driving ex-
ams. However, visual reasoning remains chal-
lenging, highlighting the potential and the limi-
tations of applying LLMs and VLMs to legal
education.

1 Introduction

The intersection of Artificial Intelligence (Al), legal
systems, and Web technologies offers a powerful
avenue for enhancing public access to structured
legal knowledge. Road traffic law, in particular,
provides a rule-based, codified domain that is well-
suited for computational reasoning and the devel-
opment of intelligent, web-based educational tools.
As web information systems evolve to integrate
data-driven Al models, legal education, especially
in underserved linguistic and regional contexts, re-
mains a vital yet underexplored application area
(Lai et al., 2024).
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Figure 1: Architectures of the QA and VQA pipelines.

Despite significant advances in Large Language
Models (LLMs) and retrieval-augmented architec-
tures, their application to legally grounded ques-
tion answering in low-resource languages remains
limited (Hijazi et al., 2024; Das et al., 2024). In
countries like Romania, where access to legal in-
terpretation and educational resources is often in-
consistent, there is a growing need for inclusive,
intelligent systems that can support legal literacy
and public understanding of the law (Guha et al.,
2023; Hoppe et al., 2021).

Our research aims to evaluate LLMs and their
reasoning capability on QA and VQA tasks, in
the setting we propose, to assess how they can
perform, their biases, their limitations, and how we
can reliably integrate them to support education
and law-related tasks.

We curated and created a novel dataset, called
RoD-TAL, composed of Romanian Driving Tests
and Laws (annotated and referenced in the



Work/Author Backbone | Modality TS P Acc1(1:r§cy SG RO
Zero-Shot QA (Zhou et al., 2024b) GPT-4 Text 92.1% | 86.5% | 85.2% | 88% -
Zero-Shot VQA (Zhou et al., 2024a) | GPT-4V Image - 66.7% | 79.2% -
| IDKB (Luetal.,2025) ~ ~ | GPT-40 | 1Image |~ ~ Overall for 15 languages: 53% |
| RAGQA (Ours - Fig. Tay ~ ~ | od-mini | = Text | - |7 - [ - T777[86.4% |
RAG VQA (Ours - Fig. 1b) 04-mini Image - - - - 78.3%

Table 1: Comparison of models and accuracy over languages. Results are reported for both text and image modalities,
covering multiple languages (US - United States of America; JP - Japanese; CN - Chinese; SG - Singapore, RO -
Romanian), with our method evaluated on Romanian for both modalities.

QA/VQA pairs), to help us assess our objectives.

The main contributions of this work are:

¢ We introduce a novel dataset called RoD-TAL;

* We evaluate LLMs in the context of low-
resource language, Romanian, and a legal do-
main setting, and expose their biases and limi-
tations;

* We propose a foundation for a legal and
Romanian-based Dense Retriever which
doesn’t focus solely on semantic similarity
but on Question and Legal Documents align-
ments;

* We propose solutions (see Figure 1 and Table
1) for all our identified Research Areas: IR,
QA, VIR, VQA, with strong results in both IR
and QA and less performant results on visual
tasks.

2 Related Work

Driving QA and VQA. Zhou et al. (2024b) eval-
uvated ChatGPT (GPT-4) (OpenAl et al., 2024b)
on 814 written driving-license questions from Cal-
ifornia, Tokyo, Beijing, and Singapore, assess-
ing performance across dimensions such as legal
reasoning, situational understanding, and safety
bias. Accuracy ranged from 85.2% to 92.1%, with
lower scores on region-specific legal questions
(e.g., 63.2% in China). While the model performed
well overall, it showed limitations in handling local
regulations and context-sensitive reasoning.

In follow-up work, Zhou et al. (2024a) assessed
Vision-Language Models (VLMs) like ChatGPT
and Bard on visual driving-license questions from
Tokyo and Beijing. While models performed mod-
erately on traffic sign recognition (70%) and better
on scenario-based (80%) and combined visual tasks
(80%), the study highlighted ongoing challenges in
applying VLMs to real-world autonomous driving
contexts.

However, these studies evaluate out-of-the-box
LLM or VLM performance; they do not aim to

optimize model accuracy and do not incorporate re-
trieval augmentation techniques. While GPT mod-
els have likely encountered many laws and question
pairs during pretraining, reframing this task as a
Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) problem could offer a more princi-
pled and scalable approach to improving legal and
regulation-specific reasoning.

Vision-Language Driving Datasets. Multiple
works (Kim et al., 2018; Deruyttere et al., 2019; Li
et al., 2022; Malla et al., 2023; Qian et al., 2024;
Sima et al., 2024; Shao et al., 2024; Tian et al.,
2024; Park et al., 2024; Lu et al., 2025) are in-
troducing and evaluating VL Driving Datasets for
Autonomous Driving, some based on open QA,
some based on MCQA, and spanning multiple lan-
guages, topics, and vehicle categories; see Table
2 for a comparison of these resources. Addition-
ally, their limitation lies in not having references
to legal corpora and relying solely on the internal
knowledge of vision language models during QA
tasks.

Multiple-Choice QA with LL.Ms Across Do-
mains. Zhong et al. (2024) assessed LL.Ms, includ-
ing GPT-4, on Chinese-based human exams like the
Law School Admission Test (LSAT) and Lawyer
Qualification Test (LQT), using formats such as
multiple-choice and fill-in-the-blank. Among var-
ious prompting strategies, Few-Shot with Chain-
of-Thought (CoT) performed best. GPT-4 scored
34-40% on the LQT and 31-87% on the LSAT. The
study found stronger reasoning in high-resource
languages (e.g., English) and domains like history
and logic, while performance was weaker in law,
math, and physics. Challenges included concept
disambiguation, strict logical reasoning, and multi-
hop inference, highlighting areas for further im-
provement. In the context of Romanian works,
there has been a proposed MCQA dataset for the
legal domain in Craciun et al. (2025) curated from
legal examinations from different levels and spe-



Dataset Data Type Data Source Data Domain Knowledge Domain Size Law
QA MCQ Real Synthetic Country Lang. Type LR SS DT DD Ref.
BDD-X (Kim et al., 2018) v X v X Us EN Car X v X X 26K X
Talk2Car (Deruyttere et al., 2019) v X v X Us, SG EN Car X v X X 12K X
CODA-LM (Li et al., 2022) X v X v DE, CN, SG EN Car X v X X 10K X
DRAMA (Malla et al., 2023) x x v x P EN Car x v x x 102K x
nuScenes-QA (Qian et al., 2024) v X v X Us, SG EN Car X v X X 460K X
DriveLM (Sima et al., 2024) v X v X Us, SG EN Car X v X X 2M X
LangAuto CARLA (Shao et al., 2024) v X X v us EN Car X v X X 64K X
SUP-AD (Tian et al., 2024) X v v X CN EN Car X v X X - X
VLAAD (Park et al., 2024) X v v X us EN Car X v X X 64K X
IDKB (Lu et al., 2025) v v v v 15 9 4 v v v v M X
RoD-TAL (Ours) x| v | v x RO RO car [ | ] o | Y

Table 2: Comparison of datasets, domains, and knowledge coverage, inspired by Lu et al. (2025). Knowledge
Domain spans Laws and Regulation (LL), Signs and Signals (SS), Driving Techniques (DT), and Defense Driving

(DD).

cializations, as well as an MCQA dataset for the
medical domain (Dima et al., 2024), built from
university entrance examinations.

Multiple-Choice VQA. Das et al. (2024) pro-
posed EXAMS-V, a multilingual, multimodal
benchmark for evaluating VLMs on multiple-
choice questions across diverse domains (exclud-
ing law). GPT-4V scored an average of 42.5%,
revealing limitations in multimodal reasoning and
the integration of visual and textual information,
despite showing early potential.

Information Retrieval and Retriever Fine-
Tuning. Moreira et al. (2024) investigated fine-
tuning dense retrievers for RAG tasks, emphasiz-
ing hard-negative mining strategies. Their results
showed that starting from positive-aware setups
and gradually introducing harder negatives signif-
icantly improved retrieval accuracy and response
quality, underscoring the importance of training
data curation in RAG pipelines.

Visual Information Retrieval. Dong et al.
(2024) proposed a modality-aware retrieval ap-
proach that leverages visual LLMs to generate
dense image captions for use in downstream query-
ing, enhancing retrieval performance by integrating
visual content more effectively.

3 RoD-TAL: Romanian Driving Tests
And Laws

The RoD-TAL novel resource comprises a law cor-
pus from the Romanian legislation, which we refer
to as RoD-Law, and the QA part, including text-
and image-based questions, referred to as RoD-QA.

3.1 RoD-Law Corpus

A central component of the RoD-TAL framework is
its law-grounded foundation, the RoD-Law corpus,
which ensures every answer can be explicitly traced
back to the Romanian legislation. The legal corpus,
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Figure 2: Distribution of traffic signs (indicators) per
category.

curated as the retrieval base for all downstream
tasks, was compiled from official sources, with
abrogated sections removed to ensure relevance and
currency, until March 2025. The composition of the
legal corpus is summarized in Table 3, including
laws from the traffic regulations, road code, penal
code, and technical inspection law, and civil auto
liability insurance law.

Corpus Source Articles
Traffic Regulation Rules 225
Road Code 147
Penal Code (traffic-related) 9
Technical Inspection Law 15
Civil Auto Liability Insurance Law 47
T Traffic Signs ~ ~ ~ ~ | " 140 |

Table 3: Distribution of articles in the RoD-Law corpus
by legal source.

The RoD-Law legal corpus is complemented
by an annotated collection of 140 distinct traffic
signs, extracted from the answer references across
the dataset and spanning 11 major categories (see
Figure 2. Each sign is provided with its name,
category, and a concise explanation, supporting
both QA annotation and VQA tasks. Statistics are
also presented in Appendix A



Dataset Modality Law Ref. | Size
Split 1 Text-based v 638
Split 2 Text-based X 131
Split 3 | Image-based v 316
Split4 | Image-based X 71

Table 4: RoD-QA splits by modality and law reference
annotation.

3.2 RoD-QA Dataset

Dataset Structure. Built upon the curated legal
base, the RoD-TAL dataset consists of multiple-
choice questions sourced from the Romanian
driving-license written tests, henceforth referred
to as RoD-Law, available on the public educational
platform Scoala Rutiera!. Each question is an-
notated with relevant legal references from RoD-
Law, allowing for the evaluation of both standard
LLM answering and retrieval-augmented genera-
tion (RAG) systems grounded in actual law.

The data structure for each sample includes the
question, a set of candidate answers (with an ex-
plicit correct answer or more), explanation, legal
reference, and a list of indicators where relevant.
Visual questions were further categorized and en-
riched by 04-mini-based (OpenAl, 2025) sign anno-
tation, followed by manual verification. For the ex-
perimental setup, we evaluate various combinations
of text- and image-based questions with or without
law annotations. An overview of the dataset splits
is provided in Table 4.

This comprehensive annotation schema supports
evaluation not only of LLM answer accuracy but
also of legal retrieval precision/recall and legal
grounding in RAG setups. The presence of vi-
sual (VQA) questions further enables research into
legally grounded multimodal models, an emerging
area in Al and law.

Dataset Statistics. The dataset encompasses 18
question categories in total, with the visual subset
categorized into three additional secondary cate-
gories: point of view (pov), aerial, and miscel-
laneous (misc). Figure 3 details the distribution
among visual-question secondary categories. Fig-
ure 7 from the Appendix A shows the number of
questions per primary category. We further provide
a fine-grained breakdown of questions by primary
category and dataset split in Figure 4. Some cate-
gories are better represented than others depending
on the split. For example, split 1 contains more
questions related to driver obligations and sanc-

"https://www.scoalarutiera.ro/
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tions and offenses, while the same categories con-
tain fewer samples in the rest of the splits. For
more statistics, refer to Appendix A.

4 Experiments

The problem of developing an Al system capable
of answering legal questions based on Romanian
traffic law can be decomposed into several distinct
but interconnected tasks. These tasks span both
textual and visual modalities, collectively defining
the core components required for building, evaluat-
ing, and improving such a system. By segmenting
the challenge into modular tasks, we facilitate tar-
geted experimentation, fine-grained performance
evaluation, and the possibility of optimizing each
sub-component independently. We can pursue four
topics: Information Retrieval (split 1), Question
Answering (splits 1 and 2), Visual Information Re-
trieval (split 3), and Visual Question Answering
(splits 3 and 4). We make our code publicly avail-
able?.

4.1 Information Retrieval

An essential component of our system is the ability
to retrieve relevant legal text passages that justify
the correct answer to a question. Our focus is on op-
timizing Recall @k while minimizing k, since high
values are impractical for downstream processing
and the LLM generation part. Based on the distri-
bution of legal articles that ground the questions
(Figure 8 from Appendix A), we consider k£ = 10
sufficient for our experiments such that the LLM is
context-bloated downstream.

In our work, we experiment with the embedding
model mESg,,11, where we evaluate different query
building techniques, rerankers, or fine-tuning on

2https://anonymous.4open.science/r/
rodtal-exp-1F67
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Figure 4: Number of questions per primary category and split.

real or augmented data. The full experimental de-
tails can be found in section B.4.

4.2 Question Answering

We utilize a CoT prompting strategy with the GPT-
40 mini model, incorporating 10 retrieved docu-
ments alongside the question and answer options
in the context. This setup reflects a standard RAG
pipeline. To assess the value of retrieval, we ex-
periment with a baseline prompt-based approach
that does not employ document retrieval. This al-
lows us to isolate the benefit of retrieval in perfor-
mance. Additionally, we evaluate an ideal RAG
setup, in which only the exact relevant documents
are included, simulating ideal recall and precision
conditions. We explore prompt engineering based
on observed failure patterns in the model’s behav-
ior and propose a better prompt. We also conduct
experiments without the CoT technique to test the
role of step-by-step reasoning in answer accuracy.
Lastly, we experiment with reasoning-tuned mod-
els under the same input specifications and prompts.
We explore reasoning models (04-mini) (OpenAl,
2025) with the same specifications and prompts
as before to see if native reasoning helps with the
problem. We also assess the performance of open-
weights models, such as Mistral Small 3.1 Instruct?
and Gemma 3 27B Instruct (Team et al., 2025),
following the same scenarios as with the GPT-40

Shttps://mistral.ai/news/mistral-small-3-1

mini (OpenAl et al., 2024a) model.

4.3 Visual Information Retrieval

We adopt several methodologies to enhance a text
query with the image characteristics. As a baseline,
we compare against a plain QA search.

First, we generate and save 50-100-word cap-
tions using the o4-mini with CoT. We propose a
combination of caption + QA. Then, we use the
04-mini model to rewrite our queries. We evalu-
ate the following scenarios: Image + QA, Image +
Caption + QA. For an extra measure, we also add
the QA for the latter examples, in case the LLM
omits some details

For testing traffic signs retrieval, a similar
methodology is followed. However, we test two
embedding scenarios: first, we only embed the traf-
fic sign name and category, and second, we also
append the explanation.

4.4 Visual Question Answering

We assess the performance of CoT prompting on
the o4-mini model in three main configurations:

* Model’s prior knowledge: The model an-
swers questions using just the question, candi-
date answers, and image, without any external
retrieval.

* Ideal RAG: The model is provided with ex-
actly the relevant documents or legal refer-
ences for each question (i.e., perfect retrieval


https://mistral.ai/news/mistral-small-3-1

conditions).

* Best RAG: The model is provided with the
best retrieval methodology from the VIR task
for laws and traffic signs.

We also propose a similar methodology for the
VIR task, comparing Caption + QA, Image + QA,
and Image + Caption + QA, all leveraging CoT.

4.5 Evaluation Metrics

For information retrieval, we employ Recall @k,
Precision@k, and nDCG @k (Jarvelin and Kekaldi-
nen, 2002). Recall@k measures the proportion
of relevant documents among the top-k retrieved,
while Precision@k evaluates the proportion of re-
trieved documents in the top-k that are relevant.
nDCG@k further incorporates ranking position,
assigning higher weight to relevant documents ap-
pearing earlier in the list. Out of these, the most
important are recall@k and nDCG @k, while pre-
cision@k can be misleading due to the retrieval of
more documents than needed.

For QA and VQA tasks, we use Precision, Re-
call, F1 score, and Exact Match (EM). Precision
and Recall assess prediction accuracy and com-
pleteness, while F1 balances both. EM is our pri-
mary metric, requiring an exact match with the
ground truth and offering no partial credit. Given
our emphasis on strict answer correctness, EM is
the central measure of QA performance.

4.6 Experimental Setup

Details about the experimental setup are presented
in Appendix B. See Appendix C for full prompts in
Romanian and translated to English. All the metric
comments refer to the exact match score, which is
also the performance that candidates are evaluated
on in the MCQA setting.

5 Results

5.1 Information Retrieval

Our baseline experiment (1) in Table 5 yields only
a 50% Recall@10 performance. Answer choices
increase this performance by almost 10% in (2),
thus a lot of the information needed for search is
also present in the answer choices. Retrieving 40
documents and re-ranking the top 10, we also see a
boost in performance by 8%-10%. Using an LLM
to rephrase the query (5) yields similar results as
with the QA (2); thus, the problem is semantic and
not syntactic.

By fine-tuning our embedding model on the
dataset, and now looking only at the test split, we
see an 18% improvement for (6) in the Recall met-
ric. Adding back a Reranker (7) hinders our perfor-
mance by 11% (observed on split 2 specifically).
This has its roots in the misalignment from which
the Retriver model also suffered. The augmented
fine-tuned model only yields 3% performance over
its baseline (see (8) compared to (2)) but underper-
forms massively compared to the one trained on
the data. This suggests a distribution shift from
the original one: the complexity of the questions is
lower, and the amount of related articles (as stated
earlier) is much smaller.

These findings emphasize the importance of
domain-specific representation learning for legal
NLP in under-resourced languages and demon-
strate that fine-tuning on even modestly sized, tar-
geted datasets can significantly improve perfor-
mance, more so than generic improvements in
model architecture or reranking strategies.

5.2 Question Answering

Our first three experiments (1), (2), and 3 in Table
6 aim to compare the Retrieval component. On
the first split, we observe that the RAG component
improves performance by 11%, and comparing the
best setup with an ideal RAG, the difference is
marginal. This shows that even with not all doc-
uments retrieved or some over-retrieved and not
relevant, the LLM is capable of completing the
missing information and responding in a similar
manner (only 2% variation).

Error analysis revealed three main failure modes
(see also Appendix E):

* Difficult Questions: Difficulty handling nu-

anced or misleading options.

» Safety Bias: Prioritizing safe answers over

legally correct ones.

* Overthinking: Overextending reasoning be-

yond the immediate question scope.

With this refinement in mind, using a better
prompt to mitigate these findings, we achieve an-
other 9% improvement over the previous results of
strategy (4). At this step, we also want to ablate
the CoT, making the model respond directly. This
shows a loss of 25% in performance.

Adding a reasoning model over the previous
experiments, we gain another 19% performance
increase in strategy (6). Ablating Retrieval also
shows it is still relevant, where we lose 22% in
strategy (7).



Method Retrieval - Train Retrieval - Test
R@10 | P@10 | nDCG@10 | R@10 | P@10 | nDCG@10

(1) Question based (Q) 50.15 11.45 38.75 49.29 11.01 37.48
(2) Question + Answer Choices (QA) 60.05 14.00 51.33 59.31 13.43 51.23
(3) QA + ReRanker jina 68.70 16.47 64.15 70.08 16.71 63.90
(4) QA + ReRanker bert-msmarco 63.99 15.21 56.22 65.60 15.54 56.49
(5) QA rephrased using GPT 40-mini 60.84 14.27 51.70 60.64 14.14 49.86
(6) Finetuned Retriever 99.89 | 27.21 99.71 88.14 | 23.28 81.41
(7) Finetuned Retriever + ReRanker jina | 80.43 20.25 71.44 77.55 19.92 70.23
(8) Augmented Finetuned Retriever 63.80 14.80 57.10 62.76 14.53 57.43

Table 5: Precision@10, Recall @10, and nDCG @ 10 metric scores for the tried and tested methods on the Information

Retrieval task.

Split 1 Split 2

Method Train | Test Test
(1) GPT-40 mini + CoT + RAG 57.8 | 55.5 72.9
(2) GPT-40 mini + CoT w/o RAG 46.1 43.0 71.3
(3) GPT-40 mini + CoT + Ideal RAG 59.0 | 633 69.6
(4) GPT-40 mini + CoT + RAG + better prompt 67.8 | 75.0 79.6
(5) GPT-40 mini + RAG + better prompt w/o CoT | 42.7 | 47.7 60.8
(6) 04-mini + CoT + RAG + better prompt 863 | 914 834
(7) 04-mini + CoT + better prompt w/o RAG 64.3 | 63.3 82.3

| (8)Mistral + CoT+RAG ~ ~ ~ ~ ~~ ~ ~ " [ 425 4227 519 |
(9) Mistral + CoT w/o RAG 46.1 | 39.8 68.0
(10) Mistral + CoT + Ideal RAG 304 | 352 44
(11) Mistral + CoT + RAG + better prompt 476 | 539 48.1
(12) Mistral + RAG + better prompt w/o CoT 57.5 | 539 75.7

| (13)Gemma3+CoT+RAG ~ ~ ~ =~~~ | 608 539 | 751 ]
(14) Gemma 3 + CoT w/o RAG 48.0 | 38.3 65.7
(15) Gemma 3 + CoT + Ideal RAG 61.0 | 57.0 | 718
(16) Gemma 3 + CoT + RAG + better prompt 67.1 | 53.1 80.7
(17) Gemma 3 + RAG + better prompt w/o CoT 55.1 46.9 72.4

Table 6: Exact match score on IR/QA RAG pipeline.

Experiments with Mistral show similar patterns
but overall weaker results. One thing to note is
that this model would sometimes not follow the
instruction, either by answering with the responses
first and then arguing, or by starting an infinite loop
of generating additional laws instead of answering.
Also, for the experiments where we ablate CoT,
the model would perform the same or better by
10-30%, depending on the dataset used.

Gemma achieves similar results compared to the
OpenAl non-reasoning models.

5.3 Visual Information Retrieval

Using the fine-tuned retriever, our baseline text-
based solution for retrieval yields a 60% recall,
which is a strong initial result (strategy (1) in Table
7). Adding the caption to the search query improves
the performance by 10%.

Further adding the image information, by using
an LLM to rephrase the query (entries denoted with
RL...] represent rephrasing of the query using
VLM), shows an improvement in the Image + QA
scenario by 3% in recall and a loss of 3% when
also using the caption. Contrary to the belief that

more context helps the model to produce a better
query, it doesn’t in this scenario.

Concatenating the QA pair to the previous ex-
periments also shows a 7-8% improvement on both
scenarios, suggesting that some details were left
out in the rephrasing part.

Now, looking at retrieving traffic signs in Table
8, with the same experiments in mind, they follow
a similar pattern in performance.

When changing the embedding method to also
include more context and details for the indicators
(the entries which have a *), we can see a slight
improvement in the Caption + QA scenario. This
combination helps with matching extra details in
the caption to the extra details in the description,
seeing a 3% gain in strategy (2*) over the previous
best.

5.4 Visual Question Answering

We aim to evaluate VQA based on three prompt-
ing scenarios and three retrieval scenarios (Table
9). First, we want to test the input combination
as before, either Caption+QA, Image+QA, or Im-
age+Caption+QA. Consistently, Image+QA has



Retrieval Laws - Split 3
Method R@10 | P@10 | nDCG@10
(1) Question + Answer Choices (QA) 60.45 12.72 56.18
(2) Caption + QA 70.30 15.06 56.41
(3) R[04-mini + Image + QA] 73.51 16.13 58.38
(4) R[04-mini + Image + Caption + QA] 67.70 14.87 52.85
(5) R[04-mini + Image + QA] + QA 77.09 16.83 62.67
(6) R[04-mini + Image + Caption + QA] + QA | 75.17 16.32 59.67

Table 7: Precision@ 10, Recall @10 and nDCG @ 10 metric scores the Visual Information Retrieval of Laws task.

Method Retrieval Indicators - Split 3 | Retrieval Indicators - Split 4
R@10 | P@10 | nDCG@10 | R@10 | P@10 | nDCG@10
(1) Question + Answer Choices (QA) 47.52 7.18 33.50 61.97 7.32 49.99
(2) Caption + QA 60.49 9.39 46.62 73.70 9.29 56.53
(3) R[04-mini + Image + QA] 60.39 9.20 42.93 70.18 8.59 49.84
(4) R[04-mini + Image + Caption + QA] 57.80 8.82 43.66 67.37 8.45 50.87
(5) R[04-mini + Image + QA] + QA 60.23 9.24 46.14 73.47 9.01 56.29
(6) R[04-mini + Image + Caption + QA] + QA 58.25 8.92 45.15 74.41 9.15 60.38
(1*) Question + Answer Choices (QA) 41.98 6.13 28.72 64.08 7.60 48.38
(2*) Caption + QA 63.13 9.65 44.96 69.95 8.59 53.13
(3*) R[o4-mini + Image + QA] 58.80 9.05 41.67 63.14 7.46 50.11
(4*) R[o4-mini + Image + Caption + QA] 57.25 8.95 39.95 68.54 8.16 50.63
(5%) R[o4-mini + Image + QA] + QA 58.93 8.98 41.93 70.89 8.59 54.89
(6*) R[o4-mini + Image + Caption + QA] + QA | 59.34 9.11 42.13 72.06 8.59 56.11

Table 8: Precision@10, Recall@10 and nDCG @ 10 metric scores the Visual Information Retrieval of Indicators

task.

a better performance than Caption+QA by 7-8%,
while Image+Caption+QA is only 2-3% above Cap-
tion+QA. This is a similar pattern we spotted in
the retrieval task, where more context (the caption)
doesn’t improve the performance, but it does affect
performance.

Method Split3 | Split4
(1) o4-mini + Caption + QA + CoT 64.2 71.8
(2) 04-mini + Image + QA + CoT 71.5 74.6
(3) 04-mini + Image + Caption + QA + CoT 64.9 74.6
(4) 04-mini + Caption + QA + CoT + Ideal RAG 69.9 78.9
(5) 04-mini + Image + QA + CoT + Ideal RAG 77.8 78.9
(6) o4-mini + Image + Caption + QA + Ideal RAG 71.8 789
(7) o4-mini + Caption + QA + CoT + RAG 67.4 76.1
(8) 04-mini + Image + QA + CoT + RAG 75.6 90.1
(9) 04-mini + Image + Caption + QA + RAG 69.3 71.5

Table 9: Exact match scores on the VIR/VQA RAG
pipeline using strategy (5) for laws and strategy (2*) for
indicators

Checking on the Retrieval Component, we find
the theoretical best and our best setup to be compa-
rable in results (1-2% difference), while ablating
RAG loses at least 5% performance.

5.5 Qualitative analysis

We present some samples of the QA examples
where the better prompting strategy improved the
results and mitigated the initially observed limita-
tions in Appendix E. In the same Appendix, there
are samples of wrong visual questions on each of
the three secondary categories, using the best RAG

setup.

6 Conclusions

In this work, we evaluateed Information Retrieval,
Visual Information Retrieval, Question Answering,
and Visual Question Answering both independently
and in combination on a newly introduced dataset.
Our results demonstrated promising performance
across tasks, while also highlighting specific areas
for improvement. In the IR component, further fine-
tuning was needed to prevent the inclusion of actual
positives during hard negative mining. For VIR,
future work should explore more advanced meth-
ods incorporating joint image—text embeddings. In
QA and VQA, improved prompting strategies or
targeted model fine-tuning could help mitigate the
limitations and biases inherent to current large lan-
guage models.

Additionally, we examined the challenges LLMs
face in multiple-choice QA settings, particularly
the importance of minimizing over-selection to
maximize precision. This research represents a
novel contribution to the intersection of QA, VQA,
IR, and VIR within the Romanian legal domain,
specifically focused on traffic law, but with poten-
tial applicability to a wide range of legal tasks.



Limitations

We acknowledge that our work presents some lim-
itations. The choice of not splitting larger docu-
ments into sub-chunks and truncating them instead
aimed to simplify our experiments and benchmark-
ing of the dataset, and we acknowledge that it might
set us back from achieving a perfect retrieval result.

We also acknowledge that we didn’t run the ex-
periments with larger models, which could have
improved the scores, due to hardware or budget
constraints. For the same reasons, we didn’t run
the experiments on multiple seeds to explore varia-
tion.

Risks and Ethical Considerations

The only risk we see is in educational settings. It is
known that LLMs suffer from hallucination (Ope-
nAl et al., 2024a), for which our work doesn’t fully
address. If users were to learn for the driving ex-
ams using our setup, there is a chance of learning
the wrong information, and this is also reflected
in the results, which are perfect. In addition, our
methods cannot be used for legal advice.
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A Dataset Statistics

In this section, we present statistics of the RoD-
TAL dataset, which comprises two main compo-
nents: the legal corpus RoD-Law and the multiple-
choice question-answering dataset RoD-QA. We
analyze the characteristics and distributions rele-
vant to each component to provide insights into the
dataset’s structure and content.

RoD-Law Statistics. The corpus totals 443 legal
documents from the Romanian law. In Figure 5,
we present the distribution of the number of tokens
from the entire RoD-Law corpus. The distribution
roughly follows a long-tail power law, where most
documents have fewer tokens, with approximately
86% of documents containing text under 500 to-
kens in length.

Out of the 443 documents, 225 of them have
references in the QA dataset. We present the token
distribution in Figure 6. Similarly, 70% of the
documents could enter a context window of 500
tokens.

Distribution of Law Document Lengths (Tokens)
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Figure 5: Number of tokens distribution of the entire
RoD-Law corpus.

Distribution of Token Lengths for Used Legal Articles
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Figure 6: Number of tokens distribution on the docu-
ments referenced in RoD-QA.

RoD-QA Statistics. The QA dataset totals 1,156
samples containing text and images modalities with
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Figure 7: Number of questions per primary category
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question
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Figure 9: Distribution of traffic sign indicators per ques-
tion

and without legal reference annotations, as pre-
sented in §3.2. In Figure 7, we showcase the dis-
tribution of questions per category. In total, there
are 18 categories, most of them addressing right of
way and signs and markings.

For the data annotated with legal references, we
illustrate in Figure 8 the distribution per question.
Most questions contain up to 10 references, which
this also the main motivation to set £ = 10 docu-
ments retrieved during experiments. In Figure 9,



Model Num. Params. | Ctx. Size | Checkpoint

mE5an 118M 512 multilingual-e5-small

Passage Reranking Multilingual BERT 168M 512 bert-multilingual-passage-reranking-msmarco
Jina Reranker v2 278M 1024 jina-reranker-v2-base-multilingual

Mistral Small 3.1 24B 128k Mistral-Small-3.1-24B-Instruct-2503

Gemma 3 27B Instruct 27B 128k gemma-3-27b-it

GPT-40 mini undisclosed 128k gpt-40-mini-2024-07-18

o04-mini (medium) undisclosed 200k 04-mini-2025-04-16

Table 10: Model checkpoints used during experiments.

we present the distribution of the number of indica-
tors illustrated in the questions containing images,
where most questions show up to three indicators.

B Experimental Setup

B.1 Model Checkpoints

Table 10 presents the models and the checkpoints
used during the experiments. We indicate the size
as the number of parameters, context size in num-
ber of tokens, and the checkpoint on HuggingFace*
or OpenAl Platform?.

B.2 Hyperparameters

For the fine-tuning of the dense retriever model, we
largely follow the settings from the original work,
with several modifications specific to our setup.
The model is trained using the Sentence Transform-
ers library, with the following hyperparameters:

* Number of epochs: We train the first version
of the model for 10 epochs, and the second
one is early stopped after 1 epoch due to poor
performance.

Batch size: Both the training and evaluation
batch sizes are set to 64.

Learning rate schedule: We use a warmup
ratio of 0.1.

Mixed precision: Training is performed with
FP16 precision enabled, while BF16 is dis-
abled.

Batch sampler: We use
BatchSamplers.NO_DUPLICATES to avoid
duplicate samples within a batch, which is
beneficial for in-batch negative sampling
losses.

Loss function: The MultipleNegativesRank-
inglLoss (InfoNCE) is used, with mESgp, as
the base model.

4https ://huggingface.co/
Shttps://platform.openai.com
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* Evaluation and saving: The model is eval-
uated and checkpoints are saved every 100
steps, with only the best two checkpoints re-
tained.

Early stopping: The best model is loaded
at the end of training based on the evalua-
tion metric (eval_cosine_recall@10), with
greater_is_better=True.

Random seed: To ensure reproducibility,
all relevant random seeds (torch, numpy,
random, and transformers) are set to 42,
and deterministic training options are enabled.

B.3 Hardware Infrastructure and
Computational Costs

We train the open-source LLM models on Google
Colab with one NVIDIA A100 GPU and on 4
NVIDIA A100 GPUs from the institutional clus-
ter, using the vlim package for LLM inference and
better scalability.

For the closed-source LLM experiments, the
GPT-40 mini model is used with a seed set to 25
and a temperature of 0. The o4-mini model is used
without the possibility to set temperature or seed,
as for now. The total cost for LLM experiments
using the OpenAl API is $73.46.

B.4 Information Retrieval

Embedding model. We initially employ the
mESgm,n multilingual model (Wang et al., 2024) to
generate dense text embeddings for the legal corpus
and user queries. This model supports Romanian
and offers a sufficiently large context window to
embed the relatively long articles typical of traffic
law. It is also ranked among the top models on the
MTEB leaderboard (Muennighoff et al., 2023) for
retrieval tasks while supporting Romanian. We em-
bed each article by concatenating the title metadata
and content. We truncate the content if it is longer
than the maximum context of 384, avoiding split-
ting into smaller chunks (as suggested in Figure
5).


https://huggingface.co/intfloat/multilingual-e5-small
https://huggingface.co/amberoad/bert-multilingual-passage-reranking-msmarco
https://huggingface.co/jinaai/jina-reranker-v2-base-multilingual
https://huggingface.co/mistralai/Mistral-Small-3.1-24B-Instruct-2503
https://huggingface.co/google/gemma-3-27b-it
https://huggingface.co/
https://platform.openai.com

Query formatting. To improve retrieval perfor-
mance, we experiment with various input formu-
lations, including concatenating the question with
its answer options, which led to better embedding-
based similarity scores.

Reranking. Further improvements were sought
by incorporating multilingual reranking models:
Jina Reranker v2% and Passage Reranking Multilin-
gual BERT (Nogueira and Cho, 2020).

Query rewriting. We also explore query rewrit-
ing using LLMs, specifically GPT-40 mini via API
(OpenAl et al., 2024a), attempting to rephrase ques-
tions in a way that aligns with the embedding
model’s representation space.

Fine-tuning retriever. Following poor results
from these techniques, we hypothesize that do-
main and language mismatch are a core bottleneck,
specifically in the specialized and underrepresented
Romanian legal language. To address this, we
fine-tune the mES .1 model on our dataset for 10
epochs, 80-20 split, using the InfoNCE loss (Oord
et al., 2018), consistent with the model’s original
training regime. We constructed a training set of
approximately 6,960 samples, comprising positive
pairs (i.e., questions with their correct legal refer-
ences), and hard negatives (i.e., derived from top
candidates retrieved by the base model, but judged
incorrect — positive aware hard-negative mining, 5
each). We also test with reranking on top of the
fine-tuned retriever.

Data augmentation. We further experiment
with data augmentation via LLM-based synthesis.
A few-shot prompt was created (2 examples of
documents with associated questions and answers),
and 1,000 sets of 2—6 legal documents were sam-
pled. GPT-40 mini is used to generate 5 QA pairs
per set. However, the LLM typically uses only 1-2
references per question, likely due to contextual
incompatibility. After removing duplicates and en-
tries with a similarity score over 0.98, we obtain
2,259 valid pairs, totaling 14,055 training samples.
For this augmented dataset, we apply the same
contrastive-based fine-tuning regime. The goal is
not to leak any of the dataset distribution and statis-
tics to our retriever and to validate based on the
whole initial dataset.

%Jina Reranker V2
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https://jina.ai/news/jina-reranker-v2-for-agentic-rag-ultra-fast-multilingual-function-calling-and-code-search/

C Prompts (Romanian and English)

C.1 Information Retrieval Prompts

Esti un politist rutier. Vorbesti doar Limba romana.

Primesti o grila de la un test auto, alaturi de raspunsurile posibile.

Scopul tau este sa generezi o singura intrebare astfel incat sa poti cauta legile care fac referinta la intrebarea primita.
Raspunsul tau se va incheia cu:

"Raspuns final: [intrebare generata tip string]"

Aceasta este intrebarea:

{question}

Aceastea sunt variantele de raspuns:

{answers }

You are a traffic police officer. You only speak Romanian.

You receive a multiple-choice question from a driving test, along with the possible answers.

Your goal is to generate a single question that will help you search for the laws relevant to the received question.
Your answer must end with:

"Final answer: [generated question as string]"

This is the question:

{question}

These are the possible answers:

{answers }

C.2 Question Answering Prompts

Esti un politist rutier. Vorbesti doar Limba romana.

Trebuie sa rezolvi o grila de la un test auto. Aceasta grila poate avea unul sau mai multe raspunsuri corecte.
Gandestete care e raspunsul corect si raspunde la intrebare. La final, ultima parte din raspuns trebuie sa fie litera sau
literele corecte.

De exemplu, raspunsul tau se va incheia cu

"Raspuns corect: A"

sau

"Raspuns corect: A,B"

Acesta este modul in care trebuie sa gandesti:

1. Citeste atent intrebare si variantele de raspuns.

2. Identifica ce informatii din legislatie ar putea fi relevante. (Legislatia Romaniei)

3. Daca ai mai multe raspunsuri corecte, argumenteaza fiecare alegere.

Aceasta este intrebarea:

{question}

Aceastea sunt variantele de raspuns:

{answers }

Aceastea sunt legile relevante, dar nu neaparat toate sunt relevante:

{documents }

You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. This question may have one or more correct answers.
Think about what the correct answer is and respond to the question. At the end, the last part of your answer must be the
correct letter or letters.

For example, your answer should end with

"Correct answer: A"

or

"Correct answer: A,B"

This is the way you should think:

1. Read the question and the answer options carefully.

2. Identify which information from the legislation might be relevant. (Romanian legislation)

3. If there are multiple correct answers, justify each choice.

This is the question:
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{question}

These are the answer options:

{answers}

These are the relevant laws, but not all may be relevant:
{documents }

Esti un politist rutier. Vorbesti doar Limba romana.

Trebuie sa rezolvi o grila de la un test auto. Aceasta grila poate avea unul sau mai multe raspunsuri corecte.
Gandestete care e raspunsul corect si raspunde la intrebare. La final, ultima parte din raspuns trebuie sa fie litera sau
literele corecte.

De exemplu, raspunsul tau se va incheia cu

"Raspuns corect: A"

sau

"Raspuns corect: A,B"

Acesta este modul in care trebuie sa gandesti:

1. Citeste atent intrebare si variantele de raspuns.

2. Identifica ce informatii din legislatie ar putea fi relevante. (Legislatia Romaniei)

3. Daca ai mai multe raspunsuri corecte, argumenteaza fiecare alegere.

Aceasta este intrebarea:

{question}

Aceastea sunt variantele de raspuns:

{answers}

You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. This question may have one or more correct answers.
Think about what the correct answer is and respond to the question. At the end, the last part of your answer must be the
correct letter or letters.

For example, your answer should end with

"Correct answer: A"

or

"Correct answer: A,B"

This is the way you should think:

1. Read the question and the answer options carefully.

2. Identify which information from the legislation might be relevant. (Romanian legislation)

3. If there are multiple correct answers, justify each choice.

This is the question:

{question}

These are the answer options:

{answers}

Esti un politist rutier. Vorbesti doar in limba romana.

Trebuie sa rezolvi o grila de la un test auto. Grila poate avea unul sau mai multe raspunsuri corecte. Vei folosi strict
legile din Romania.

Gandeste logic, dar nu extrapola peste informatiile oferite. Judeca doar momentul descris, nu presupune alte situatii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Identifica strict ce prevederi din legislatia rutiera din Romania se aplica situatiei date.

3. Daca raspunsul pare "mai sigur" dar este contrar legislatiei, urmeaza legea, nu instinctul de precautie.

4. Alege DOAR raspunsurile care sunt complet corecte conform textului legii — nu ghici, nu completa informatii lipsa.
5. Daca un raspuns corect este mai bun decat altul dat ca si corect, include mai multe situatii specifice sau exceptii,
atunci trebuie ales doar acela.

6. Argumenteaza clar de ce ai ales fiecare raspuns corect. Daca exista mai multe raspunsuri corecte, explica fiecare
alegere separat.

7. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor (exista intrebari-capcana).

La final, ultima parte din raspuns trebuie sa fie litera sau literele corecte.

De exemplu, raspunsul tau se va incheia cu:

"Raspuns corect: A"

sau

"Raspuns corect: A,B"

Aceasta este intrebarea:
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{question}

Acestea sunt variantele de raspuns:

{answers}

Aceastea sunt legile relevante, dar nu neaparat toate sunt relevante:
{documents }

You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. The question may have one or more correct answers.
You will use only the laws from Romania.

Think logically, but do not extrapolate beyond the information provided. Judge only the described moment; do not
assume other situations.

Thinking rules:

1. Read the question and answer choices very carefully.

2. Strictly identify which provisions of Romanian traffic legislation apply to the given situation.

3. If the answer seems "safer" but is contrary to the legislation, follow the law, not instinct.

4. Select ONLY the answers that are completely correct according to the letter of the law — do not guess, do not add
missing information.

5. If one correct answer is better than another marked as correct, includes more specific situations or exceptions, then
only that one should be chosen.

6. Clearly argue why you chose each correct answer. If there are multiple correct answers, explain each choice
separately.

7. Pay attention to small details that can change the meaning of the question or answers (some questions are trick
questions).

At the end, the last part of your answer must be the correct letter or letters.

For example, your answer should end with:

"Correct answer: A"

or

"Correct answer: A,B"

This is the question:

{question}

These are the answer choices:

{answers }

These are the relevant laws, but not all may be relevant:

{documents}

Esti un politist rutier. Vorbesti doar in limba romana.

Trebuie sa rezolvi o grila de la un test auto. Grila poate avea unul sau mai multe raspunsuri corecte. Vei folosi strict
legile din Romania.

Gandeste logic, dar nu extrapola peste informatiile oferite. Judeca doar momentul descris, nu presupune alte situatii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Identifica strict ce prevederi din legislatia rutiera din Romania se aplica situatiei date.

3. Daca raspunsul pare "mai sigur" dar este contrar legislatiei, urmeaza legea, nu instinctul de precautie.

4. Alege DOAR raspunsurile care sunt complet corecte conform textului legii — nu ghici, nu completa informatii lipsa.
5. Daca un raspuns corect este mai bun decat altul dat ca si corect, include mai multe situatii specifice sau exceptii,
atunci trebuie ales doar acela.

6. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor (exista intrebari-capcana).

Raspunde direct cu variantale corecte.

De exemplu, raspunsul tau se va incheia cu:

"Raspuns corect: A"

sau

"Raspuns corect: A,B"

Aceasta este intrebarea:

{question}

Acestea sunt variantele de raspuns:

{answers }

Aceastea sunt legile relevante, dar nu neaparat toate sunt relevante:

{documents }
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You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. The question may have one or more correct answers.
You will use only the laws from Romania.

Think logically, but do not extrapolate beyond the provided information. Judge only the described moment; do not
assume other situations.

Thinking rules:

1. Read the question and answer options very carefully.

2. Strictly identify which provisions of Romanian traffic legislation apply to the given situation.

3. If the answer seems "safer" but is contrary to the legislation, follow the law, not instinct.

4. Select ONLY the answers that are completely correct according to the text of the law — do not guess, do not fill in
missing information.

5. If one correct answer is better than another marked as correct, includes more specific situations or exceptions, then
only that one should be chosen.

6. Pay attention to small details that can change the meaning of the question or answers (some questions are trick
questions).

Respond directly with the correct options.

For example, your answer should end with:

"Correct answer: A"

or

"Correct answer: A,B"

This is the question:

{question}

These are the answer options:

{answers }

These are the relevant laws, but not all may be relevant:

{documents}

C.3 Visual Information Retrieval Prompts

Descrie urmatoare imagine incluzand detalii legate de condus, indicatoare, ce se intampla in imagine.
Limiteaza-te 1a 50-100 cuvinte.
Foloseste numele indicatorului daca il cunosti, altfel o descriere succinta.

Describe the following image, including details related to driving, road signs, and what is happening in the image.
Limit yourself to 50-100 words.
Use the name of the sign if you know it, otherwise provide a brief description.

Esti un politist rutier. Vorbesti doar in limba romana.

Primesti o grila de la un test auto care are atasata si o imagine. Trebuie sa selectezi din imagine informatiile necesare,
astfel incat sa imbuntatesti intrebarea originala si a facilita cautarea unor articole de lege relevante.
Include informatiile relevante despre situatie, indicatoare, si altele elemente specifice condusului si legii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Analizeaza imaginea si extrage informatiile cele mai importante

3. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor

4. Explica ce anume trebuie introdus in intrebare pentru a cauta informatiile corecte

La final, ultima parte din raspuns trebuie sa fie intrebarea reformulata.

"Raspuns final: [intrebare]"

Aceasta este intrebarea:

{question}

Acestea sunt variantele de raspuns:

{answers }

You are a traffic police officer. You only speak Romanian.

You receive a multiple-choice question from a driving test, which also has an attached image. You need to select the
necessary information from the image, so as to improve the original question and facilitate the search for relevant legal
articles.
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Include relevant information about the situation, road signs, and other elements specific to driving and the law.
Thinking rules:

1. Read the question and answer options very carefully.

2. Analyze the image and extract the most important information.

3. Pay attention to small details that may change the meaning of the question or the answers.
4. Explain what should be added to the question to help search for the correct information.
At the end, the last part of your answer must be the reformulated question.

"Final answer: [question]"

This is the question:

{question}

These are the answer options:

{answers }

Esti un politist rutier. Vorbesti doar in limba romana.

Primesti o grila de la un test auto care are atasata si o imagine. Trebuie sa selectezi din imagine informatiile necesare,
astfel incat sa imbuntatesti intrebarea originala si a facilita cautarea unor articole de lege relevante.
Include informatiile relevante despre situatie, indicatoare, si altele elemente specifice condusului si legii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Analizeaza imaginea si extrage informatiile cele mai importante

3. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor

4. Explica ce anume trebuie introdus in intrebare pentru a cauta informatiile corecte

La final, ultima parte din raspuns trebuie sa fie intrebarea reformulata.

"Raspuns final: [intrebare]"

Aceasta este intrebarea:

{question}

Acestea sunt variantele de raspuns:

{answers }

Aceasta este descrierea imaginii:

{caption}

You are a traffic police officer. You only speak Romanian.

You receive a multiple-choice question from a driving test, which also has an attached image. You need to select the
necessary information from the image, so as to improve the original question and facilitate the search for relevant legal
articles.

Include relevant information about the situation, road signs, and other elements specific to driving and the law.
Thinking rules:

1. Read the question and answer options very carefully.

2. Analyze the image and extract the most important information.

3. Pay attention to small details that may change the meaning of the question or the answers.

4. Explain what should be added to the question to help search for the correct information.

At the end, the last part of your answer must be the reformulated question.

"Final answer: [question]"

This is the question:

{question}

These are the answer options:

{answers }

This is the image caption:

{caption}

C.4 Visual Question Answering Prompts

Esti un politist rutier. Vorbesti doar in limba romana.

Trebuie sa rezolvi o grila de la un test auto. Grila poate avea unul sau mai multe raspunsuri corecte. Vei folosi strict
legile din Romania.

Vei primi o intrebare alaturi de o imagine, intrebarea avand stransa legatura cu intrebarea.

Gandeste logic, dar nu extrapola peste informatiile oferite. Judeca doar momentul descris, nu presupune alte situatii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Identifica strict ce prevederi din legislatia rutiera din Romania se aplica situatiei date.
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3. Daca raspunsul pare "mai sigur" dar este contrar legislatiei, urmeaza legea, nu instinctul de precautie.

4. Alege DOAR raspunsurile care sunt complet corecte conform textului legii — nu ghici, nu completa informatii lipsa.
5. Daca un raspuns corect este mai bun decat altul dat ca si corect, include mai multe situatii specifice sau exceptii,
atunci trebuie ales doar acela.

6. Argumenteaza clar de ce ai ales fiecare raspuns corect. Daca exista mai multe raspunsuri corecte, explica fiecare
alegere separat.

7. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor (exista intrebari-capcana).

La final, ultima parte din raspuns trebuie sa fie litera sau literele corecte.

De exemplu, raspunsul tau se va incheia cu:

"Raspuns corect: A"

sau

"Raspuns corect: A,B"

Aceasta este intrebarea:

{question}

Acestea sunt variantele de raspuns:

{answers }

You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. The question may have one or more correct answers.
You will use only the laws from Romania.

You will receive a question along with an image; the question is closely related to the image.

Think logically, but do not extrapolate beyond the provided information. Judge only the described moment; do not
assume other situations.

Thinking rules:

1. Read the question and answer options very carefully.

2. Strictly identify which provisions of Romanian traffic legislation apply to the given situation.

3. If the answer seems "safer" but is contrary to the legislation, follow the law, not instinct.

4. Select ONLY the answers that are completely correct according to the text of the law — do not guess, do not fill in
missing information.

5. If one correct answer is better than another marked as correct, includes more specific situations or exceptions, then
only that one should be chosen.

6. Clearly argue why you chose each correct answer. If there are multiple correct answers, explain each choice
separately.

7. Pay attention to small details that can change the meaning of the question or answers (some questions are trick
questions).

At the end, the last part of your answer must be the correct letter or letters.

For example, your answer should end with:

"Correct answer: A"

or

"Correct answer: A,B"

This is the question:

{question}

These are the answer options:

{answers }

Esti un politist rutier. Vorbesti doar in limba romana.

Trebuie sa rezolvi o grila de la un test auto. Grila poate avea unul sau mai multe raspunsuri corecte. Vei folosi strict
legile din Romania.

Vei primi o intrebare alaturi de o imagine, intrebarea avand stransa legatura cu intrebarea.

Gandeste logic, dar nu extrapola peste informatiile oferite. Judeca doar momentul descris, nu presupune alte situatii.
Reguli de gandire:

1. Citeste cu maxima atentie intrebarea si variantele de raspuns.

2. Identifica strict ce prevederi din legislatia rutiera din Romania se aplica situatiei date.

3. Daca raspunsul pare "mai sigur" dar este contrar legislatiei, urmeaza legea, nu instinctul de precautie.

4. Alege DOAR raspunsurile care sunt complet corecte conform textului legii — nu ghici, nu completa informatii lipsa.
5. Daca un raspuns corect este mai bun decat altul dat ca si corect, include mai multe situatii specifice sau exceptii,
atunci trebuie ales doar acela.

6. Argumenteaza clar de ce ai ales fiecare raspuns corect. Daca exista mai multe raspunsuri corecte, explica fiecare
alegere separat.

7. Fii atent la mici detalii care pot schimba sensul intrebarii sau al raspunsurilor (exista intrebari-capcana).

La final, ultima parte din raspuns trebuie sa fie litera sau literele corecte.

De exemplu, raspunsul tau se va incheia cu:

"Raspuns corect: A"
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sau
"Raspuns corect: A,B"

Aceasta este intrebarea:

{question}

Acestea sunt variantele de raspuns:

{answers }

Aceastea sunt legile relevante, dar nu neaparat toate sunt relevante:
{documents_laws}

{documents_indicators }

You are a traffic police officer. You only speak Romanian.

You need to solve a multiple-choice question from a driving test. The question may have one or more correct answers.
You will use only the laws from Romania.

You will receive a question along with an image; the question is closely related to the image.

Think logically, but do not extrapolate beyond the provided information. Judge only the described moment; do not
assume other situations.

Thinking rules:

1. Read the question and answer options very carefully.

2. Strictly identify which provisions of Romanian traffic legislation apply to the given situation.

3. If the answer seems "safer" but is contrary to the legislation, follow the law, not instinct.

4. Select ONLY the answers that are completely correct according to the text of the law — do not guess, do not fill in
missing information.

5. If one correct answer is better than another marked as correct, includes more specific situations or exceptions, then
only that one should be chosen.

6. Clearly argue why you chose each correct answer. If there are multiple correct answers, explain each choice
separately.

7. Pay attention to small details that can change the meaning of the question or answers (some questions are trick
questions).

At the end, the last part of your answer must be the correct letter or letters.

For example, your answer should end with:

"Correct answer: A"

or

"Correct answer: A,B"

This is the question:

{question}

These are the answer options:

{answers }

These are the relevant laws, but not all may be relevant:

{documents_laws}

{documents_indicators }
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D Additional Experimental Results

Split 1 Split 2

Method Metric Train | Test Test
(1) GPT-40 mini + CoT + RAG Precision | 77.0 | 74.7 85.5
(2) GPT-40 mini + CoT w/o RAG Precision | 69.0 | 67.3 85.2
(3) GPT-40 mini + CoT + Ideal RAG Precision | 76.5 76.8 82.7
(4) GPT-40 mini + CoT + RAG + better prompt Precision | 80.9 | 85.8 87.7
(5) GPT-40 mini + RAG + better prompt w/o CoT | Precision | 68.5 | 70.2 79.2
(6) 04-mini + CoT + RAG + better prompt Precision | 91.7 | 95.3 91.2
(7) o4-mini + CoT + better prompt w/o RAG Precision | 76.8 | 77.1 89.2

| (8)Mistral + CoT+RAG ~ ~ ~~~ ~~ ~ ~ 7| Precision | 65.2 | 66.8° | 702" |
(9) Mistral + CoT w/o RAG Precision | 80.3 78.6 91.0
(10) Mistral + CoT + Ideal RAG Precision | 469 | 51.7 18.5
(11) Mistral + CoT + RAG + better prompt Precision | 65.5 | 69.5 66.6
(12) Mistral + RAG + better prompt w/o CoT Precision | 88.6 | 86.8 93.4

| (13) Gemma 3+ CoT+RAG | Precision | 76.0 | 685 | 839 |
(14) Gemma 3 + CoT w/o RAG Precision | 63.0 | 58.4 75.5
(15) Gemma 3 + CoT + Ideal RAG Precision | 753 | 71.5 84.6
(16) Gemma 3 + CoT + RAG + better prompt Precision | 80.0 | 70.8 87.5
(17) Gemma 3 + RAG + better prompt w/o CoT Precision | 73.3 | 67.6 84.3
(1) GPT-40 mini + CoT + RAG Recall 92.8 92.7 96.9
(2) GPT-40 mini + CoT w/o RAG Recall 87.0 | 90.2 97.3
(3) GPT-40 mini + CoT + Ideal RAG Recall 91.7 94.9 94.6
(4) GPT-40 mini + CoT + RAG + better prompt Recall 90.7 | 92.8 94.6
(5) GPT-40 mini + RAG + better prompt w/o CoT Recall 93.6 | 92.6 95.5
(6) 04-mini + CoT + RAG + better prompt Recall 93.0 | 97.0 95.1
(7) 04-mini + CoT + better prompt w/o RAG Recall 82.7 | 849 92.4

| (8) Mistral + CoT+RAG ~~~~~~ = 7| Recall | 97.6 | 975 | 986 |
(9) Mistral + CoT w/o RAG Recall 96.7 95.7 98.6
(10) Mistral + CoT + Ideal RAG Recall 944 | 95.0 84.9
(11) Mistral + CoT + RAG + better prompt Recall 97.1 97.9 97.2
(12) Mistral + RAG + better prompt w/o CoT Recall 973 | 97.2 97.9

| (13) Gemma 3+ CoT +RAG™ ~ ~ ~ =~~~ 7| Recall | 894 |387.1 | 939 |
(14) Gemma 3 + CoT w/o RAG Recall 76.0 | 79.3 84.1
(15) Gemma 3 + CoT + Ideal RAG Recall 88.8 88.9 94.6
(16) Gemma 3 + CoT + RAG + better prompt Recall 90.5 | 87.2 90.7
(17) Gemma 3 + RAG + better prompt w/o CoT Recall 88.8 | 88.3 92.0
(1) GPT-40 mini + CoT + RAG Fl-score | 81.9 | 80.1 85.5
(2) GPT-40 mini + CoT w/o RAG Fl1-score 74.1 74.1 89.1
(3) GPT-40 mini + CoT + Ideal RAG F1-score 81.2 83.7 86.4
(4) GPT-40 mini + CoT + RAG + better prompt F1-score 83.6 | 874 89.8
(5) GPT-40 mini + RAG + better prompt w/o CoT | Fl-score 76.4 | 76.6 84.1
(6) 04-mini + CoT + RAG + better prompt Fl-score | 91.7 | 95.7 92.2
(7) 04-mini + CoT + better prompt w/o RAG Fl-score | 78.1 78.7 89.9

| (8) Mistral + CoT+RAG ~ ~ |7 Fl-score | 69.1 | 709 | 73.6 |
(9) Mistral + CoT w/o RAG F1-score 84.8 83.3 93.8
(10) Mistral + CoT + Ideal RAG F1-score 50.8 55.2 234
(11) Mistral + CoT + RAG + better prompt F1-score 68.2 | 724 69.6
(12) Mistral + RAG + better prompt w/o CoT Fl-score | 92.0 | 90.7 94.5

| (13) Gemma 3 + CoT+RAG | Fl-score | 79.7 | 73.8° | 86.7 |
(14) Gemma 3 + CoT w/o RAG F1-score 66.5 | 64.2 77.9
(15) Gemma 3 + CoT + Ideal RAG Fl1-score 792 | 76.3 87.5
(16) Gemma 3 + CoT + RAG + better prompt F1-score 829 | 75.1 88.2
(17) Gemma 3 + RAG + better prompt w/o CoT Fl-score | 77.8 | 73.3 86.3

Table 11: Precision, recall, and F1-score on the IR/QA RAG pipeline.
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Method Metric | Split3 | Split4
(1) 04-mini + Caption + QA + CoT w/o RAG Precision 65.8 72.5
(2) 04-mini + Image + QA + CoT w/o RAG Precision 724 76.8
(3) 04-mini + Image + Caption + QA + CoT w/o RAG | Precision 66.3 74.6
(4) 04-mini + Caption + QA + CoT + Ideal RAG Precision 70.7 80.3
(5) 04-mini + Image + QA + CoT + Ideal RAG Precision 78.6 79.6
(6) 04-mini + Image + Caption + QA + Ideal RAG Precision 73.1 78.9
(7) 04-mini + Caption + QA + CoT + RAG Precision 68.5 76.1
(8) 04-mini + Image + QA + CoT + RAG Precision 76.3 90.1
(9) 04-mini + Image + Caption + QA + RAG Precision 69.8 78.2
(1) 04-mini + Caption + QA + CoT w/o RAG Recall 67.4 73.2
(2) 04-mini + Image + QA + CoT w/o RAG Recall 73.4 78.9
(3) 04-mini + Image + Caption + QA + CoT w/o RAG Recall 67.7 74.6
(4) 04-mini + Caption + QA + CoT + Ideal RAG Recall 71.5 81.7
(5) 04-mini + Image + QA + CoT + Ideal RAG Recall 79.4 80.3
(6) o4-mini + Image + Caption + QA + RAG Recall 74.4 78.9
(7) 04-mini + Caption + QA + CoT + RAG Recall 69.6 76.1
(8) 04-mini + Image + QA + CoT + RAG Recall 76.9 90.1
(9) 04-mini + Image + Caption + QA + RAG Recall 70.3 78.9
(1) 04-mini + Caption + QA + CoT w/o RAG Fl1-score 66.4 72.8
(2) 04-mini + Image + QA + CoT w/o RAG F1-score 72.7 77.5
(3) 04-mini + Image + Caption + QA + CoT w/o RAG | Fl-score 66.8 74.6
(4) o4-mini + Caption + QA + CoT + Idea RAG Fl1-score 71.0 80.8
(5) 04-mini + Image + QA + CoT + Ideal RAG F1-score 78.9 79.8
(6) 04-mini + Image + Caption + QA + Ideal RAG Fl1-score 73.5 78.9
(7) 04-mini + Caption + QA + CoT + RAG F1-score 68.9 76.1
(8) 04-mini + Image + QA + CoT + RAG Fl-score 76.5 90.1
(9) 04-mini + Image + Caption + QA + RAG Fl1-score 69.9 78.4

Table 12: Precision, recall, and F1-score on the VIR/VQA RAG pipeline using strategy (5) for laws and strategy
(2*) for indicators.

E Question and Answer Samples

This section highlights key examples of observed failure modes in strategy 1 (base LLM output) and
their successful mitigation by strategy 4. Each example demonstrates a specific challenge in legal
question-answering for LLMs and how a refined approach (strategy 4) can address these issues. Check
the comments for every question for our observations.

Difficult Questions: These examples illustrate strategy 1’s difficulty in discerning subtle nuances or
misleading elements within questions or options, leading to incorrect or incomplete answers. Strategy 4
consistently provides more precise and legally accurate responses.

* Question ID: d360db0b

— Question: How do you secure a car with a gear shifter so that it does not move on a slope?

— Strategy 1 Output (Translated): To secure a car with a gear shifter so that it does not move on a slope, we must
consider the safety measures provided by road legislation. 1. **Actuate the service brake** - This is a standard safety
measure that helps keep the vehicle immobilized. The service brake must be used to prevent vehicle movement. 2.
**Place the lever in "neutral"** - This is a measure that can help prevent vehicle movement, but it is not sufficient on its
own, as a vehicle on a slope can still move if other safety measures are not also applied. 3. **Place the lever in a lower
gear and actuate the parking or auxiliary brake** - This is a very effective measure, as using a lower gear helps keep the
vehicle immobilized, and the parking or auxiliary brake provides additional safety. Considering the above, the correct
answers are A and C, as both measures are essential to secure a car on a slope. Correct answer: A,C

— Strategy 4 Output (Translated): To secure a car with a gear shifter so that it does not move on a slope, we must
analyze each answer option in the context of Romanian road legislation. **A. Actuate the service brake;** - Actuating
the service brake is a correct and necessary measure to stop the vehicle, but it is not sufficient to prevent its movement
on a slope, especially if the vehicle is not properly immobilized. **B. Place the lever in "neutral";** - Placing the lever
in "neutral" is not an effective measure to prevent vehicle movement on a slope. This does not ensure the immobilization
of the vehicle, but only deactivates the transmission, which can lead to uncontrolled movement of the vehicle. **C.
Place the lever in a lower gear and actuate the parking or auxiliary brake.** - This is the most correct option. According
to legislation, in case of involuntary immobilization of the vehicle on a slope, the driver must engage a lower gear and
actuate the auxiliary (or parking) brake. This ensures that the vehicle remains immobilized and will not move from the
slope. **Argumentation:** - Answer A, although correct in the context of braking, is not sufficient to ensure complete
immobilization of the vehicle on a slope. - Answer B does not comply with legal requirements for immobilizing a
vehicle on a slope. - Answer C fully complies with road legislation, providing a complete and correct solution to prevent
vehicle movement from a slope. Therefore, the correct answer is: Correct answer: C
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— Comments: This case demonstrates Strategy 1’s susceptibility to plausible but incomplete answers. While actuating
the service brake is a safety measure, it is insufficient for legally securing a vehicle on a slope. Strategy 4 excels by
providing a comprehensive and legally mandated solution, highlighting its improved precision in handling nuanced
safety-related questions.

¢ Question ID: 8be6e051

— Question: In which situations is overtaking prohibited?

— Strategy 1 Output (Translated): To answer the question, we must analyze each answer option in the context of
Romanian road legislation. A. **In uncontrolled intersections and at marked pedestrian crossings** - According to
[Regulation-120], overtaking is prohibited in uncontrolled intersections and at marked pedestrian crossings. This is a
clear rule prohibiting overtaking in these situations, so this option is correct. B. **In intersections and at a distance of
50m from them** - Also, according to [Regulation-120], overtaking is prohibited in intersections, but a distance of
50m from them is not explicitly mentioned. However, overtaking is prohibited near intersections, which may include a
distance of 50m. This option is, therefore, correct. C. **In the action area of the "Speed Limit" sign** - This option
is not correct, as the "Speed Limit" sign does not prohibit overtaking, but only limits the speed. Overtaking is not
specifically prohibited in the action area of this sign, so this option is not correct. Therefore, the correct answers are A
and B. Correct answer: A,B

— Strategy 4 Output (Translated): To answer the question, we must analyze each answer option in the context of
Romanian road legislation. **A. in uncontrolled intersections and at marked pedestrian crossings;** According to Art.
120 para. (1) lit. a) of the Regulation, overtaking is prohibited in uncontrolled intersections. Also, Art. 120 para. (1)
lit. e) prohibits overtaking at marked pedestrian crossings. Thus, this option is correct. **B. in intersections and at a
distance of 50m from them;** Art. 120 para. (1) mentions that overtaking is prohibited in intersections, but does not
specify a distance of 50m from them. However, overtaking is prohibited near intersections, but no exact distance of 50m
is specified. This option is partially correct, but not complete according to legislation. **C. in the action area of the
"Speed Limit" sign.** The "Speed Limit" sign does not prohibit overtaking, but only limits the speed. Thus, overtaking
is allowed in this area, respecting the speed limits. This option is incorrect. In conclusion, the only option that fully
complies with Romanian road legislation is option A. Correct answer: A

— Comments: This example illustrates Strategy 1 being misled by partially correct information. The 50m distance for
overtaking prohibition around intersections, while intuitively plausible for safety, lacks specific legislative backing.
Strategy 4’s adherence to explicit legal text ensures accuracy and avoids overgeneralization of rules.

¢ Question ID: 7753737d

— Question: In which situations is stopping prohibited?

— Strategy 1 Output (Translated): To answer the question, we must analyze each answer option in the context of
Romanian road legislation. A. **In the action area of the indicator that prohibits overtaking®* - Stopping is prohibited
in the action area of the "No Stopping" sign, but there is no explicit mention of stopping being prohibited in the action
area of the indicator that prohibits overtaking. So, this option is not correct. B. **On one-way streets** - Stopping is
not prohibited on one-way streets, as long as stopping and parking rules are respected. This option is not correct. C.
**Next to another stopped vehicle, if this obstructs the circulation of two vehicles coming from opposite directions** -
According to legislation, it is prohibited to stop next to another vehicle stopped on the roadway, if this obstructs the
circulation of two vehicles coming from opposite directions. This option is correct. Therefore, the only correct option is
C. Correct answer: C

— Strategy 4 Output (Translated): To determine in which situations stopping is prohibited, we will analyze each answer
option in accordance with Romanian road legislation. **A. in the action area of the indicator that prohibits overtaking;**
According to Regulation 142, letter p), stopping is prohibited in places where overtaking is prohibited. This means
that stopping in the action area of the indicator that prohibits overtaking is prohibited. So, this option is correct. **B.
on one-way streets;** According to Regulation 141, para. (4), on one-way roads, voluntary stopping or parking of
vehicles is permitted on the left side as well, as long as at least one lane of traffic remains free. Therefore, stopping on
one-way streets is not prohibited, so this option is not correct. **C. next to another stopped vehicle, if this obstructs the
circulation of two vehicles coming from opposite directions.** According to Regulation 142, letter h), it is not allowed
to stop next to another vehicle stopped on the roadway, if this obstructs the circulation of two vehicles coming from
opposite directions. This means that stopping in this situation is prohibited. So, this option is correct. In conclusion, the
correct answers are A and C, as we have identified that stopping is prohibited in both situations mentioned. Correct
answer: A,C

— Comments: This case highlights a significant oversight by strategy 1, which failed to identify a legally correct situation
for prohibited stopping (option A). Strategy 4’s ability to correctly identify and justify this omission demonstrates its
superior recall and application of specific legal regulations, proving critical in scenarios requiring comprehensive legal
knowledge.

Safety Bias: These findings show strategy 1’s tendency to prioritize answers based on general safety
principles or common sense, even when not strictly aligned with specific legal provisions. Strategy 4
consistently corrects this by adhering to the precise legal framework.

¢ Question ID: 4e0578a3

— Question: Penalty points are applied for:

— Strategy 1 Output (Translated): For the question regarding the application of penalty points, we must analyze each
answer option in the context of Romanian road legislation. A. **Disregarding the meaning of the "Children" sign**
- This is a contravention that is sanctioned with penalty points, as it refers to the safety of children in traffic, and
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disregarding this sign can lead to serious accidents. B. **Disregarding the meaning of the "Uneven Road" sign** -
Although it is important to respect the meaning of this sign, its disregard is not specified in legislation as incurring
penalty points. This is more of a recommendation for traffic safety, but it is not directly sanctioned with penalty points.
C. **Disregarding the meaning of the "Stop" sign, installed at a level crossing** - This is a serious contravention, as
disregarding this sign can lead to fatal accidents. According to legislation, disregarding the meaning of regulatory signals
from railway agents directing traffic at level crossings is sanctioned with penalty points. Thus, the correct answers are A
and C, as both refer to contraventions that incur penalty points according to road legislation. Correct answer: A,C

— Strategy 4 Output (Translated): For the question regarding penalty points, let’s analyze each answer option in
the context of Romanian road legislation. **A. disregarding the meaning of the "Children" sign;** - According to
legislation, disregarding the meaning of the "Children" sign is not specified as a contravention that incurs penalty points.
Although it is an important rule for children’s safety, it is not explicitly mentioned in legislation that it would incur
points. **B. disregarding the meaning of the "Uneven Road" sign;** - Similar to option A, disregarding the meaning of
the "Uneven Road" sign is not mentioned in road legislation as a contravention that would incur penalty points. This is a
warning for drivers, but it is not sanctioned with points. **C. disregarding the meaning of the "Stop" sign, installed
at a level crossing.** - According to legislation, disregarding the meaning of regulatory signals from railway agents
directing traffic at level crossings, including the "Stop" sign, is a contravention that incurs 6 penalty points. This is a
strict rule, given the risks associated with level crossings. Therefore, the only correct option that aligns with Romanian
road legislation is: Correct answer: C

— Comments: This is a salient example of Safety Bias. Strategy 1 incorrectly infers that disregarding a *Children’
sign should incur penalty points due to its clear safety implications, despite this not being explicitly stipulated in the
legislation for penalty points. Strategy 4 accurately adheres to the precise legal text, demonstrating a critical distinction
between general safety concerns and specific legal consequences.

¢ Question ID: 713bbd86

— Question: While driving a car on a public road, it is forbidden:

— Strategy 1 Output (Translated): For the question "While driving a car on a public road, it is forbidden:", let’s analyze
each answer option: A. **to transport children under 12 years old in the back seat** - This is not correct, because
children under 12 years old must wear seat belts adapted to their weight and size, but it is not forbidden to transport them
in the back seat, as long as they comply with regulations. B. **to smoke while driving** - This is correct. According to
legislation, it is forbidden for the driver of a motor vehicle transporting dangerous goods or products to smoke while
driving. Also, smoking can distract the driver’s attention, which is dangerous. C. **front seat occupants to hold animals
in their arms** - This is also correct. According to the regulation, it is forbidden for drivers of motor vehicles and
persons occupying the front seat to hold animals in their arms while driving. Thus, the correct answers are B and C.
Correct answer: B,C

— Strategy 4 Output (Translated): To answer the question correctly, we must analyze each answer option in the
context of Romanian road legislation. **A. To transport children under 12 years old in the back seat.** According to
[Regulation-97], children under 12 years old must wear seat belts adapted to their weight and size, and those under 3
years old must be transported only in approved restraint systems. However, transporting children under 12 years old in
the back seat is not prohibited, as long as these rules are respected. So, this option is not correct. **B. To smoke while
driving.** According to [Regulation-176], it is forbidden for the driver of a motor vehicle transporting dangerous goods
or products to smoke while driving. Although this rule applies specifically to the transport of dangerous goods, it is an
unsafe and generally discouraged practice. However, it is not a general prohibition for all motor vehicles. This option is
not correct. **C. Front seat occupants to hold animals in their arms.** According to [Regulation-97], it is forbidden for
drivers of motor vehicles, as well as persons occupying the front seat, to hold animals in their arms while driving on
public roads. This is a clear and direct prohibition, so this option is correct. In conclusion, the only correct option is C,
as it refers to an explicit prohibition provided in road legislation. Correct answer: C

— Comments: This case demonstrates strategy 1’s Safety Bias by generalizing a specific legal prohibition (smoking
for dangerous goods transporters) to all drivers, based on a general safety concern (distraction). Strategy 4’s nuanced
clarification highlights its precision in applying legal rules only where they are explicitly defined, preventing overreach
based on perceived safety.

* Question ID: d360db0b

— Question: How do you secure a car with a gear shifter so that it does not move on a slope?

— Strategy 1 Output (Translated): To secure a car with a gear shifter so that it does not move on a slope, we must
consider the safety measures provided by road legislation. 1. **Actuate the service brake** - This is a standard safety
measure that helps keep the vehicle immobilized. The service brake must be used to prevent vehicle movement. 2.
**Place the lever in "neutral"** - This is a measure that can help prevent vehicle movement, but it is not sufficient on its
own, as a vehicle on a slope can still move if other safety measures are not also applied. 3. **Place the lever in a lower
gear and actuate the parking or auxiliary brake** - This is a very effective measure, as using a lower gear helps keep the
vehicle immobilized, and the parking or auxiliary brake provides additional safety. Considering the above, the correct
answers are A and C, as both measures are essential to secure a car on a slope. Correct answer: A,C

— Strategy 4 Output (Translated): To secure a car with a gear shifter so that it does not move on a slope, we must
analyze each answer option in the context of Romanian road legislation. **A. Actuate the service brake;** - Actuating
the service brake is a correct and necessary measure to stop the vehicle, but it is not sufficient to prevent its movement
on a slope, especially if the vehicle is not properly immobilized. **B. Place the lever in "neutral";** - Placing the lever
in "neutral” is not an effective measure to prevent vehicle movement on a slope. This does not ensure the immobilization
of the vehicle, but only deactivates the transmission, which can lead to uncontrolled movement of the vehicle. **C.
Place the lever in a lower gear and actuate the parking or auxiliary brake.** - This is the most correct option. According
to legislation, in case of involuntary immobilization of the vehicle on a slope, the driver must engage a lower gear and
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actuate the auxiliary (or parking) brake. This ensures that the vehicle remains immobilized and will not move from the
slope. **Argumentation:** - Answer A, although correct in the context of braking, is not sufficient to ensure complete
immobilization of the vehicle on a slope. - Answer B does not comply with legal requirements for immobilizing a
vehicle on a slope. - Answer C fully complies with road legislation, offering a complete and correct solution to prevent
vehicle movement from a slope. Therefore, the correct answer is: Correct answer: C

— Comments: This example, also categorized under "Tricky Questions", demonstrates strategy 1’s Safety Bias by
accepting "actuating the service brake" as a sufficient safety measure for vehicle immobilization on a slope. While
seemingly safe, it is legally incomplete for long-term securement. Strategy 4, by providing the comprehensive legal
requirement (engaging a lower gear and parking brake), showcases its rigorous adherence to mandated procedures over
merely plausible safety practices.

Overthinking: These examples highlight instances where strategy 1 introduces extraneous information,
overgeneralizes specific rules, or misinterprets the scope of a question, leading to less precise or incorrect
answers. Strategy 4 provides concise and legally accurate responses.

¢ Question ID: b596b521

— Question: What obligations does the driver have when driving on a public road?

— Strategy 1 Output (Translated): To answer the question, we must analyze each answer option in the context of
Romanian road legislation. A. "to drive only if the monthly medical check-up is performed;" - This statement is not
correct. Drivers are required to undergo periodic medical examinations, but there is no obligation to undergo a monthly
medical check-up. Medical examinations are set at longer intervals, usually annually or every 5 years, depending on
age and type of license. B. "to drive only on road sections where access is permitted and to comply with regulations
on maximum authorized total masses admitted by the competent authority;" - This statement is correct. According to
legislation, drivers must respect regulations regarding access to certain road sections and comply with norms regarding
maximum authorized total masses. C. "to inquire in advance, from road administrators, about any maximum and
minimum speed limits." - This statement is also correct. Drivers have an obligation to be informed about speed limits,
which are set by road administrators. Therefore, the correct answers are B and C. Correct answer: B,C

— Strategy 4 Output (Translated): To answer the question correctly, we must analyze each answer option in the context
of Romanian road legislation. **A. to drive only if the monthly medical check-up is performed;** - This statement is
not correct. According to legislation, drivers must undergo periodic medical examinations, but there is no obligation to
undergo a monthly medical check-up. Medical examinations are set at longer intervals, usually annually or at the request
of competent authorities, depending on the vehicle category. Therefore, this option does not comply with the legislation.
**B. to drive only on road sections where access is permitted and to comply with regulations on maximum authorized
total masses admitted by the competent authority;** - This statement is correct. According to Regulation-147, the driver
of a motor vehicle is obliged to drive only on road sections where access is permitted and to comply with regulations on
maximum authorized total masses. This is a clear obligation stipulated in legislation. **C. to inquire in advance, from
road administrators, about any maximum and minimum speed limits.** - This statement is partially correct, but it is not
an explicit obligation of the driver. Although it is recommended to inquire about speed limits, the legislation does not
explicitly impose this obligation. Drivers are responsible for respecting traffic signs and road indicators, which indicate
speed limits, but there is no formal obligation to inquire in advance from the road administrators. In conclusion, the only
correct option according to Romanian road legislation is: **Correct answer: B**

— Comments: Strategy 1 exhibits Overthinking by elevating a recommended practice (informing oneself about speed
limits) to a formal legal obligation. This illustrates a tendency to extend common-sense guidance into codified law.
Strategy 4 correctly distinguishes between general good practice and explicit legal requirements, showing improved
discernment.

¢ Question ID: 33615649

— Question: Changing direction to the left, in an intersection not provided with guiding markings, is done:

— Strategy 1 Output (Translated): To answer the question correctly, we must analyze each answer option in the context
of Romanian road legislation. 1. **A**: "by circumventing the imaginary center of the intersection" - This option
is correct, because changing direction to the left is done by circumventing the imaginary center of the intersection,
according to Regulation 110, which stipulates that changing direction to the left is done through the left of the imaginary
center of the intersection. 2. **B**: "through the left of the imaginary center of the intersection, without intersecting
the trajectory of those moving from the opposite direction and turning left" - This option is also correct. According
to the same regulation, it is important that the maneuver is performed without intersecting the trajectory of vehicles
coming from the opposite direction. 3. **C**: "by free agreement with those moving from the opposite direction" -
This option is not correct. Changing direction cannot be done by free agreement, but traffic rules and the meaning of
markings and indicators must be respected. Therefore, the correct answers are A and B. Correct answer: A,B

— Strategy 4 Output (Translated): For the question regarding changing direction to the left in an intersection not
provided with guiding markings, let’s analyze each answer option in the context of Romanian road legislation. **A.
by circumventing the imaginary center of the intersection;** This option is not correct. According to Regulation 110,
changing direction to the left is done through the left of the imaginary center of the intersection, but circumvention is
not mentioned. Circumvention could imply a maneuver that does not comply with traffic rules. **B. through the left of
the imaginary center of the intersection, without intersecting the trajectory of those moving from the opposite direction
and turning left;** This option is correct. According to Regulation 110, changing direction to the left is performed
through the left of the center of the intersection, without intersecting the trajectory of vehicles coming from the opposite
direction and turning left. This is an essential rule to avoid collisions. **C. by free agreement with those moving from
the opposite direction.** This option is not correct. Changing direction cannot be done "by free agreement," as road
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legislation imposes strict rules to ensure traffic safety. Each driver must respect traffic rules and not rely on informal
agreements with other road users. In conclusion, the only correct option according to Romanian road legislation is:
Correct answer: B

— Comments: This case demonstrates strategy 1’s Overthinking by misinterpreting a specific legal maneuver. Strategy 1
incorrectly validates "circumventing the imaginary center of the intersection,” whereas strategy 4 correctly clarifies
that the maneuver is simply "through the left of the imaginary center." This indicates a tendency to over-complicate or
misapply procedural details from the legal text.

¢ Question ID: 4fb7ec2c

— Question: The yellow traffic light signal:

— Strategy 1 Output (Translated): For the question regarding the yellow traffic light signal, let’s analyze each answer
option: A. "Permits entry into the intersection, if it follows the green light." - This is correct, because the yellow signal
appears after green and indicates that the vehicle can prepare to stop, but it does not prohibit entry into the intersection
if the vehicle is too close to stop safely. B. "Permits changing direction to the right." - This is not a generally correct
statement, because the yellow signal does not explicitly permit changing direction. Changing direction must be done
in compliance with traffic rules and signaling. C. "Prohibits entry into the intersection, if the vehicle can be stopped
safely." - This is correct, according to legislation, the yellow signal indicates that the vehicle must stop, unless it cannot
do so safely. Thus, the correct answers are A and C. Correct answer: A,C

— Strategy 4 Output (Translated): For the question regarding the yellow traffic light signal, let’s analyze each answer
option in the context of Romanian road legislation. **A) permits entry into the intersection, if it follows the green
light;** - This statement is not correct. The yellow signal does not permit entry into the intersection, but rather informs
the driver that they must prepare to stop, unless they are so close to the intersection that they could not stop safely.
Therefore, it cannot be considered that it permits entry into the intersection. **B) permits changing direction to the
right;** - This statement is partially correct, but it is not complete. The yellow signal does not automatically permit
changing direction, but rather indicates that the vehicle must prepare to stop. The driver can change direction, but must
comply with traffic rules and ensure the maneuver is safe. **C) prohibits entry into the intersection, if the vehicle can
be stopped safely.** - This statement is correct. According to legislation, the yellow signal prohibits entry into the
intersection if the vehicle can be stopped safely. This is a clear rule stipul...

— Comments: Strategy 1’s interpretation of the yellow traffic light signal exemplifies Overthinking, specifically by
over-permitting action. It incorrectly states that the yellow light "permits entry into the intersection" if it follows a
green light, attempting to rationalize a scenario where stopping safely isn’t possible. Strategy 4 precisely clarifies that
the yellow light’s primary function is to "prohibit entry if safe to stop," demonstrating a critical adherence to legal
prohibitions over conditional permissions.

Image-based QA: These examples highlight instances where images were part of the question.

¢ Question ID: b3c12b4dc

— Category: aerial

— Image: Figure 10

— Question: Which of the vehicles may continue through the intersection?
A: The trams, because they have right of way;
B: The blue car;
C: The blue car and the yellow car.

Figure 10: Image corresponding to question ID: b3c12b4c

— Reasoning: [REASONING]**Analyzing tram and car directions**

I’m examining the red and purple trams, which are perpendicular to cars. The rails run east-west, and the trams go
horizontally in that direction. The blue car on the road is signaling with its right indicator blinking. The arrow near it
curves left, indicating it wants to turn left. However, it seems the blue car is actually signaling a right turn as it approaches
the intersection. The yellow car is going straight, intending to turn right at the intersection. [REASONING]**Interpreting
traffic signals and car directions**

In the image, the curved arrow from the blue car indicates it’s turning right towards the tram tracks. The yellow car has a
straight arrow and is going straight through the intersection. The blue car is heading east, while the yellow car continues
north. The purple tram approaches from the left, going east, and the red tram comes from the east, heading west. There
are traffic lights showing green for the trams, allowing them to proceed straight, while signals for cars entering from the
east are less clear. [REASONING]**Deciphering tram signals and traffic priorities**

I’'m evaluating the tram signals. On the right, the light has a yellow diamond sign indicating priority but also shows
a green circle for the red tram. So, the tram can proceed. The main road runs east-west, confirming trams travel on
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it. The trams (red and purple) have priority with the green light, allowing them to move without conflict. Cars on the
north-south approach must stop due to the red signal, and the blue car appears to yield before turning onto the main road.
Output: Drivers of the cars are stopped by the traffic light (red color) and, in addition, are on the non-priority road
(indicated by the "yield" arrow); the trams, on the other hand, have a green signal at their dedicated traffic light and
travel on the priority road (marked with the "priority road" sign). The intersection is controlled by traffic lights, so the
unregulated right-hand priority rule for cars does not apply.

Correct answer: A

Correct Answer: B

* Question ID: e89edd75

Category: aerial

Image: Figure 11

Question: In what order will the vehicles pass through the intersection shown, if the traffic lights are not working?
A: Tram 1, Tram 2, the car;
B: The car, Tram 1, Tram 2;
C: Tram 1, the car, Tram 2.

N
§ H
Figure 11: Image corresponding to question ID: e89edd75

Reasoning: [REASONING]**Analyzing traffic priorities**

I’'m observing the traffic signs, where yellow diamonds indicate both the east and priority direction. It’s interesting
that both west and east have these signs, suggesting that the road from west to east takes priority. Meanwhile, the
north and south roads are minor, signifying yield signs. It appears that the main road runs west to east, with a tram
and a blue car from the west. Since both want to go south, we’ll need to establish the priority for who goes first.
[REASONING]**Examining tram and car priority**

I’m analyzing the situation where both a tram and a car are sharing the track. According to the rules, cars must yield to
trams, especially in intersections without functioning signals. The blue car must yield to all trams. Between two trams,
one is on a major road (priority) and the other on a minor road. The minor road tram must yield to the tram on the main
road due to the yield sign. So, tram 2 yields to tram 1 first, then to the blue car, but the car ultimately gives way to tram
1 as well. [REASONING]**Determining tram and vehicle order**

I’'m working through how priority applies at this intersection without functioning signals. Trams have implicit priority,
but with two trams, I check the signage. It seems like the signs apply to both trams. The secondary yield sign means
tram 2 must yield to tram 1, which is on the main road and has no yield sign.

So, tram 1 goes first, then tram 2, and finally the blue car, which must yield to the trams. Therefore, the correct order is
tram 1, tram 2, then the car.

Output: According to Romanian road legislation, at this intersection without working traffic lights, priority signs
apply first, then the rule that trams have priority over other vehicles (OUG 59/2002 art. 1) and, if in equal position, the
“right-hand rule” as reflected by road signs.

1. The priority road is the west—east axis (priority road signs on west and east); north and south are minor roads (yield
signs). 2. Therefore, tram 1 (on the priority road) enters first. Also, the car on the same road cannot overtake the tram
(Reg. 107 art. 3). 3. Next comes the second tram (coming from the secondary north road), after the first tram clears the
intersection. Although on a minor road, it is still a rail vehicle and has priority over the car (OUG 59/2002 art. 1). 4.
The car enters last, after both trams have completed their maneuvers.

Correct answer: A

Correct Answer: B

* Question ID: 3469375f

Category: aerial
Image: Figure 12
Question: What is the correct way to proceed if you are driving the red car?
A: Turning left, you may only enter the intersection last;
B: You enter the intersection first;
C: You must yield to the tram.
Reasoning: [REASONING]**Analyzing road intersection**
I’m looking at an intersection with a vertical road that seems to be the main priority road, while the horizontal road
might be major but not prioritized. I see two yellow diamond signs indicating that the horizontal road has priority,
meaning vehicles on it have the right of way. There’s a red car on the minor eastbound road with a yield sign, indicating
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Figure 12: Image corresponding to question ID: 3469375f

it’s about to turn left across the priority road, while a tram approaches from the left on tracks marked in black curves.
[REASONING]**Examining tram intersection**
I’m analyzing an intersection with tram tracks represented by thick black lines. They converge from the left and diverge
on the right. There are three tram tracks merging before splitting after the intersection. A red car is at the intersection,
wanting to turn left across the tracks, while a blue tram travels south on the vertical road, marked with a yield sign. The
horizontal road has priority signs on both sides, confirming that the red car is on the priority road, positioned on the
right side of the intersection. [REASONING]**Interpreting traffic directions**
I’'m observing a red car on the horizontal priority road, which intends to make a left turn. The car’s direction arrows and
blinking yellow signals indicate the intended turn. Although the red arrow path suggests it curves downwards to the
south, it’s clear the car is facing west and wants to turn left towards that direction. The car has priority on this road, and
there’s a yield sign nearby, but it’s directed towards the bottom vertical road and not affecting the red car’s right of way.
[REASONING]**Evaluating intersection rules**
At this intersection, I realize the red car must yield to any tram if one is approaching and also must cross before the
blue car since it’s on the priority road. The correct approach for the situation seems to be yielding to the tram while
having priority over the blue car. The red car has to execute a left turn, which means yielding to traffic from the opposite
direction and trams, confirming the red car goes first, making B and C the right answers.

— Output: The driver of the red car is on the priority road (indicated by the "Priority Road" sign) and is making a left turn,
while the transverse road is a non-priority road (marked with "Yield" sign).
1. Relative to the blue car (coming from the north), you have priority, so you may enter the intersection first. — According
to OUG 61 and Regulation-130, vehicles on the priority road have right of way over those on the non-priority road. 2.
However, in an intersection with uncontrolled traffic, you must yield to trams traveling on rails, except those turning
left (in which case the tram loses priority). — According to OUG 59 para. (1) and (2), vehicles must allow the tram to
proceed before completing their maneuver.
The correct answers are B and C.
Correct answer: B, C

— Correct Answer: B

¢ Question ID: a3c595fb

— Category: misc

— Image: Figure 13

— Question: The sign indicates that:
A: Stopping and parking restrictions have ended;
B: All restrictions have ended;
C: The limited-time parking zone has ended.

Figure 13: Image corresponding to question ID: a3¢c595fb

— Reasoning: None

— Output: According to the provisions of SIGN-95 "End of all restrictions", the sign in the image is the standard sign that
announces the end of all previous road restrictions. It does not refer only to stopping and parking (option A) nor only to
the end of a limited-time parking zone (option C), but to all restrictions.
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Correct answer: B
Correct Answer: C

¢ Question ID: 37af955f

Category: misc

Image: Figure 14

Question: The adjacent road marking means:
A: Space designated for weighing vehicles;
B: Pedestrian crossing marking;
C: Marking for parallel parking.

yrYyyvyvyvy
A A A A4 4 4

Figure 14: Image corresponding to question ID: 37af955f

Reasoning: [REASONING]**Evaluating road markings**

I’m thinking about the markings on the road. "B" seems to refer to a pedestrian crossing, which doesn’t match the
description I have. "C" mentions parking bays, but again, that’s not it. Now "A" suggests a space for weighing vehicles,
but I’m unsure if there’s a specific marking for weighbridges on public roads. There are some markings before police
checkpoints, but they’re not official. In the image, solid lines with triangular arrows don’t suggest a reserved lane.
Opverall, it sounds like the correct answer might be none. [REASONING]**Analyzing road markings**

I’'m looking at the triangles along the lines. They may indicate a reserved lane for public transport, but the triangles
are confusing since some point in opposite directions. In the image, it seems the central lane has arrows indicating
direction, while the edges have multiple triangles directing inward. The left side shows a lane with a downward arrow,
and the right has an upward arrow despite some unclear markings. The central hatched area indicates traffic separation,
which doesn’t match any answer choices. Option A mentions a weight station, but I'm unsure if that applies here.
[REASONING]**Determining the correct answer**

The exam requires a letter response, but it seems none of the options fit. The markings indicate a prohibited lane, not
meant for parking, pedestrian crossings, or weighing. So, it seems like the correct choice should be "none." However,
the options are limited to A, B, or C. If I must choose, I’d say "none," and I can format it as "Raspuns corect: niciuna."
But since the instructions say to write only letters, I’ll note that carefully.

Output: According to the Road Signaling Regulation, the marking consisting of two parallel longitudinal lines enclosing
an area filled with oblique lines ("triangles") does not indicate parking, pedestrian crossing, nor a weighing device. This
type of marking falls under "various — spaces prohibited to traffic" (Reg.-76, lit. d)2 and Reg.-83 para. (4)), delimiting
an area into which vehicles are forbidden to enter.

None of options A, B, or C matches the meaning of the marking in the image.

Correct answer: none

Correct Answer: B

* Question ID: 47e15cb4

Category: misc
Image: Figure 15
Question: What information does the sign in the image provide?

A: An uneven passage follows, 3 km from the tunnel;

B: A tunnel follows, 3 km from the sign;

C: The upcoming tunnel is 3 km long.
Reasoning: [REASONING]**Analyzing road signs**
I’'m looking at the official drawings for signs. The sign C.2b seems to indicate something about distance, specifically
regarding a tunnel 3 km away. I notice that A refers to an uneven passage which doesn’t fit because the icon shows
a tunnel, not humps. C mentions the length of the tunnel as 3 km, but if that were a dangerous section, additional
information would be required. This suggests the main sign indicates general information rather than a warning.
[REASONING]**Justifying the sign interpretation**
I’m analyzing the signs and concluding that it’s not about the length of a dangerous section, which means C is incorrect.
The right answer is B. The definitions indicate that the distance sign is used under a warning sign, but here we have an
informative sign. The type C.2 sign shows the distance to a tunnel, so it accurately indicates that the tunnel is 3 km
ahead. I've evaluated options A and C, and they don’t fit the criteria, reinforcing that B is the correct answer.
QOutput: According to the Road Signaling Regulation:
1. The image shows an information sign ("category C — orientation and information signs") placed on a blue background,
with a tunnel symbol over a white background and below, the inscription "3 km". 2. This type does not indicate the
length of a dangerous section (this would be shown by an additional "Dangerous section length" panel (SIGN-280)
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Figure 15: Image corresponding to question ID: 47e15cb4

mounted under a triangular warning sign), but rather the distance to the indicated object. 3. Therefore, the meaning of
the sign is: "a tunnel follows, 3 km from the location of this sign."
Options A and C are incorrect: - A: The symbol does not indicate an uneven passage (that would be a different icon),
but a tunnel. - C: The length of the tunnel is not 3 km — there is no danger length panel, only an indication of distance to
the tunnel.
Correct answer: B

— Correct Answer: C

e Question ID: af30ec04

— Category: pov

— Image: Figure 16

— Question: Have you selected the correct lane to turn left at the upcoming intersection?
A: Yes;
B: No;
C: You are required to go straight only.

Figure 16: Image corresponding to question ID: af30ec04

— Reasoning: [REASONING]**Identifying road signs**

I’m noticing an intersection ahead with what looks like a roundabout sign. To the right, there’s a triangular sign
with black arrows in a circle, which serves as a pre-warning for the roundabout. It’s defined as SIGN-40, indicating
a roundabout is ahead. After that, we should see the actual mandatory blue circular sign with white arrows at the
intersection. I think the triangular sign indicates the upcoming roundabout, while the blue sign directs us on how to
navigate it. [REASONING]**Interpreting the question about turning left**

The question asks if I’ve chosen the correct lane to turn left at the upcoming intersection. It could imply I'm approaching
a roundabout and need to consider how roundabouts work. The triangular sign is a warning for a roundabout ahead. If
see a blue sign with white arrows, it indicates it’s indeed a roundabout. In such cases, you typically circulate on the
right, so turning left isn’t standard. However, there could be confusion about whether it’s a normal intersection or a
circular one. [REASONING]**Evaluating lane selection®*

If I'm exiting leftish (the second exit) at a roundabout, I need to ensure I’m in the proper lane. In Romania, I should
pick my lane based on the exit direction. The leftmost lane is reserved for left turns, while the central lane is for going
straight. Since I’m currently in the middle lane, it’s incorrect for a left turn. There’s no sign mandating I go straight, so
my answer is that I can’t make that turn from my current lane. Thus, the answer must be B.

— Output: According to art. 14 para. (1) and (2) of the Regulation for implementing OUG 195/2002 and usual practice:
1. In the absence of arrow markings or direction signs designating turn directions for each lane, to turn left, drivers must
move to the lane adjacent to the road axis (the leftmost lane), at least 50 m before the intersection. 2. In the image, the
vehicle is in the second lane (of three), so not in the required position for a left turn (not in the leftmost lane). 3. There is
no "Straight ahead only" sign (SIGN-109) that would prohibit turning left and require traveling only straight ahead.
Therefore, the chosen lane is not correct for a left turn.

Correct answer: B

— Correct Answer: A

e Question ID: a64a8fdc
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— Category: pov

— Image: Figure 17

— Question: What is the correct way to proceed in the presented situation?
A: You are required to wait;
B: You have no obligation;
C: You signal to the yellow bus that it may proceed.

Figure 17: Image corresponding to question ID: a64a8f4c

— Reasoning: [REASONING]**Analyzing traffic obligations**

I’'m considering a scenario where a bus is stationary and preparing to leave the bus stop while I’'m approaching a zebra
crossing. I need to figure out whether I have to wait for the bus, if I have no obligation, or if I should signal for it to
proceed. According to legislation, drivers next to the edge must give priority to buses trying to re-enter traffic and ensure
they don’t endanger others. So, it seems I must wait. [REASONING]**Determining traffic priorities**

I’'m analyzing the rules regarding a bus at a stop preparing to re-enter traffic. The legislation states that I must yield to
public transport vehicles that signal their intent to return to the road. Essentially, I need to reduce speed or stop to let the
bus in. The options suggest I either wait or signal the bus, but I don’t actually need to signal; yielding is enough. So, the
correct choice is definitely A: I’m obliged to wait.

— Output: The driver of a vehicle traveling in the lane next to the edge of the carriageway is required to give priority
to public transport vehicles when they signal their intention to re-enter traffic from a bus stop with an indentation and
have ensured that their maneuver does not endanger the safety of other road users (OUG 43/1997 art. 2 para. (2) and
Regulation 131/2010 art. 1 para. (1)). Therefore, when the bus in the image signals its exit from the station, you must
reduce speed and, if necessary, wait to give it priority.

Correct answer: A

— Correct Answer: B

¢ Question ID: 1b4d81f6

— Category: pov

— Image: Figure 18

— Question: The sign prohibits access to:
A: Cars, motorcycles without sidecars, and animal-drawn vehicles;
B: Motor vehicles and animal-drawn vehicles;
C: Cars, motorcycles, and hand-pushed or hand-drawn vehicles.

Figure 18: Image corresponding to question ID: 1b4d81f6

— Reasoning: [REASONING]**Interpreting sign imagery**

I’'m seeing a motorcycle silhouette, which has two wheels and a rider shape. There’s also what I think is a bicycle
icon in the bottom left, showing pedals and handlebars. The bottom right could be a horse-drawn carriage. It seems
the sign prohibits cars and motorcycles, as well as animal-drawn vehicles. The specific sign design looks like it
divides into sections with three icons: a car, possibly a motorcycle, and something else, but definitely no bicycle.
[REASONING]**Identifying the sign type**

It seems likely that this is SIGN-64, which prohibits access to vehicles except for motorcycles without sidecars. Typically,
that sign has a car silhouette and a motorcycle silhouette, often stacked. From what I see, there appear to be three
images: at the top is a car, followed by a motorcycle or moped, and then a horse-drawn carriage at the bottom. The
bottom left looks like a bicycle with pedals, while the right shows a horse with a cart. So the sign probably covers cars
and horse-drawn vehicles but not bicycles. [REASONING]**Analyzing sign categories®*
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The usual signs like SIGN-64, SIGN-75, and others prohibit various types of vehicles, but I notice this sign may group
three categories, which is uncommon. The bottom right image seems to show a handcart, not a horse-drawn vehicle. So,
it depicts a car, motorcycle, and hand-pushed cart. Given what I see, this suggests it prohibits cars, motorcycles, and
hand-pushed vehicles, matching option C. The absence of animal imagery strengthens this conclusion, so I'll choose
answer C.

— Output: According to the Regulation for implementing OUG 195/2002, the prohibition sign includes in its pictograms
a car, a motorcycle, and a cart/hand-cart (vehicle pushed or drawn by hand), so it prohibits access precisely for these
three categories of vehicles.
— It does not refer to animal-drawn vehicles (they would be represented by a cart drawn by a horse/oxen). — There is no
exception for motorcycles without sidecars (which would be signaled differently).
Correct answer: C

— Correct Answer: B

F Detailed Error Analysis

F.1 Information Retrieval

Looking more in depth, if we compare strategies (1) and (3) in detail per category (see Figures 19 and 20),
we can see the strengths of the first strategy. In some categories, while recall went higher on the training
split, as these experiments don’t involve training, the score went down on the test split. This could also be
due to their small size, and having it split across so many categories decreases the number of samples per
category even more.

On (6) from Figure 21, where we employ fine-tuning, we can see an overall improvement in all
categories. We observe that categories such as Highway Driving and Defensive Driving underperform
on the test set, due to a smaller share of the dataset, which would make it hard to learn relevant features.
Similarly, the test set score is also smaller in Sanctions and Offenses and General Rules. A fully
comparative analysis between all the strategies can be seen in Figures 23 and 24.
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Figure 19: Recall@10 Analysis for IR task with strategy 1

F.2 Question Answering

Looking at the performances per category, in Figures 25, 26 and 27, we can see that in most categories
the RAG ablation has a significant impact or in some cases similar performances. However, in "Eco
Driving" and "Basic Mechanics", categories which don’t need legal groundings but rather general other
kinds of knowledge, the RAG is downgrading the performance (due to context bloat). But there a not a
lot of entries in these categories in the Split 1 train and test. In Split 2, where we have more entries, we
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Average Recall@10

Average Recall@10 per Category with Strategy 3 (Split 1 Train vs Split 1 Test)
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Figure 20: Recall@ 10 Analysis for IR task with strategy 3
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Figure 21: Recall@ 10 Analysis for IR task with strategy 6
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Average Recall@10 per Category with Strategy 8 (Split 1 Train
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Figure 22: Recall@10 Analysis for IR task with strategy 8
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Figure 23: Recall@10 Analysis for IR task with all strategies on Split 1 Train
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Average Recall@10 per Category for All Strategies (Split 1 Test)
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Figure 24: Recall@10 Analysis for IR task with all strategies on Split 1 Test

have similar or closer results between the strategies. We can also see that the Ideal RAG compared to our
proposed solution isn’t making a significant impact, showing that better retrieval doesn’t lead to better QA
in our case. We can see that the reasoning models perform better than normal ones, and the RAG is still
making an impact in most of the categories.

For the Mistral model, we can see in Figures 28, 29, and 30 that not employing RAG helps in most of
the categories. This is likely a flaw of the Mistral model, as its outputs also tend to respond in the wrong
format or fail to respect instructions, instead continuing to write article paragraphs rather than responding
to the query.

If we look at the number of selected answers, in Figures 34, 35 and 36, most of the time the models
selects either the right amount of answers or over the amount of answers, but in very few cases less than
the amount. Similarly to the recall vs precision comparison, these experiments validate that the model
mostly chooses the right answers but sometimes picks more than it should when it makes errors.

If we look at the number of reasoning steps, in Figures 37, 38 and 39, when we don’t include RAG, the
model needs more steps to arrive at a final answer. This seems like a normal behavior, because in the RAG
case it gets missing information instead of reasoning about it. We can see it needs most of the reasoning
steps in eco-driving or first-aid, where law documents don’t really help.

F.3 Visual Information Retrieval

Per category analysis of retrieved laws, in Figure 42, we can see it performs worse on signs and markings,
general rules, and defense driving. The first one is more traffic sign-intensive, so it implies that the model
focuses more on the signs instead of the laws related to the question.

F.4 Visual Question Answering

Looking at Figures 43 and 44, we see the model has lower performance in Position while driving as vehicle
drivers’ signals and Stopping, standing and parking. If we look at secondary categories, in Figures 45 and
46, we can see worse performance in the Aerial and similar performance in the other two. Similarly, this
is the category where, in Figures 51 and 52, the models tend to use more reasoning steps than the other.
If we look at the number of selected answers, in Figures 47 and 48, the model tends not to select more
than enough answers (even if incorrect). We can see the comparison of reasoning steps over the primary
category in Figures 49 and 50.
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Figure 25: OpenAl models Exact Match score for QA per Strategy and Category on Split 1 Train
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Figure 26: OpenAl models Exact Match score for QA per Strategy and Category on Split 1 Test
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QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 27: OpenAl models Exact Match score for QA per Strategy and Category on Split 2
Mistral QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 28: Mistral model Exact Match score for QA per Strategy and Category on Split 1 Train
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Mistral QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 29: Mistral model Exact Match score for QA per Strategy and Category on Split 1 Test
Mistral QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 30: Mistral model Exact Match score for QA per Strategy and Category on Split 2
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Gemma QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 31: Gemma model Exact Match score for QA per Strategy and Category on Split 1 Train
Gemma QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 32: Gemma model Exact Match score for QA per Strategy and Category on Split 1 Test
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Gemma QA Accuracy (Exact Match) per Strategy by Question Category
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Figure 33: Gemma model Exact Match score for QA per Strategy and Category on Split 2
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Figure 34: Tendency of OpenAl Models to Select More, Less, or Exactly the Required Answers (QA, Split 1 Train)
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Tendency of Model to Select More, Less, or Exactly the Required Answers (QA, Split 1 Test)
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Figure 35: Tendency of OpenAl Models to Select More, Less, or Exactly the Required Answers (QA, Split 1 Test)

Tendency of Model to Select More, Less, or Exactly the Required Answers (QA, Split 2)
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Figure 36: Tendency of OpenAl Models to Select More, Less, or Exactly the Required Answers (QA, Split 2)
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Figure 37: Average Number of reasoning steps in Output per Category (QA, Split 1 Train)
Average Number of reasoning steps in Output per Category (Split 1 Test)
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Figure 38: Average Number of reasoning steps in Output per Category (QA, Split 1 Test)
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Average Number of reasoning steps in Output per Category (Split 2)
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Figure 39: Average Number of reasoning steps in Output per Category (QA, Split 2)
Average Recall@10 per Category with Strategy 1 on split 3
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Figure 40: Recall@10 Analysis for VIR task with strategy 1 (laws)
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Average Recall@10 per Category with Strategy 5 on split 3
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Figure 41: Recall@ 10 Analysis for VIR task with strategy 5 (laws)
Average Recall@10 per Category for All Strategies (Split 3)
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Figure 42: Recall@ 10 Analysis for VIR task with all strategies on Split 3 (laws)

44



VQA Accuracy (Exact Match) per Strategy by Question Category
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Figure 44: Exact Match score for VQA per Strategy and Category on Split 4
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Figure 45: Exact Match score for VQA per Strategy and Secondary Category on Split 3
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Figure 46: Exact Match score for VQA per Strategy and Secondary Category on Split 4
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Tendency of VQA Model to Select More, Less, or Exactly the Required Answers (Split 3)
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Figure 47: Tendency of OpenAl Models to Select More, Less, or Exactly the Required Answers (VQA, Split 3)
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Figure 48: Tendency of OpenAl Models to Select More, Less, or Exactly the Required Answers (VQA, Split 4)
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Figure 49: Average Number of reasoning steps in Output per Category (VQA, Split 3)
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Figure 50: Average Number of reasoning steps in Output per Category (VQA, Split 4)
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Figure 51: Average Number of reasoning steps in Output per Secondary Category (VQA, Split 3)
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Figure 52: Average Number of reasoning steps in Output per Secondary Category (VQA, Split 4)
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