Under Review - Proceedings Track 1-14

A Review of Social Media Simulation using Multi-agent
Models

Editors: List of editors’ names

Abstract

Multiagent social network simulations are an avenue that can bridge the communication
gap between the public and private platforms in order to develop solutions to a complex
array of issues relating to online safety. While there are significant challenges relating to the
scale of multiagent simulations, efficient learning from observational and interventional data
to accurately model micro and macro-level emergent effects, there are equally promising
opportunities not least with the advent of large language models that provide an expressive
approximation of user behavior. In this position paper, we review prior art relating to social
network simulation, highlighting challenges and opportunities for future work exploring
multiagent security using agent-based models of social networks.
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1. Introduction

Simulators have become integral in various industries Ottogalli et al. (2019) offering vir-
tual environments for training, testing, and experimentation Bousquet et al. (1999) . Their
utility spans aviation Sun et al. (2022),Xiong and Wang (2022), Bernard et al. (2022), mil-
itary Kessels et al. (2021),Sattler et al. (2020) healthcare Kononowicz et al. (2019), Kumar
et al. (2020),Croatti et al. (2020) and entertainment Woolworth (2019). Notably, simulators
provide a secure and controlled space for activities, aiding in cost reduction, safety enhance-
ment, and efficiency improvement Green et al. (2016). They contribute to evaluating and
optimizing designs before implementation, saving both time and moneyMakransky et al.
(2019). Social networks are complex information-sharing systems that have become digi-
tal information highways Borgatti et al. (2018),Van Zyl (2009). There have been various
attempts to simulate the spread of various types of information on social media using mul-
tiagent simulators of user behavior Zhou et al. (2020),Massaguer et al. (2006),Zhao et al.
(2015),Prike et al. (2023),Sakas et al. (2019),Dalayli (2020). Multiagent simulators make
it possible for external researchers to develop experiments that can be run in the virtual
testbed it provides Cardoso and Ferrando (2021).

1.1. Utility of Simulating Social Networks

This paper dives into how simulators are used as tools for understanding information dis-
semination in social networks, improving our understanding of a variety of complex issues
on social networks.
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1.2. Modeling Algorithmic Effects

Social media algorithms used to designed to maximize engagement, which tended to amplify
human biases towards learning from prestigious, ingroup, emotional, and moral (PRIME)
Brady et al. (2023). This can promote misinformation and polarization. Algorithms priori-
tize engagement over accuracy or truth, leading to the rapid spread of extreme, controversial,
or false content. Users often find themselves in ”filter bubbles” and ”echo chambers,” rein-
forcing their existing views and distorting their perception of group opinions. Users often
find themselves in " filter bubbles” and ”echo chambers,” reinforcing their existing views and
distorting their perception of group opinions. The concept of ”wisdom of crowds” is com-
promised by online echo chambers and the presence of fake accounts, bots, and orchestrated
networks that manipulate engagement signals Saurwein and Spencer-Smith (2021).

1.3. Modeling Policy Interventions

It is challenging to predict the multifaceted effects of policies on social media. Multiagent
simulators offer a virtual testbed for prototyping policy outcomes with the caveat that they
don’t necessarily reflect all the possible outcomes in perfect accord with the real-world.
However, it is useful to be able to model the relative effects of different types of policies
prior to their deployent since that permits us to evaluate various policies in the same en-
vironment. Simulators can provide a testbed to prototype interventional effects and model
how they might influence the system in desirable and undesirable ways.

User Experience and Exposure to Information: The addictive nature Pellegrino
et al. (2022) of social media poses challenges to individuals’ well-being. Persuasive design
techniques contribute to stress, anxiety, and decreased productivity. Filter bubbles and
information overload hinder diverse perspectives and contribute to the spread of fake news.
Designing healthy user experiences is crucial, emphasizing user control and breaks in user
flow.

1.4. Security Testing

Algorithmic Vulnerability Detection: Algorithms used by social media platforms can
replicate and amplify human biases, resulting in outcomes that are less favorable to certain
groups. Testing strategies include auditing algorithms, diverse design teams, and user
feedback. Challenges involve trade-offs between fairness and accuracy, privacy regulations,
and the need for algorithmic literacy.

Social Exploitation by Coordinated Networks (CIB): Social bots include, au-
tomated accounts imitating human behavior, manipulate public opinion by spreading fake
news and divisive content Zhang et al. (2023). Detection and counteracting social bots is
challenging due to their sophistication. Orabi et al. (2020) shows that social bots evolve
rapidly to evade detection, presenting an ”everlasting cat and mouse game” between bot
creators and detection methods. Information operations by coordinated networks highlight
the global impact of disinformation on social networks.

Polarization: Selective exposure to attitude-confirming information exacerbates con-
firmation bias and polarizes opinions. Tolerance among users plays a role in mitigating



SHORT TITLE

polarization. Information propagation is influenced by the structure of social networks and
user activity patterns Haque et al. (2023).

Information Propagation: The structure of social networks impacts how information
spreads. User activity patterns follow a power law distribution, with active users playing
a significant role in information propagation. Understanding information spread is crucial
for better recommendations and identification of manipulation.

2. Existing Applications

Simulators provide a virtual testbed for prototyping various policies as interventions upon
the world model underlying a social network. They allow us to encode our understanding
of the rules underpinning social interactions, incorporate design affordances from the real
world, and create an arbitrarily complex model of information propagation on social net-
works. Simulators can leverage digital trace data to calibrate their parameters,attempting
to provide an accurate representative model of reality. It also allows experimentation in
scenarios where there might be ethical challenges deploying randomized control trials. For
example, TACIT by Neumann and Wolczynski (2023), enhance fact-checking models and
assess their impact on reducing inequalities among online communities. It sparked ethical
discussions on prioritizing equity in Al-driven fact-checking.

Algorithmic Auditing: Regulators need detailed evidence on platforms’ policies, pro-
cesses, and outcomes related to misinformation. Algorithm auditing requires a multidisci-
plinary skill-set and granular data on misinformation spread. Modeling effects of algorithms
on social networks can provide insights on balancing societal impacts and technical perfor-
mance as AI moves from research into real-world applications'.

Testing User Experience (UX) on Social Media: Simulations Ahlgren et al. (2020)
in a social network can assess and predict the type of content users might be exposed to.The
open source Misinformation Game simulator Butler et al. (2023) provides a flexible and
customizable platform for conducting controlled experiments on factors influencing online
misinformation propagation and beliefs. By emulating recommendation systems and user
interactions, simulations can reveal issues like filter bubbles, echo chambers, and exposure
to harmful content.

Testing Security: Red teaming and blue teaming simulations Seker and Ozbenli
(2018)assess and enhance security and privacy measures on social media platforms. These
simulations enable proactive identification and mitigation of risks, strengthening the overall
security infrastructure.

2.1. The State-of-the-art in Social Network Simulation

Social network simulations have become an integral part of understanding and predicting
user behavior on platforms like Facebook, Google, and Twitter. Agent-based simulations
with autonomous agents imitate real user actions. Simulators allow safe experimentation
with potential changes, ensuring they don’t impact real users.

As per Ahlgren et al. (2020), Facebook utilizes a platform called WW (Web-Enabled
Simulation) to simulate user interactions and social behaviors within a parallel version of its

1. https://hbr.org/2018/11/why-we-need-to-audit-algorithms
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platform. WW employs autonomous software agents or ”bots” programmed to imitate real
user actions, such as posting, messaging, and making connections. These bots are trained
using anonymized logs of real user activity data from Facebook to make their behaviors
realistic and statistically match real user statistics. Similarly, Google built RecSim to
model the societal effects of recommender systems Ie et al. (2019); Mladenov et al. (2021).
RecSim allows configuring agents to represent various types of users, content providers, and
other participants in the recommender ecosystem. Twitter also employs a reinforcement
learning over agent models in order to optimize user engagement through push notifications
O’Brien et al. (2022). As a practical example of the real-world value drawn from simulators,
their system manages to successfully maximize long-term user satisfaction by studying user
responses to push notifications.

There have been other prior attempts at building expressive forward simulators. HashKat
Ryczko et al. (2017) is a dynamic network simulation tool designed to model the growth of
information propagation through an online social network. NetSim Stadtfeld et al. (2013)
is an R package that allows for the simulation of the co-evolution of social networks and
individual attributes. There is a history of common challenges associated with simulating
social networks.

2.2. Limitations

The limitations of simulations span a range of challenges. The dependence of simulation
outcomes on specific parameter values and internal model structures necessitates sensitivity
analysis for a nuanced understanding of variability. Additionally, the inherent complexity
of model specifications often limits the transparency of simulation results, hindering a com-
prehensive grasp of agent trajectories and behaviors. With bespoke simulators for the same
task and a lack of transparency into the design of complex simulation procedures, repro-
ducibility becomes challenging due to the absence of standardized procedures and model
sharing, impeding knowledge accumulation across studies. The incorporation of social net-
works introduces complexity, requiring careful calibration with empirical data and risking
biases towards replicating existing conditions. Moreover, the abstraction of human behav-
ior in models overlooks crucial psychological and social nuances. Computational power
and time constraints further limit the size and complexity of modeled networks. Finally,
while achieving macro-level congruence with real-world data is a common goal, it does not
guarantee accuracy at the micro-level, posing challenges in validating models against real-
world data as per Manzo and Matthews (2014). Additionally, there is ongoing research
into LLM-human hybrid models, exemplified by Facebook’s Cicero AI (FAIR). The ideas
behind integrating LLMs into agent-based modeling extends beyond simulation, towards
high-fidelity real-world experimentation introducing new challenges and opportunities at
the intersection of artificial intelligence and social science.

3. Conclusion

Multiagent simulators are expressive models of online interaction and have demonstrably
yielded value in varied applications. While there are limitations from scale and complexity,
there is significant value that is likely to be unlocked by advances in computational modeling
and machine learning for this area.
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Appendix A. Appendix
A.1. Simulators Across Industries

Simulators find widespread utility across industries. In aviation, flight simulators, ranging
from basic desktop models to complex full-motion systems, are crucial for pilot training
Cross et al. (2022),Saastamoinen and Maunula (2021),Trinon et al. (2019). Healthcare re-
lies on simulators for teaching medical workers and replicating complex medical procedures,
spanning from fundamental task trainers to advanced patient simulators mimicking human
physiology Rosen et al. (2012) ,So et al. (2019). Space exploration benefits from simu-
lations for spacecraft design and mission scenario testing, allowing for development and
optimization before actual missionsNichols et al. (2023),Aslan et al. (2019),Liu (2022).
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Beyond aviation and healthcare, simulations play pivotal roles in cybersecurity Armenia
et al. (2021), Le et al. (2020), economicsBremer (2019), climate science Politi et al. (2020),Ras-
mussen et al. (2020) and nuclear power plant design Vajpayee et al. (2020),El-Sefy et al.
(2019),Wu (2019) . These virtual environments assist in modeling, testing safety measures,
and simulating emergency situations. Illustrative examples include the Wang et al. (2023)
- a diffusion based simulator driven by real world autonomous driving data, CERN's com-
putational psychometricsCipresso (2015) for real-world and virtual behavior integration, and
Siemens’ use of TECNOMATIX (Bangsow, 2020) for optimizing production systems and
logistics processes. These applications showcase the diverse and impactful uses of simula-
tors across various domains, demonstrating their potential in understanding and modeling
complex scenarios.

Appendix B. Open Challenges

While multi-agent simulators are a promising approach for studying information for study-
ing information propagation on social networks, current techniques have significant limita-
tions. Even the most advanced simulators have significant gaps in their capabilities when
compared to the complexity of real-world social platforms.

B.1. Inference at Scale

Inferring accurate simulation parameters from real-world social network data is extremely
challenging, especially at the massive scales of modern platforms. Each social media site
has a unique architecture and focuses on different types of user interactions and content.
For example, Twitter emphasizes short messages, broadcasting and news, while Instagram
centers on the visual photo and video sharing. The core algorithms driving each platform
are opaque and keep changing.

Computational social science techniques aim to improve large-scale inference by com-
bining machine learning with insights from disciplines such as sociology, psychology, and
communications theory. For example, research into cognitive biases that influence how users
spread misinformation. Even with advances in big data and artificial intelligence, capturing
every aspect of human behaviour remains difficult.

B.2. Data Limitations

While simulations rely on real-world data for inference and evaluation, comprehensive social
media data is increasingly difficult for researchers to access. Platforms like Facebook and
Twitter have become more restrictive in sharing data, due to concerns around privacy, ethics
and potential misconduct. For instance, in an interview by Undark.?, Meta representatives
said that common researcher practices like web scraping or third-party APIs can now lead
to accounts being blocked or banned if done without permissions. Even when data is
granted, it is often limited in scope or heavily sampled across several channels. This makes
collecting large, unbiased datasets to train accurate simulations acutely challenging. The
study conducted by Liu and Xu (2016), mentioned how they used web crawling for their
study but it was difficult to adapt it to simulations for large-scale data. In summary,

2. Seehttps://undark.org/2022/04/18/why-researchers-want-broader-access-to-social-media-data/
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expanding platform restrictions on data access increasingly hinder the simulation research
needed to understand and improve social media. Mechanisms to enable responsible data
sharing with researchers are needed. As per Di Minin et al. (2015), Social media provides a
wealth of real user conversation data that could help in conversational science research. But
access is restricted so responsible data sharing under ethics would enable leveraging these
conversations to advance conversational agents. With proper safeguards, social media data
presents opportunities to develop dialogue systems grounded in natural human exchanges.
Finding the balance between privacy protection and research access remains challenging
but important for progress in conversational Al. Kapoor et al. (2018) also highlights the
value of social media data, showing how user-generated content on these platforms provides
a rich source of natural conversations and social interactions that could inform research
across diverse fields, including information systems.

B.3. Algorithmic Auditing
B.3.1. MODELING ALGORITHMIC EFFECTS

Algorithms play a crucial role when it comes to social media recommendation systems in
delivering appropriate content to users. However, the intricacy of these algorithms can be
challenging to model in simulations. We can take a look at social media platforms like
Twitter, TikTok, Netflix and YouTube as general examples of a complex recommendation
system. TikTok’s recommendation system, Monolith, is a real-time recommendation system
by Liu et al. (2022) that incorporates data structures such as collision-less embedding tables
with distributed architectures for training and serving. The concurrent data flows, timing-
sensitive operations, failure handling, and sheer data volumes presented in the paper are
non-trivial to model.

YouTube represents one of the largest scale and most sophisticated recommendation
systems in existence as shown in Covington et al. (2016). The recommendation system at
Twitter? is composed of many interconnected services and jobs, which aims to distill roughly
500 million tweets posted daily down to a small number of top tweets that ultimately show
up on a user’s "For You” section. On the other hand, the recommender system at Netflix,
described in Gomez-Uribe and Hunt (2015), is not just one algorithm but rather a variety
of algorithms that collectively define the Netflix experience.

The paper by Gao et al. (2022) is a survey of the literature on causal inference-based
recommendation, that aims to enhance recommender systems by utilizing causal inference
to extract causality from data. To simulate algorithms used in this paper, we would require
modeling complex causal relationships, accounting for potential confounders and biases,
and balancing the trade-offs between the accuracy and fairness of the recommendations.

Simulating the various algorithms used by this Liang et al. (2016) paper recommendation
system requires capturing complex behaviors and dynamics, such as the user discovery
process, the user preference function, the causal effects of the recommendations, and the
feedback loop between the users and the items.

3. https://blog.twitter.com/engineering/en_us/topics/open-source/2023/
twitter-recommendation-algorithm

12


https://blog.twitter.com/engineering/en_us/topics/open-source/2023/twitter-recommendation-algorithm
https://blog.twitter.com/engineering/en_us/topics/open-source/2023/twitter-recommendation-algorithm

SHORT TITLE

Overall, simulating the various algorithms used by social media recommender systems
requires capturing intricate behaviors and dynamics, which is a complex task that will
require considerable engineering effort.

B.3.2. BENCHMARKING RECOMMENDER SYSTEMS

Simulators can be used to model how information spreads on social networks and to examine
the effects of recommender systems on the virtual sharing ecosystem when it comes to
benchmarking recommendation systems. Stavinova et al. (2022) demonstrates one of the
utilities of simulators which is to test the limits of existing recommender systems of different
types (including Reinforcement Learning ones) and to complex user preference formation.

There are several available online recommendation systems that can be used as ex-
amples to examine the effects of recommender systems on the virtual information-sharing
ecosystem. One example is this repository., which contains different sophisticated recom-
mendation systems available for simulation environments. The repository provides baselines
and reproducible code for standard recommendation techniques, and the datasets available
in the repository could serve as a starting point to generate simulated user-item interac-
tions and feedback. Another example is RecSim Ie et al. (2019), a configurable platform for
authoring simulation environments to facilitate the study of RL algorithms in recommender
systems.

B.4. Security

Simulators can help analyse vulnerabilities in social media algorithms. In recent times, so-
cial media platforms heavily rely on recommendation algorithms to curate content for users.
These algorithms tend to be vulnerable and can be exploited for malicious purposes such as
spreading misinformation or harmful content. Other than that responses and recommen-
dations generated by LLMs, and recommenders can also prove to be unreliable in several
cases. In a comprehensive study by Casper et al. (2023), researchers applied Red teaming
methods to study the GPT-2 and GPT-3 models and discovered prompts and responses
that were toxic when compared to real-world knowledge. Red Teaming, a process of testing
the effectiveness of algorithms by simulating attacks on them for multi-agent simulators can
help identify vulnerabilities and improve the security of the algorithms. Casper et al. (2023)
explains a three-step red teaming approach which they utilised for enabling simulators to
refine and extend the study of data propagation on social media. Steps involved identifying
the model’s behaviour in the desired context, then establishing a measurement of undesired
behaviour and finally exploiting or attacking the model’s flaws using pre-established red
teaming methodology. Another study by Perez et al. focused on evaluating potential harms
from language models by using another language model to generate adversarial test cases.
The study discusses challenges in algorithms being gamed and exploited and proposes red
teaming as a way to discover potential issues.

4. See https://github.com/recommenders-team/recommenders
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B.5. Large Language Model based Agents and Generative Social Science

The recent advancements in natural language processing and machine learning viz. LLMs
has given new life to the idea of ’agent’-based models and spurred interest in generative
social simulations. Large Language Models (LLMs) are increasingly employed in generative
social science, particularly in agent-based modeling. ® For example, the approach by Shaikh
et al. (2023) aims to explain macro-level social phenomena by simulating interactions among
individual agents following simple rules. The goal is to grow macro structures from micro
foundations, emphasizing dynamic processes and the sufficiency of micro-level rules. To
enhance realism, models are embedded with empirical data about agents and environments.
Agent-based modeling is instrumental in studying diverse social phenomena, from disease
spread to urban development, by unraveling complex systems’ emergence from individual
agent interactions. Integrating LLMs into this framework, as seen in projects, like Stanford’s
generative agents by Park et al. (2023), aims to introduce human-like behaviors and natural
language communication in simulated environments, modeling on information diffusion,
relationship formation, and coordination in these societies.

Appendix C. Conclusion

With the advent of regulation in the sphere of social media and digital services such as
the Digital Services Act, the Online Safety Bill, and other legislation, global lawmakers are
hoping to strike a balance and deliver effective policy mechanisms to improve the online
experience for users of social platforms. This is challenging in the absence of access to
platform data, knowledge of business considerations, and a lack of clarity into what is
called 'impossible tradeoffs’ in the field of trust and safety—which often balances availability
of resources against provision of additional mechanisms to ensure user safety. Simulators
offer a high-fidelity solution that trades off complexity from real-world algorithms with the
intuitive understanding they offer to non-domain experts, about the workings of a complex
system such as social networks bridging the public-private information gaps to effectively
address online safety issues.

5. There is frequently an overloading of the term ’agents’ where it may reference an independently operating
LLM; in this context an LLM might represent a user’s activity independently in a complex system.
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