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Abstract

Tools serve as pivotal interfaces that enable001
humans to understand and reshape the environ-002
ment. With the advent of foundation models,003
AI systems can utilize tools to expand their004
capabilities and interact with the real world.005
Existing tool learning methodologies, encom-006
passing supervised fine-tuning and prompt en-007
gineering approaches, often induce large lan-008
guage models to utilize tools indiscriminately,009
as complex tasks often exceed their own compe-010
tencies. However, introducing tools for simple011
tasks, which the models themselves can read-012
ily resolve, can inadvertently propagate errors013
rather than enhance performance. This leads014
to the research question: can we teach lan-015
guage models when and how to use tools? To016
meet this need, we propose Tool leaRning wIth017
exeCution fEedback (TRICE), a two-stage end-018
to-end framework that enables the model to con-019
tinually learn through feedback derived from020
tool execution, thereby learning when and how021
to use tools effectively. Experimental results,022
backed by further analysis, show that TRICE023
can make the large language model selectively024
use tools by improving the accuracy of tool us-025
age while enhancing insufficient tool learning026
and mitigating excessive reliance on tools.027

1 Introduction028

The recent rapid advancement of foundation mod-029

els (Brown et al., 2020; Ouyang et al., 2022;030

Chowdhery et al., 2022; Qiao et al., 2023; Zhao031

et al., 2023b) makes it practical for AI machines032

to create (Cai et al., 2023; Qian et al., 2023) and033

utilize tools effectively (Shen et al., 2023; Lu et al.,034

2023), which greatly transcends their inherent limi-035

tations in various underlying areas, including arith-036

metic (Cobbe et al., 2021; Parisi et al., 2022),037

knowledge updating (Sun et al., 2023; Zhao et al.,038

2023a), multi-modal semantic analysis (Wu et al.,039

2023; Driess et al., 2023), etc. Existing research040

has shed light on the potential of Large Language041

LLM ……
Tools

Execute

Feedback

Figure 1: Large language model learns to use tools from
execution feedback.

Models (LLMs) to exhibit a promising level of dex- 042

terity and finesse in tool use (Qin et al., 2023a; 043

Wang et al., 2023). Prior works view tools as ex- 044

ternal resources to augment LLMs for better per- 045

formance (Schick et al., 2023; Hao et al., 2023; 046

Patil et al., 2023; Tang et al., 2023) or employ 047

LLMs as a hub for human-tool interaction, respon- 048

sible for orchestrating the deployment and usage of 049

tools (Shen et al., 2023; Ge et al., 2023; Lu et al., 050

2023; Driess et al., 2023). 051

Despite the empirical success of previous work, 052

a critical issue remains: LLMs often do not un- 053

derstand when and how to properly use which 054

tools. On one hand, the use of tools is necessary to 055

augment LLMs when facing complex problems 056

that surpass their inherent capabilities. On the 057

other hand, for simpler problems that can readily 058

be solved by the models themselves, introducing 059

tools can paradoxically propagate errors rather than 060

enhance performance. These errors can include but 061

are not limited to, improper selection of tool types, 062

generation of incorrect tool inputs, and ineffective 063

utilization of tool return results. Intuitively, it’s 064

crucial for LLMs to develop an awareness of when 065

tools are necessary and when they are not, and to 066

be able to make decisions about selecting the most 067

appropriate tools for the task at hand. 068

To address the above issues, we propose Tool 069

leaRning wIth exeCution fEedback (TRICE) as 070

shown in Figure 1, a two-stage end-to-end frame- 071
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Method LM Model Scale Mechanism Feedback Peft Teacher Unseen
Toolformer (Schick et al., 2023) GPT-J 6B instruct-tuning ✗ ✗ ✗ ✗

ToolkenGPT (Hao et al., 2023) LLaMA 13B, 30B fine-tuning ✗ ✗ ✗ ✗

HuggingGPT (Shen et al., 2023) ChatGPT >=100B prompt ✗ ✗ ✗ ✔

Chameleon (Lu et al., 2023) GPT-4 >=100B prompt ✗ ✗ ✗ ✔

ChatCoT (Chen et al., 2023) ChatGPT >=100B prompt ✗ ✗ ✗ ✔

Gorilla (Patil et al., 2023) LLaMA 7B instruct-tuning ✗ ✗ ✔ ✔

ToolLLaMA (Qin et al., 2023b) LLaMA 7B instruct-tuning ✗ ✗ ✔ ✔

GPT4Tools (Yang et al., 2023) Vicuna 13B instruct-tuning ✗ ✔ ✔ ✔

TRICE (ours)
ChatGLM

Alpaca
Vicuna

6B, 7B
instruct-tuning

reinforcement learning
✔ ✔ ✔ ✔

Table 1: Comparison of related works. Mechanism denotes how the LM learns to invoke tools. Feedback stands
for whether the LM learns from execution feedback. Peft means the parameter efficient tuning. Teacher expresses
whether learning from a powerful teacher like ChatGPT. Unseen indicates the zero-shot capability on unseen tools.

work that enables the model to continually learn072

through feedback derived from execution, thereby073

learning when and how to use tools effectively.074

Specifically, we first prepare a dataset that helps075

discern when tool usage is necessary for LLMs and076

when it is not. Given the lack of gold labels, we077

utilize ChatGPT (OpenAI, 2022) to automatically078

generate tool usage APIs. Then, we introduce a079

two-stage training strategy to teach the model when080

to use tools: 1) Behavior Cloning. We conduct081

instruct-tuning on the dataset to let the model im-082

itate the tool-using behavior. 2) Reinforcement083

Learning with Execution Feedback (RLEF). We084

further reinforce the model with execution feed-085

back by aligning it with desirable candidate re-086

sponses, guiding the model to selectively use tools087

to avoid error propagation. We detail the main088

difference of TRICE with related works in Table 1.089

We train and evaluate TRICE on various tasks090

and backbone models. Experimental results and091

further analyses demonstrate that TRICE success-092

fully instructs the model to judiciously use tools,093

simultaneously enhancing insufficient tool learning,094

reducing excessive reliance on tools, and improv-095

ing the accuracy of tool usage. In summary, the096

key contributions of our study are as follows:097

• We introduce TRICE, a two-stage end-to-end098

training framework that leverages execution099

feedback to help LLMs become more profi-100

cient tool learners.101

• We perform superior on eight benchmark102

datasets of four tasks with various models.103

• Extensive empirical analysis demonstrates104

that TRICE can guide the model in judicious105

tool use, thereby enhancing insufficient tool106

use, reducing excessive dependency on tools,107

and improving the effectiveness of tool use. 108

2 Related Work 109

Tool Learning. Though possessing remarkable 110

capabilities (Qiao et al., 2023; Yao et al., 2023), 111

LLMs still struggle in many basic aspects where 112

much smaller and simpler tools may precisely ex- 113

cel. Under this circumstance, a new paradigm, 114

called Tool Learning (Qin et al., 2023a), is born 115

to combine the strengths of both LLMs and spe- 116

cialized tools. Some works (Driess et al., 2023; 117

Shen et al., 2023; Lu et al., 2023) regard LLMs as a 118

decision-making hub for compositional tool using 119

which can be called Tool-Oriented Learning (Qin 120

et al., 2023a), while others (Gao et al., 2022; Liu 121

et al., 2023; Schick et al., 2023) treat tools as com- 122

plementary resources to extend the power of LLMs 123

which can be called Tool-Augmented Learning (Mi- 124

alon et al., 2023; Qin et al., 2023a). Despite their 125

success, tool-augmented approaches tend to force 126

LLMs to use tools mindlessly regardless of whether 127

they actually need tools for help. This may, in some 128

scenarios, steer LMs to erroneously choose the type 129

of tools or the way to use tools, making the loss out- 130

weighs the gain. Compared to previous works, we 131

try to make LMs better tool learners by teaching 132

them to use tools selectively instead of blindly. 133

Learning from Feedback. An intuitive approach 134

of tool learning is to fit LLMs on examples with 135

human-labeled tools directly (Torabi et al., 2018; 136

Li et al., 2022). However, this is often impractical 137

to annotate every possible scenario (Codevilla et al., 138

2019) and difficult to generalize to new ones. It is 139

worth noting that humans generally have the ability 140

to correct and reflect on their own behavior from 141

trial and error (Allen et al., 2019). Intuitively, feed- 142

backs from the environments or humans enable 143
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Instruction:
Given a math problem, solve it and you can 
use a calculator for help.
Input:
Jerry had 7 action figures and 2 books on a 
shelf in his room. Later he added 4 more 
books to the shelf. How many more action 
figures than books were on his shelf?

Output

calculator(7-2-4)
LLM

Label
(From ChatGPT)

Lclone

1

7

1

Reward
Strategy

1

Gold Answer

Execute

Execution
Results

LLM

Tools

Lrank

LRLEF = Lsft + α · Lrank

Candidate
Responses

Stage-I: Behavior Cloning Stage-II: RLEF

Feedback

3

calculator(7-2-4)

1

calculator(7-4)

7

Figure 2: The overview of our proposed framework TRICE. In stage-I (Behavior Cloning), We conduct instruct-
tuning on the dataset to let the model imitate the tool-using behavior. In stage-II (RLEF), we further reinforce the
model with tool execution feedback by aligning it with desirable candidate responses.

LLMs to understand the impact of their actions144

and adapt their behavior accordingly. Reinforce-145

ment learning (RL) excels at enabling models to146

learn decision-making abilities in complex environ-147

ments through feedback (Schrittwieser et al., 2020;148

Yao et al., 2022; Ge et al., 2023). RLHF (Ouyang149

et al., 2022) applies a state-of-the-art RL algorithm,150

PPO (Schulman et al., 2017), to align LLMs with151

human feedback. RAINIER (Liu et al., 2022) re-152

inforces knowledge for commonsense question an-153

swering with a fixed QA model providing feed-154

back. OpenAGI (Ge et al., 2023) proposes RL with155

task feedback for complex task-solving with vari-156

ous external expert models. Compared to previous157

feedback framework, we introduce RLEF for tool158

learning which reinforces the LLMs with the exe-159

cution result of tools.160

3 Methodology161

Problem Overview. We mainly focus on four162

kinds of tasks, with each instance in the format of163

x = (s, q, t, a), where s denotes the specialized164

instruction of each task, q refers to the question, t165

stands for the tool API and a is the gold answer.166

Following an instruction-following paradigm, the167

complete input of the LLM is as follows:168

input = [s, q], (1)169

where [,] stands for text concatenating. In terms170

of the output, when LLM deems that no tool is171

necessary, it generates the answer a. Conversely, if172

the model identifies the need for a tool, it produces 173

the tool API t, which encompasses the specific type 174

of tool and its corresponding input: 175

output =

{
a use_tool = false

t use_tool = true
(2) 176

The detailed format of each task is shown in A.1. 177

Given the problem, the main challenges lie in 178

1) determining the LLM when to or not to harness 179

tools for help and 2) how to impart the ability to 180

the LLM to make selective use of tools. For the 181

former, we allow the untrained model to directly 182

infer answers, considering the correct ones as not 183

requiring tools and the incorrect ones as indicating 184

the need for tool assistance. For the latter, we 185

adopt TRICE, a two-stage training strategy. In 186

the first stage, we use Behavior Cloning to make 187

the model imitate tools invoking. Building upon 188

this, we continue to train the model for selective 189

tool usage with RLEF in the second stage. The 190

overview of our method is illustrated in Figure 2. 191

Please note that all symbols are globally defined 192

in sections 3&4. 193

Data Preparation. The data preparation follows 194

the principles outlined in Eq.1&2. Given a raw 195

initial dataset Dinit = {(q, a)}|Dinit|
i=1 from the bench- 196

mark, we utilize LLM without fine-tuning to gener- 197

ate predictions. Since we do not have gold labels 198

for tool APIs, we employ ChatGPT (OpenAI, 2022) 199
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to generate pseudo-labels under few-shot prompt-200

ing. Specifically, we generate tool API labels201

t = toolname(toolinput) for questions where the202

generated predictions are incorrect. For questions203

with correct predictions, we directly set t = None204

to indicate that tool APIs are not required. We de-205

sign particular instructions s tailored to each task.206

In the end, we obtain Dtool = {(s, q, t, a)}|Dtool|
i=1207

according with Eq.1&2 containing the tool demand208

information of the specific LLM as we desire1.209

Training. As shown in Figure 2, based on Dtool,210

we conduct a two-stage training approach: I) Be-211

havior Cloning (§3.1). In this stage, we teach212

the model to imitate the tool usage behavior by213

fine-tuning it on Dtool in an instruct-tuning man-214

ner. This empowers the model with preliminary215

functionality of tool API invocation. II) Reinforce-216

ment Learning with Execution Feedback (§3.2).217

Drawing inspiration from fine-tuning with human218

feedback (Ouyang et al., 2022), we continue to219

reinforce our model obtained in stage I with execu-220

tion feedback by steering it to align with desirable221

candidate responses.222

3.1 Training Stage I: Behavior Cloning223

During the behavior cloning stage, we aim to en-224

able the LLM to master the schema of tool API225

invocation and develop preliminary skills in se-226

lectively utilizing tools. We perform supervised227

fine-tuning on Dtool in this stage.228

Specifically, for the model pLM with tunable pa-229

rameters θ, the training loss of stage I can be for-230

mulated as:231

Lclone(θ) =
∑

(s,q,t,a)∈Dtool

− log pLM(o|s, q; θ),

(3)

232

where o is the specified output of the model as233

defined in Eq.2. The final parameterized model of234

this stage is denoted as θclone.235

3.2 Training Stage II: RLEF236

In stage II, we continue to optimize θclone with ex-237

ecution feedback, so as to enhance its capability238

to selectively utilize tools and improve the accu-239

racy of decision-making regarding tool types and240

corresponding inputs.241

1For more details of data preparation, please refer to A.2.

Overall Loss. For each question q, we have k 242

different candidate responses yi (1 ≤ i ≤ k) mar- 243

shaled from other LLMs (e.g. ChatGPT, LLaMA) 244

or human experts. We apply a reward strategy to 245

score each yi with ri = R(a, yi) where a is the 246

gold answer of question q. Our goal is to instruct 247

the LLM to determine the more desirable response 248

by aligning with scores {ri}k. So we then score 249

each yi with the LLM: 250

pi =

∑
t log pLM(yi,m|q, yi,<m; θclone)

||yi||
, (4) 251

where m denotes the mth token of yi, pi is the 252

conditional log probability of yi and ||yi|| refers to 253

the length-normalized factor. 254

To facilitate the LLM in learning the correct 255

score ordering of different yi, we introduce a rank- 256

ing loss during training: 257

Lrank =
∑
ri<rj

max(0, pi − pj). (5) 258

Meanwhile, in order to prevent the model from de- 259

viating too far from the original parameters and gen- 260

erating unreasonable tool API invocation structure, 261

we reintroduce the supervised fine-tuning loss: 262

Lsft = −
∑
m

log pLM(om|s, q, o<m; θclone). (6) 263

Finally, the overall RLEF loss is defined as follows: 264

LRLEF = α · Lrank + Lsft, (7) 265

where α is a hyperparameter that determines the 266

proportion of the rank loss. 267

Reward Strategy. The reward strategy aims to
give each yi an ri and rank them accordingly for
a given question q. We view the output o regu-
lated in Dtool as the pseudo-human-expert (gold)
response. Then the reward strategy is derived from
two indicators: 1) accuracy of the answer and 2)
consistency of tool usage with the gold response.
Specifically, we employ a five-level scoring strat-
egy. We assign the gold response with the maxi-
mum score. For the remaining, assuming that the
correctness of the response is denoted as True for
correct answers and False for incorrect answers,
and whether the use of tools aligns with the gold
response is denoted as Yes for alignment and No

for misalignment, to ensure accurate and selective
tool usage, our scoring is prioritized as follows:

TrueYes > TrueNo > FalseYes > FalseNo.

If two responses share the same state, they would 268

receive the same score. 269
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Task Tool Datasets

Math
Reasoning Calculator

ASDiv (Miao et al., 2020)
SVAMP (Patel et al., 2021)

GSM8K (Cobbe et al., 2021)

Question
Answering WikiSearch

WebQuestions (Berant et al., 2013)
NaturalQuestions (Kwiatkowski et al., 2019)

TriviaQA (Joshi et al., 2017)
LAMA QA Model T-REx (Petroni et al., 2019)

Multilingual
QA Translator MLQA (Lewis et al., 2020)

Table 2: Tasks, datasets and the corresponding tools.

4 Experiments270

4.1 Experimental Settings271

Tasks. As shown in Table 2, we mainly evaluate272

our method on four tasks with each task specified273

to an external tool. Due to limited computational274

resources, we randomly sample train and test sets275

from each dataset to reduce the data scale. We276

display the detailed data distribution for each task277

in Figure 11. Following Schick et al. (2023), we use278

a more lenient evaluation criterion than exact match.279

We simply check for the last number predicted by280

the model for the math reasoning task and check281

whether the correct answer is within the first twenty282

words for other tasks.283

Candidate Response Generation. We collect284

five responses for each question from four differ-285

ent models, e.g. ChatGPT, InstuctGPT, Vicuna-7B,286

Alpaca-7B, and the output regulated in Dtool as the287

gold response. To differentiate whether or not to288

use tools among candidate responses, we compel289

ChatGPT and InstructGPT to utilize tools while290

allowing Alpaca and Vicuna to make the choice291

of using tools. For ChatGPT and InstructGPT, we292

prompt them with instructions and few-shot exam-293

ples, and for Alpaca-7B and Vicuna-7B, we fine-294

tune them on Dtool with LoRA (Hu et al., 2022) for295

a few steps in order to equip them with initial abili-296

ties for question answering and tool generation2.297

Baselines. We mainly experiment with the fol-298

lowing LLMs: 1) GPT-3.5 (OpenAI, 2022). We299

utilize the text-davinci-003 version of GPT se-300

ries. 2) ChatGLM-6B (Du et al., 2022), a general301

language model pre-trained with an autoregressive302

blank-filling objective. 3) Alpaca-7B (Taori et al.,303

2023), a model further trained on LLaMA-7B (Tou-304

vron et al., 2023) with self-instruction. 4) Vicuna-305

7B (Chiang et al., 2023), an open-source chatbot306

trained by fine-tuning LLaMA-7B. For GPT-3.5,307

2For more details of candidate response generation, please
refer to A.3.

we directly utilize the OpenAI API, while for other 308

models, we train them all with LoRA (Hu et al., 309

2022) for efficiency in both stage-I&II. 310

Based on the differences in training status, we 311

classify the baselines of our primary experiment 312

into three categories (see Table 3&4): 1) Prompt- 313

Based. Models are directly evaluated without train- 314

ing under Zero-Shot or Few-Shot manners. 2) 315

Supervised Fine-Tuning. Models are trained purely 316

on question-answer paired data (0% Tool usage) or 317

trained purely on question-tool paired data (100% 318

Tool usage). 3) TRICE-Based. Models are trained 319

separately for each task (TRICE-SPLIT) or by com- 320

bining training data from all tasks (TRICE-MIX) 321

with TRICE. Furthermore, we observe the role of 322

each training stage (see Figure 3): 1) TRICE-I. 323

Models are trained only by the Behavior Cloning 324

stage. 2) TRICE-II. Models are trained only by the 325

RLEF stage. 3) TRICE-ALL. Models are trained 326

by both TRICE-I and TRICE-II. In our analysis, 327

we use arrows to indicate ↑positive and ↓negative 328

performance compared to the specific baseline. 329

Setups. All the models are trained for 5 epochs in 330

stage-I and 2 epochs in stage-II. We use the learn- 331

ing rates of {2e-5, 1e-4, 3e-4} for ChatGLM-6B 332

and {2e-5, 1e-4} for Alpaca-7B and Vicuna-7B. 333

The α is set to {0.01, 0.1, 1} for all the models. 334

The detailed hyper-parameters we use are shown 335

in A.4. Since sampling responses and training are 336

separated, our whole training procedure only needs 337

to load one model. All our training can be com- 338

pleted on one 80G A800 GPU within 10 hours. 339

4.2 Main Results 340

Selective Tool Learning of Single Tool. Within 341

each task, we train the model to learn the corre- 342

sponding tool as shown in Table 2, thereby evalu- 343

ating the model’s proficiency in handling a single 344

tool. From the rows labeled TRICE-SPLIT in Ta- 345

ble 3, it is evident that training by TRICE, Alpaca 346

and Vicuna perform on par with GPT-3.5, exhibit- 347

ing only a slight decrease of ↓1.3% and ↓0.4% on 348

average. Meanwhile, across all backbone models, 349

TRICE-SPLIT demonstrates significant improve- 350

ments compared to the prompt-based baselines, sur- 351

passing the few-shot setting with ↑14.0% for Chat- 352

GLM, ↑15.3% for Alpaca, and ↑11.9% for Vicuna. 353

This indicates that TRICE consistently empowers 354

LLMs to use tools effectively, irrespective of the 355

model architecture and scale. Moreover, whether it 356

is completely independent (0% Tool) or dependent 357
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Setting Model Math Reasoning Question Answering LAMA Multilingual QA Avg.
ASDiv SVAMP GSM8K WebQ NaturalQ TriviaQA T-REx MLQA

GPT-3.5 64.6 62.0 19.8 46.4 15.0 41.3 58.7 34.4 42.8
ChatGLM (Zero-Shot) 30.8 30.5 6.3 12.1 1.6 3.9 21.8 36.5 17.9Prompt

Based ChatGLM (Few-Shot) 34.5 30.5 7.1 11.9 1.9 3.5 23.5 36.7 18.7

ChatGLM (0% Tool) 44.2 35.5 7.2 14.9 9.5 11.2 30.6 37.7 23.9Supervised
Fine-Tuning ChatGLM (100% Tool) 68.2 59.5 11.8 12.5 9.9 13.8 26.8 35.9 29.8

ChatGLM (TRICE-SPLIT) 72.9 64.0 12.4 15.2 11.6 15.2 32.7 37.3 32.7TRICE
Based ChatGLM (TRICE-MIX) 75.6 65.5 15.8 18.5 13.7 29.0 34.7 41.7 36.8

Alpaca (Zero-Shot) 31.2 22.0 3.5 32.8 5.3 15.0 39.7 37.7 23.4Prompt
Based Alpaca (Few-Shot) 38.3 23.5 4.3 33.9 6.0 16.6 41.1 45.5 26.2

Alpaca (0% Tool) 44.0 23.0 5.8 37.6 10.3 20.4 53.1 48.9 30.4Supervised
Fine-Tuning Alpaca (100% Tool) 68.6 44.5 15.6 35.9 16.4 32.6 41.7 46.6 37.7

Alpaca (TRICE-SPLIT) 73.4 45.0 16.3 38.2 18.6 37.8 54.6 48.2 41.5TRICE
Based Alpaca (TRICE-MIX) 75.2 58.0 21.5 41.4 20.7 41.4 55.2 52.0 45.7

Vicuna (Zero-Shot) 50.4 33.0 6.4 34.9 7.7 16.7 42.5 35.9 28.4Prompt
Based Vicuna (Few-Shot) 56.1 35.5 6.9 36.2 8.8 17.6 44.2 38.5 30.5

Vicuna (0% Tool) 52.3 38.5 8.1 38.8 11.5 20.8 52.9 44.3 33.4Supervised
Fine-Tuning Vicuna (100% Tool) 69.4 48.0 15.8 37.1 17.5 33.9 45.7 42.1 38.7

Vicuna (TRICE-SPLIT) 72.6 49.0 16.6 43.2 20.7 40.8 54.1 42.6 42.4TRICE
Based Vicuna (TRICE-MIX) 81.2 60.5 21.8 44.1 21.2 41.6 55.4 49.7 46.9

Table 3: Performance of TRICE across various tasks with different backbone models. Zero-Shot: models are
directly evaluated. Few-Shot: models are prompted by 1∼3 examples during evaluating. 0% Tool: models are
trained purely on question-answer paired data. During the above settings, the model does not rely on tools. 100%
Tool: models are trained purely on question-tool paired data. TRICE-SPLIT: models are trained with TRICE
separately for each task. TRICE-MIX: models are trained with TRICE by combining training data from all tasks.

Model
Unseen Dataset Unseen Tool

Calculator QA Model Retriever

MultiArith AddSub SQuAD HotpotQA
GPT-3.5 51.1 59.5 45.2 36.7
Vicuna (Zero-Shot) 42.3 44.1 28.6 19.7
Vicuna (Few-Shot) 45.5 49.1 31.2 20.6
Vicuna (TRICE-SPLIT) 63.1 75.2 30.9 —
Vicuna (TRICE-MIX) 66.6 80.5 35.7 27.3

Table 4: Performance to unseen datasets and tools.

(100% Tool) on tools, supervised fine-tuning fails358

to beat TRICE-based training, which highlights the359

necessity and efficacy of judicious tool learning.360

Selective Tool Learning of Multi-Tools. Across361

all tasks, we train the model to simultaneously learn362

all the tools, assessing its capabilities in multi-tool363

learning. As indicated in the rows labeled TRICE-364

MIX in Table 3, training across tasks achieves state-365

of-the-art performance by further exceeding the366

TRICE-SPLIT with over ↑4.0% average score gains367

across different models. Meanwhile, both Alpaca368

and Vicuna outperform GPT-3.5, exhibiting im-369

provements of ↑2.9% and ↑4.1%, respectively.370

These results declare the potential of TRICE in se-371

lective multi-tool learning, which paves the way372

for expanding the capabilities of LLMs to wisely373

handle more complex and diverse types of tools.374

Generalization of Tool Learning. To analyze375

the generalization ability of TRICE, we extend the376

trained model to unseen datasets and tools. As il- 377

lustrated in Table 4, we evaluate Vicuna on another 378

two math reasoning datasets (MultiArith (Roy and 379

Roth, 2015) and AddSub (Hosseini et al., 2014)) 380

and one LAMA dataset (SQuAD (Petroni et al., 381

2019)). Our approach enables continuous opti- 382

mization of the model’s performance on unseen 383

datasets, with TRICE-MIX yielding superior re- 384

sults compared to TRICE-SPLIT. This suggests 385

that TRICE equips the model with general tool us- 386

age capabilities. Furthermore, we steer the model 387

towards unseen tools by simply modifying the in- 388

structions. The performance of Vicuna (TRICE- 389

MIX) augmented by a retriever on HotpotQA (Yang 390

et al., 2018) advances ↑6.7% than the few-shot 391

manner. Despite the disparities between GPT-3.5 392

on certain datasets, these findings highlight the 393

promise of multi-tool training based on TRICE for 394

facilitating the generalization of tool learning. 395

4.3 Analyses of Selective Tool Learning 396

Stage-I is the Foundation of Stable Selective Tool 397

Learning. Figure 3 showcases the performance 398

of TRICE at different training stages, with Vicuna 399

as the representative. It is evident that only trained 400

in stage I (TRICE-I), the model acquires efficacious 401

tool usage capabilities, resulting in a substantial 402

performance improvement. Upon further training 403

in stage II (TRICE-ALL), the model experiences 404
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Figure 3: Performance of TRICE across all tasks at different training stages. TRICE-I: only train by Behavior
Cloning (instruct-tuning) stage. TRICE-II: only train by RLEF (reinforcement learning with execution feedback)
stage. TRICE-ALL: train by both TRICE-I and TRICE-II.
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Figure 4: Comparison of tool use rate statistics among different training stages. In the Zero-Shot stage, we consider
a need for tools when the model reaches a wrong answer.

additional performance enhancements in both the405

SPLIT and MIX training settings. However, the406

results obtained solely from stage II (TRICE-II)407

are unsatisfactory, indicating that the initial tool408

generation ability bestowed upon the model during409

stage I is crucial for more stable training.410

Stage-II Plays a Pivotal Role in Selective Tool411

Learning. To investigate how the models learn412

to use tools selectively, we analyze the tool us-413

age rate statistics of Vicuna during each training414

stage in Figure 4. After stage I, we notice that the415

model’s reliance on tools has significantly deep-416

ened on most tasks. This indicates that the model417

effectively learns the pattern of tool usage in stage I.418

Still, due to the imbalanced data distribution regard-419

ing the presence or absence of tools in the training420

set, instruct-tuning tends to make the model overly421

dependent on tools. However, after stage II, the422

model not only shows performance improvement423

(see Figure 3) but visibly reduces its dependency on424

tools, which illustrates that the execution feedback 425

can help mitigate the model’s excessive reliance on 426

tools and alleviate error propagation in tool usage. 427

Moreover, it cannot be ignored that the fluctua- 428

tion of LAMA differs from others. The decision- 429

making process for invoking the QA model poses 430

challenges, leading to insufficient tool learning dur- 431

ing stage I. The improvement in tool usage rate dur- 432

ing stage II implies that the execution feedback can 433

help address the issue of inadequate tool learning. 434

The above two phenomena highlight the validity of 435

TRICE for selective tool usage. 436

Case Study. In Figure 5, we present several cases 437

featuring responses and predictions from different 438

stages. Case 1 suggests that stage II can alleviate 439

the insufficient tool learning in stage I, urging the 440

model to seek assistance from tools for questions 441

it struggles to answer. Though stage I equips the 442

model with a certain level of tool generation capa- 443

bility, it may not excel in making optimal decisions 444
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• Instruction: Given a math problem, please solve it and you
can use a Calculator for help.

• Input: Diane wants to buy a package of cookies. The cookies 
cost 65 cents. Diane has 27 cents. How much more money 
does she need?

• Gold Answer: 38
• TRICE-I Response: Diane needs 37 cents to buy the 

package of cookies.
• TRICE-I Pred: 37
• TRICE-All Response: calculator(65-27)
• TRICE-All Pred: 38

• Instruction: Given a question, please answer it and you can 
use a QA model for help.

• Input: Mongolia competed at the 1992 Winter Olympics in 
Albertville, ?

• Gold Answer: France
• TRICE-I Response: QA(Where were the 1992 Winter 

Olympics held?)
• TRICE-I Pred: bobsleigh
• TRICE-All Response: France
• TRICE-All Pred: France

• Instruction: Given a question, please answer it and you can 
use a WikiSearch for help.

• Input: Who plays Harley Quinn in the Lego Batman movie.
• Gold Answer: Jenny Slate
• TRICE-I Response: WikiSearch(Harley Quinn)
• TRICE-I Pred: Rosario Dawson
• TRICE-All Response: WikiSearch(Harley Quinn Lego Batman 

Movie)
• TRICE-All Pred: Jenny Slate

• Instruction: Given a context, please answer the question in 
English and you can use a Translator for help.

• Input: There are a number of risk factors for fungal 
meningitis, including the use of …… and the loss of 
immunity associated with aging. ……什么与丧失免疫力有关？

• Gold Answer: aging
• TRICE-I Response: translator(什么与丧失免疫力有关？)
• TRICE-I Pred: immunity
• TRICE-All Response: translator(什么与丧失免疫力有关？)
• TRICE-All Pred: aging

• Instruction: Given a math problem, please solve it and you can use a calculator for help.
• Input: Bryan took a look at his books and magazines. If he has 27 books and 80 magazines in each of his 23 bookshelves How 

many books does he have in total?
• Gold Answer: 621
• TRICE-I Response: calculator(27+80*23)
• TRICE-I Pred: 1867
• TRICE-All Response: calculator((27+80)*23)
• TRICE-All Pred: 2461

Case 4

Case 2

Case 5

Case 3

Case 1

Figure 5: Case study. We mainly show the responses and predictions of stages I and All.

about the tool’s input, as shown in Case 2. Stage445

II mitigates this limitation and enhances the accu-446

racy of tool use. Case 3 confirms that our proposed447

method enables the model to use tools judiciously.448

In Case 4, despite having the same tool invocation449

in both stages I and II, the model may generate450

completely opposite answers. This indicates that451

stage II can further optimize the model’s ability to452

leverage the return results of tools. However, as453

shown in Case 5, our model still exhibits certain454

flaws leading to errors in tool usage. We speculate455

that this could be attributed to the scale of our back-456

bone models, which generally range from 6-7B,457

potentially limiting their tool learning ability.458

5 Discussion459

Knowledge Conflicts. One particularly challeng-460

ing issue in tool learning is the problem of knowl-461

edge conflicts (Qin et al., 2023a) which may derive462

from the conflicts between model knowledge and463

augmented knowledge from tools. LLMs need to464

have the ability to differentiate knowledge from465

various sources and discern which ones are valu-466

able, which ones are irrelevant, and even which467

ones may be harmful. Our approach leverages the468

feedback loop of trial and error (see Figure 2) to469

learn when to use tools and when not to. The model470

learns to recognize situations where relying solely471

on its intrinsic knowledge may not be sufficient and472

utilizing tools is more reliable. Similarly, it learns473

to identify scenarios where its own learned knowl- 474

edge is capable of solving the problem without the 475

need for extensive tool usage (see Figure 4). 476

Interactive Learning. Recent NLP witnesses a 477

rapid advancement in interactive learning (Wang 478

et al., 2023). Collaboration among multi-agents 479

(Lin et al., 2023; Liang et al., 2023) and learn- 480

ing from feedback (Chen et al., 2022; Ichter et al., 481

2022) are the keys to achieving general embodied 482

intelligence as of now. Our approach is a prelimi- 483

nary endeavor to explore the incorporation of em- 484

bodied methods into tool learning. By leveraging 485

feedback obtained through interactions between the 486

environment (tools) and multi-agents with varying 487

capabilities, we enable language models to learn 488

more desirable execution strategies (see Figure 5). 489

6 Conclusion 490

In this paper, we focus on addressing the challenge 491

of selective utilization of tools by LLMs and pro- 492

pose a two-stage end-to-end training framework 493

dubbed TRICE to make LLMs better tool learners 494

with execution feedback. Through comprehensive 495

experiments, we show that our method can achieve 496

better performance compared to GPT-3.5. Further 497

analyses illustrate that TRICE can selectively use 498

tools by improving the accuracy of tool usage while 499

enhancing insufficient tool learning and mitigating 500

excessive reliance on tools. 501
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Limitations502

In this paper, we focus on addressing the challenge503

of selective utilization of external tools by LLMs504

and propose a two-stage end-to-end training frame-505

work dubbed TRICE to make LLMs better tool506

learners with execution feedback. Despite our best507

efforts, there may be still some limitations that re-508

main in this paper.509

Method. Our approach can be applied to any tool-510

learning scenario, including embodied robotics.511

However, due to the iterative nature of execution512

feedback, which relies on continuous trial-and-513

error, it is typically more suitable for computation-514

ally feasible virtual environments, while real-world515

scenarios often require a significant time invest-516

ment. In the future, we will explore more scientific517

and intricate feedback mechanisms to address the518

limitations above.519

Language Models. Given our limited computa-520

tional resources, we only conduct experiments on521

three backbone models with scales of 6-7B. In the522

future, we may advent on LLMs with different ar-523

chitectures and larger scales.524

Tasks and Datasets. Due to the limited re-525

sources, we only experiment on four tasks con-526

taining eight datasets. There are also numerous527

tasks and scenarios that require the utilization of528

more diverse and complex tools. In the future, we529

will embark on further research endeavors.530
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Name Stage-I Stage-II
lora_r 8 8

lora_alpha 16 16
lora_target_modules q_proj v_proj q_proj v_proj

lora_dropout 0.05 0.05
max_length 2048 2048

batch_size_per_device 48 8
gradient_accumulation_steps 8 32

warmup_steps 0 0
epochs 5 2

lr 1e-4, 3e-4 1e-4, 2e-5
α — 0.01, 0.1, 1

Table 5: Hyperparameters to train Chatglm-6B.

Name Stage-I Stage-II
lora_r 8 8

lora_alpha 16 16
lora_target_modules q_proj v_proj q_proj v_proj

lora_dropout 0.05 0.05
max_length 512 512

batch_size_per_device 128 8
gradient_accumulation_steps 8 32

warmup_steps 0 0
epochs 5 2

lr 1e-4, 2e-5 1e-4, 2e-5
α — 0.01, 0.1, 1

Table 6: Hyperparameters to train Alpaca-7B and
Vicuna-7B.
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A Appendix 910

A.1 Task Format 911

We mainly evaluate our method on four kinds of 912

tasks as shown in Table 2. Eq.1&2 formally define 913

the input and output of each task in general. Here 914

is the detailed format of each task. 915

Math Reasoning : 916

Instruction s: Given a math problem, please 917

solve it and you can use a calculator for 918

help. 919

Question q: Mrs. Hilt has 50 cents. A 920

pencil costs 5 cents. How many pencils 921
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Figure 6: Training loss variations of Vicuna-7B in stage
I of TRICE-MIX.
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Figure 7: Training loss variations of Vicuna-7B in stage
II of TRICE-MIX.

can she buy with the money she has?922

Tool API t (if needed): calculator(50/5)923

Gold Answer a: 10924

Question Answering :925

Instruction s: Given a question, please926

answer it and you can use a WikiSearch927

for help.928

Question q: Where are sunbeam microwaves929

made?930

Tool API t (if needed): WikiSearch(Sunbeam931

microwaves manufacturing location)932

Gold Answer a: Florida933

LAMA :934

Instruction s: Given a question, please935

answer it and you can use a QA model for936

help.937

Question q: Winners of the festivals938

«Chervona Ruta» (Ukraine), «Pearls of939

the Season» (Ukraine), «Boards» (Moscow),940

«Woodstock» ( ?941

Tool API t (if needed): QA(Where is the 942

Woodstock festival held?) 943

Gold Answer a: Poland 944

Multilingual QA : 945

Instruction s: Given a context, please 946

answer the question in English and you 947

can use a translator for help. 948

Question q: Context: Over the next decade, 949

she went on more than 40 field missions, 950

meeting with refugees and internally 951

displaced persons in over 30 countries. 952

In 2002, when asked what she hoped to 953

accomplish, she stated, “Awareness of 954

the plight of these people. I think 955

they should be commended for what they 956

have survived, not looked down upon.” 957

To that end, her 2001–02 field visits 958

were chronicled in her book Notes from My 959

Travels, which was published in October 960

2003 in conjunction with the release of 961

her humanitarian drama Beyond Borders. 962

Question: 她在10年内完成了多少任务? 963

Tool API t (if needed): translator(她在10年 964

内完成了多少任务?) 965

Gold Answer a: more than 40 966

A.2 Data Preparation 967

We present the prompt used to generate tool APIs 968

for Math Reasoning, Question Answering, and 969

LAMA in Figure 8-10. Since the sentence to be 970

translated happens to be the provided question, 971

Multilingual QA does not require ChatGPT to gen- 972

erate tool APIs. Due to limited computational re- 973

sources, we randomly sample train and test sets 974

from each dataset to reduce data scale and train- 975

ing/testing costs. The final data distribution for 976

each task is illustrated in Figure 11. 977

A.3 Response Generation 978

We show the prompt used to generate candidate re- 979

sponses for ChatGPT and GPT-3.5 in Figure 12-15. 980

We use the same instructions in Figure 5 to generate 981

candidate responses for Vicuna and Alpaca. 982

A.4 Training Details 983

The hyperparameters we use to train ChatGLM-6B 984

are shown in Table 5 and Alpaca-7B, Vicuna-7B 985

are shown in Table 6. We present the training loss 986

variations of Vicuna-7B in stages I and II of TRICE- 987

MIX in Figure 6&7. During training, we observe 988

that despite the decrease in training loss, prolonged 989
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I will provide you with a math Question and a Golden answer. I need you to write “calculator(formula)” to
invoke the API for assistance in solving the question, where “formula” is the formula to reach the Golden
answer. Here are some examples:

Question: Natalia sold clips to 48 of her friends in April, and then she sold half as many clips in May. How 
many clips did Natalia sell altogether in April and May?
Golden answer: 72
Output: calculator(48+48/2)

Question: Weng earns $12 an hour for babysitting. Yesterday, she just did 50 minutes of babysitting. How 
much did she earn?
Golden answer: 10
Output: calculator((12/60)*50)

Question: Weng earns $12 an hour for babysitting. Yesterday, she just did 50 minutes of babysitting. How 
much did she earn?
Golden answer: 10
Output: calculator((12/60)*50)

Question: Betty is saving money for a new wallet which costs $100. Betty has only half of the money she 
needs. Her parents decided to give her $15 for that purpose, and her grandparents twice as much as her 
parents. How much more money does Betty need to buy the wallet?
Golden answer: 5
Output: calculator(100-100/2-15-15*2)

Question: {question}
Golden answer: {answer}
Output:

Figure 8: Prompt used for Math Reasoning to generate tool APIs.

I will provide you with a Question, Golden answers. I need you to write "WikiSearch(term)" to invoke the 
API for assistance in answering the Question, where "term" is the search term you want to look up to 
obtain the Golden answers. Here are some examples:

Question: Where are sunbeam microwaves made?
Golden answers: ['Florida']
Output: WikiSearch(Sunbeam microwaves manufacturing location)

Question: What type of car does Michael Weston drive?
Golden answers: ['Wishcraft']
Output: WikiSearch(Michael Weston car)

Question: What is Nina Dobrev nationality?
Golden answers: ['Bulgaria']
Output: WikiSearch(Nina Dobrev nationality)

Question: What religion are people in Russia?
Golden answers: ['Islam', 'Russian Orthodox Church']
Output: WikiSearch(Religion in Russia)

Question: {question}
Golden answers: {answers}
Output:

Figure 9: Prompt used for Question Answering to generate tool APIs.
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I will provide you with a Question, Golden answers. I need you to write "QA(question)" to invoke the API 
for assistance in answering the Question, where "question" is the question you want to ask to obtain the 
Golden answers. Here are some examples:

Question: The army held Rome for a brief time, but was then forced to retreat to the city of Perusia
(modern Perugia, ?
Golden answers: ['Italy']
Output: QA(Which country is Perusia, or modern Perugia, located in ?)

Question: Winners of the festivals «Chervona Ruta» (Ukraine), «Pearls of the Season» (Ukraine), «Boards» 
(Moscow), «Woodstock» ( ?
Golden answers: ['Poland']
Output: QA(Where is the Woodstock festival held?)

Question: It is native to the Alps and the Pyrenees Mountains of Europe (Spain, France, Italy, Switzerland, 
Austria and ?
Golden answers: ['Germany']
Output: QA(Which country is mentioned as being native to the Alps and the Pyrenees Mountains alongside 
Spain, France, Italy, Switzerland, and Austria ?)

Question: Heorhiy Kyrylovych Tkachenko (May 5, 1898 in Hlushkovo, Kursk region of the Russian Empire –
1993 in Kiev, ?
Golden answers: ['Ukraine']
Output: QA(Where did Heorhiy Kyrylovych Tkachenko die ?)

Question: {question}
Golden answers: {answers}
Output: 

Figure 10: Prompt used for LAMA to generate tool APIs.

Train

Test

Figure 11: Data distribution for each task.

reinforcement learning training will result in a sig-990

nificant performance loss. Typically, the model991

achieves optimal performance within the first 10- 992

40 steps. 993
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Given a math problem, please solve it and you can use a calculator for help.
Here are some examples:

Input: Mrs. Hilt has 50 cents. A pencil costs 5 cents. How many pencils can she buy with the money she has?
Output: calculator(50/5)

Input: James writes a 3-page letter to 2 different friends twice a week.  How many pages does he write a 
year?
Output: calculator(3*2*2*52)

Input: Weng earns $12 an hour for babysitting. Yesterday, she just did 50 minutes of babysitting. How much 
did she earn?
Output: calculator((12/60)*50)

Input: Betty is saving money for a new wallet which costs $100. Betty has only half of the money she needs. 
Her parents decided to give her $15 for that purpose, and her grandparents twice as much as her parents. 
How much more money does Betty need to buy the wallet?
Output: calculator(100-100/2-15*2-15)

Input:{question}
Output:

Figure 12: Prompt used for Math Reasoning to generate candidate responses.

Given a question, please answer it and you can use a WikiSearch for help.
Here are some examples:

Input: Who has scored most runs in test cricket
Output: WikiSearch(most runs scorer in test cricket)

Input: How did Jock die in Dallas?
Output: WikiSearch(Jock Ewing death)

Input: Where are the Netherlands on a world map?
Output: WikiSearch(Location of the Netherlands on world map)

Input: What is Nina Dobrev nationality?
Output: WikiSearch(Nina Dobrev nationality)

Input: {question}
Output: 

Figure 13: Prompt used for Question Answering to generate candidate responses.
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Given a question, please answer it and you can use a QA model for help.
Here are some examples:

Input: The City Council divide itself into ?
Output: QA(What did the City Council divide itself into?)

Input: Arcos de Canasí is a small town in the east of the La Habana Province of ?
Output: QA(Which country is Arcos de Canasí located in?)

Input: The steel is named after Damascus, the capital city of ?
Output: QA(What is the capital city of Syria?)

Input: Winners of the festivals «Chervona Ruta» (Ukraine), «Pearls of the Season» (Ukraine), «Boards» 
(Moscow), «Woodstock» (?
Output: QA(Where is the Woodstock festival held?)

Input: {question}
Output: 

Figure 14: Prompt used for LAMA to generate candidate responses.
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Given a context, please answer the question in English and you can use a translator for help.
Here are some examples:

Input:
Context: Over the next decade, she went on more than 40 field missions, meeting with refugees and 
internally displaced persons in over 30 countries. In 2002, when asked what she hoped to accomplish, she 
stated, “Awareness of the plight of these people. I think they should be commended for what they have 
survived, not looked down upon.” To that end, her 2001–02 field visits were chronicled in her book Notes 
from My Travels, which was published in October 2003 in conjunction with the release of her 
humanitarian drama Beyond Borders.
Question: cô ấy đã thực hiện bao nhiêu nhiệm vụ trong hơn 10 năm?
Output: translator(cô ấy đã thực hiện bao nhiêu nhiệm vụ trong hơn 10 năm?)

Input:
Context: John Canfield Spencer (January 8, 1788 – May 17, 1855) was an American lawyer, politician, judge 
and United States Cabinet secretary in the administration of President John Tyler.
Question: John Canfield Spencer làm việc với Tổng thống nào?
Output: translator(John Canfield Spencer làm việc với Tổng thống nào? )

Input:
Context: The story follows the adventures of Garde pilot Nagate Tanikaze, who lived in the underground 
layer of Sidonia since birth and was raised by his grandfather. Never having met anyone else, he trains 
himself in an old Guardian pilot simulator every day, eventually mastering it. After his grandfather's death, 
he emerges to the surface and is selected as a Guardian pilot, just as Sidonia is once again threatened by 
the Gauna.
Question: Ông được xét chọn là gì sau khi qua đời?
Output: translator(Ông được xét chọn là gì sau khi qua đời?)

Input:
Context: Emma Goldman: A Documentary History of the American Years, Volume 1 – Made for America, 
1890–1901. Berkeley: University of California Press, 2003. ISBN 0-520-08670-8.
Question: Phim tài liệu dựa trên khoảng thời gian nào?
Output: translator(Phim tài liệu dựa trên khoảng thời gian nào?)

Input:
Context: {context}
Question: {question}
Output: 

Figure 15: Prompt used for Multilingual QA to generate candidate responses.
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