
Mitigating Stylistic Biases of Machine Translation Systems via
Monolingual Corpora Only

Anonymous ACL submission

Abstract

The advent of neural machine transla-001
tion (NMT) has revolutionized cross-lingual002
communication, yet preserving stylistic003
nuances remains a significant challenge.004
While existing approaches often require005
parallel corpora for style preservation, we006
introduce Babel, a novel framework that007
enhances stylistic fidelity in NMT using only008
monolingual corpora. Babel employs two key009
components: (1) a style detector based on010
contextual embeddings that identifies stylistic011
disparities between source and target texts,012
and (2) a diffusion-based style applicator that013
rectifies stylistic inconsistencies while main-014
taining semantic integrity. Our framework015
integrates with existing NMT systems as a016
post-processing module, enabling style-aware017
translation without requiring architectural018
modifications or parallel stylistic data. Ex-019
tensive experiments on five diverse domains020
(law, literature, scientific writing, medicine,021
and educational content) demonstrate Babel’s022
effectiveness: it identifies stylistic inconsis-023
tencies with 88.21% precision and improves024
stylistic preservation by 150% while maintain-025
ing a high semantic similarity score of 0.92.026
Human evaluation confirms that translations027
refined by Babel better preserve source text028
style while maintaining fluency and adequacy.029
Our implementation and datasets are available030
at https://anonymous.4open.science/r/031
Babel-3EB2/.032

1 Introduction033

Machine translation technology has revolutionized034

cross-language communication, yet the preserva-035

tion of stylistic nuances remains a significant chal-036

lenge. Style, encompassing elements from formal-037

ity and tone to domain-specific conventions, is cru-038

cial for maintaining the intended impact and ap-039

propriateness of translated text. Consider these ex-040

amples of stylistic deviations in translation: when041

translating formal legal documents from Chinese042

to English, commercial translation systems often 043

fail to maintain the authoritative tone and standard- 044

ized legal terminology - translating “甲方应当” 045

(formal legal term for “Party A shall”) as the ca- 046

sual “Party A needs to” rather than the proper le- 047

gal phrasing ”Party A shall”. Similarly, in literary 048

translation, the poetic style of classical Chinese lit- 049

erature is frequently lost - a line like “春花秋月何 050

时了” (literally “when will spring flowers and au- 051

tumn moon end”) might be translated prosaically 052

as ”when will the seasons end” rather than preserv- 053

ing its lyrical quality with something like “when 054

shall cease the dance of spring blooms and au- 055

tumn moons”. When translating Yoda’s dialogues 056

from Star Wars into Chinese, the iconic OSV syn- 057

tax (“Much to learn, you still have”) is frequently 058

normalized to SVO structures “你还有很多要学 059

习” (“You still have much to learn”), diluting the 060

character’s idiosyncratic speech patterns that are 061

deeply tied to his wisdom and alien identity. Such 062

stylistic flattening not only reduces translation fi- 063

delity but also diminishes narrative cohesion and 064

audience immersion. 065

Several studies have addressed this prob- 066

lem (Hovy et al., 2020), and a few methods have 067

been proposed for style preservation in transla- 068

tion (Hu et al., 2017; Zhang et al., 2018). However, 069

these methods exhibit significant limitations. First, 070

existing translation systems often have a limited 071

scope when it comes to the types of styles they can 072

support, typically offering only a binary distinction 073

between formal and informal styles. This oversim- 074

plification fails to account for the rich tapestry of 075

stylistic diversity found in human language. Sec- 076

ond, most methods require parallel text data spe- 077

cific to certain languages or domains, which is im- 078

practical for many applications because obtaining 079

sufficient parallel corpora is challenging in many 080

real-world scenarios. 081

We propose Babel, a novel framework that ad- 082

dresses these limitations by enabling style-aware 083
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translation without relying on parallel corpora.084

Babel operates at the intersection of domain adap-085

tation and style transfer, focusing specifically on086

preserving linguistic features such as register, for-087

mality, and rhetorical patterns while maintain-088

ing semantic integrity. Unlike traditional do-089

main adaptation approaches that primarily target090

content-specific terminology, our work addresses091

the broader stylistic elements that exist across do-092

mains and languages. Babel introduces two key093

innovations: 1) A style detector utilizing con-094

textual embeddings to identify and characterize095

stylistic attributes in both source and target lan-096

guages, trained on monolingual corpora; and 2)097

A diffusion-based style applicator that can modify098

translated text to match source text style while pre-099

serving semantic content, guided by user-provided100

style examples.101

To evaluate our approach, we construct Babel-102

Corpus, a comprehensive evaluation dataset span-103

ning five diverse domains: law, literature, scien-104

tific writing, medicine, and educational content.105

The corpus focuses on Chinese-English transla-106

tion, motivated by the significant need for accu-107

rate style preservation between these widely-used108

languages - while over one billion people speak109

each language, less than 1% of Chinese speak-110

ers are proficient in English (Fishman, 2020; chi,111

2020), making machine translation both essential112

and challenging. Extensive experiments demon-113

strate that Babel effectively identifies stylistic in-114

consistencies in commercial translation systems115

with 88.21% precision, as verified through human116

evaluation. The framework improves stylistic con-117

sistency by 150% while maintaining semantic fi-118

delity, achieving an average similarity score of119

0.92. Comparative experiments with state-of-the-120

art large language models (LLMs) show that even121

advanced systems like GPT-4o and Claude still122

exhibit substantial stylistic biases (14.2% bias ra-123

tio), highlighting the continued need for special-124

ized style-aware approaches.125

Our main contributions include:126

• The first framework for style-aware transla-127

tion that operates without parallel corpora,128

significantly expanding the practical applica-129

bility of stylistic translation.130

• A novel approach combining style detec-131

tion and diffusion-based style application for132

translation refinement.133

• The Babel-Corpus dataset, facilitating re- 134

search in style-aware translation. 135

• Comprehensive evaluation demonstrating sig- 136

nificant improvements in stylistic consistency 137

across domains and translation systems. 138

2 Background 139

2.1 Text Style 140

The concept of style in text refers to the distinct 141

manner in which semantics are expressed, shaped 142

by individual characteristics and pragmatic proto- 143

cols (Jin et al., 2022). Style is inherent to lan- 144

guage use and manifests through various stylis- 145

tic devices, such as metaphors, word choices, 146

and syntactic structures. According to Kang and 147

Hovy (2021), style encompasses both personal at- 148

tributes (e.g., personality, gender) and interper- 149

sonal dynamics (e.g., humor, romance). Tradi- 150

tional linguistic approaches to style often rely on 151

rule-based definitions that establish clear bound- 152

aries for what constitutes a particular style, such 153

as the American Psychological Association style 154

guide (Association, 2019) that prohibits contrac- 155

tions in formal writing. 156

However, with the emergence of deep learning 157

methods, a more data-driven definition of style 158

has become necessary. This approach leverages 159

the variability of attributes across datasets to de- 160

fine stylistic categories, reflecting the practical re- 161

quirements of modern NLP systems. It’s impor- 162

tant to recognize that style adaptation and domain 163

adaptation exist on a continuum rather than as en- 164

tirely separate categories. While domain adapta- 165

tion typically focuses on content-specific terminol- 166

ogy and knowledge transfer, style adaptation tar- 167

gets linguistic features like register, formality, and 168

rhetorical patterns that can exist across domains. 169

Our work sits at this intersection, addressing stylis- 170

tic elements that span domains while benefiting 171

from insights in both research traditions. Given the 172

complexities and often subtle distinctions between 173

styles, particularly through data-driven methods, 174

the employment of neural network classifiers have 175

become essential tools (Hovy et al., 2020). These 176

classifiers can effectively learn to identify and 177

discriminate between different styles by process- 178

ing diverse datasets, accommodating broader and 179

more flexible data-driven definitions of style. 180
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2.2 Diffusion Model181

Diffusion models have shown impressive results182

in generating high-quality samples across domains,183

including text (Li et al., 2022b; Han et al., 2023).184

These models learn a reversible process that adds185

noise to data and then reverses this process for gen-186

eration.187

The diffusion process involves a forward pro-188

cess that adds Gaussian noise to the original data189

x0:190

q(xt|xt−1) = N (xt;
√
1− βtxt−1, βtI) (1)191

where βt ∈ (0, 1) is the noise schedule. The re-192

verse generative process is:193

pθ(xt−1|xt) = N (xt−1;µθ(xt, t),Σθ(xt, t)) (2)194

with µθ andΣθ parameterized by neural networks195

and trained to maximize:196

L = Eq [log pθ(x0)] (3)197

For text generation, recent works have adapted198

diffusion models to handle discrete tokens by oper-199

ating in embedding space. Li et al. (2022b) intro-200

duced Diffusion-LM, while Han et al. (2023) de-201

veloped SSD-LM for improved controllable gen-202

eration. Our work extends these approaches with203

a specialized diffusion method for translation style204

transfer, using an adapted noise schedule that pre-205

serves semantic content while enabling targeted206

style modifications.207

3 Babel208

3.1 Problem Statement209

In this paper, we aim to develop a framework210

that detects and corrects stylistic inconsistencies211

in machine translation outputs. The preservation212

of style in translation is crucial for maintaining213

the intended impact and appropriateness of trans-214

lated text. As illustrated by the examples in §1,215

stylistic deviations can significantly impact transla-216

tion quality across different domains. For instance,217

when legal documents lose their formal register or218

literary texts their poetic qualities, the translations219

fail to serve their intended purpose despite being220

semantically accurate. To address these stylistic221

inconsistencies, we need to tackle two fundamen-222

tal challenges: (1) How can we robustly detect and223

characterize the stylistic attributes of text in differ-224

ent languages? and (2) How to ensure stylistic con-225

sistency between source and translated text while226

preserving semantic meaning? Since we treat com- 227

mercial translation systems as black boxes, we ap- 228

proach this as a post-processing task. Our task 229

can be formalized as follows: given a set of style- 230

labeled monolingual texts as training data, we de- 231

velop a model that accurately identifies stylistic at- 232

tributes in both source and target languages, and 233

efficiently generates style-refined translations that 234

maintain both stylistic fidelity to the source text 235

and semantic accuracy. 236

3.2 Overview 237

Workflow. Babel introduces style detector and 238

style applicator modules to identify and correct 239

stylistic inconsistencies in translations. As shown 240

in Figure 1, Babel operates in two phases: testing 241

and repairing. During testing, Babel analyzes both 242

the source text and its translation using language- 243

specific style detectors to identify stylistic dispar- 244

ities. When inconsistencies are detected, the re- 245

pairing phase employs a style applicator to adjust 246

the translation’s style to match the source text, fol- 247

lowed by semantic verification to ensure content 248

preservation. 249

Design Rationale. Our modular, two-phase ap- 250

proach offers several advantages. Language- 251

specific training enables accurate style recognition 252

across different linguistic contexts. Separating 253

testing from repairing improves efficiency by mod- 254

ifying only problematic translations. The modu- 255

lar architecture facilitates maintenance and adapta- 256

tion to new languages or domains without requir- 257

ing complete system retraining, unlike less flexible 258

end-to-end approaches. 259

3.3 Style Detector 260

The style detector determines the style attributes 261

of the source text and evaluates whether these at- 262

tributes are maintained in the translation. The 263

primary challenge is accurately identifying and 264

matching stylistic features across different lan- 265

guages, as each language has distinct stylistic 266

norms and expressions. To address this challenge, 267

we train a model to recognize and classify various 268

stylistic features in texts, facilitating the alignment 269

of stylistic attributes between source and target lan- 270

guages. 271

3.3.1 Training process 272

We train separate style detectors for the source and 273

target languages using the following process: 274
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Figure 1: Overview of Babel.

We collect diverse monolingual corpora in both275

source and target languages, annotated with style276

attributes. our corpus requires only stylistic an-277

notations, significantly simplifying data collection.278

We use pre-trained language models (specifically279

BERT (Devlin et al., 2018)) to extract contex-280

tual features that capture the stylistic essence of281

the texts. This approach leverages BERT’s abil-282

ity to capture contextual information and nuances283

in text, which are essential for style recognition.284

We fine-tune two separate BERT models - one for285

the source language and one for the target lan-286

guage - on their respective corpora annotated with287

style attributes. Each model learns to classify text288

based on these annotations, identifying patterns289

and stylistic markers specific to its language.290

Our choice to use separate models rather than a291

single cross-lingual detector is based on empirical292

results, where separate language-specific models293

demonstrated 12% higher accuracy in style detec-294

tion compared to cross-lingual approaches (see Ap-295

pendix C). Similarly, our experiments showed that296

language-specific BERT models outperformed297

XLM-R (Conneau et al., 2020) by 7% in style clas-298

sification tasks, likely due to their deeper special-299

ization in specific language patterns. While XLM-300

R is designed to handle multiple languages simul-301

taneously through pre-training on 100 languages302

and possesses strong cross-lingual understanding303

capabilities, we found that specialized monolin-304

gual models better capture nuanced stylistic fea-305

tures within each language.306

3.3.2 User Customization307

Style is inherently subjective, making an objec-308

tive, universal definition impractical. Instead of309

attempting to universally define styles, Babel al-310

low users to provide samples of their desired styles,311

lowering the barrier for customization. Users can312

thus customize the style corpus according to their313

specific needs. For example, when translating a 314

Chinese medical text, users can provide samples of 315

formal medical writing in both languages to main- 316

tain appropriate clinical terminology and profes- 317

sional register. Similarly, when translating literary 318

content, users can provide examples of the specific 319

literary style they wish to preserve. This approach 320

addresses the challenge of differing stylistic norms 321

across languages by allowing user-defined style 322

correspondence, making Babel highly adaptable to 323

various translation scenarios. 324

3.4 Style Applicator 325

After detecting a stylistic inconsistency in the 326

translation output, the style applicator generates a 327

revised output that maintains the original semantic 328

content while ensuring stylistic consistency with 329

the source text. The style applicator consists of 330

two key processes: training (style extraction) and 331

inference (style application). 332

3.4.1 Training process 333

The objective of the training process is to simulate 334

style loss during translation within the same lan- 335

guage, and prepare the model to extract and cap- 336

ture the stylistic essence of sentences while pre- 337

serving their semantic content. To imitate the style 338

loss observed in translation, we use a paraphrase 339

model P (·) to generate paraphrases p of the input 340

text r: 341

p = P (r) (4) 342

These paraphrases retain the original meaning but 343

have reduced stylistic elements, simulating the ef- 344

fect of translation where the core content remains 345

intact, but the style may be neutralized. This step 346

is crucial for preparing the model to neutralize and 347

extract the stylistic essence of sentences while pre- 348

serving their semantic content. The diffusion is 349

performed in the embedding space, where the text 350

is represented in a numerical format that captures 351
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its meaning:352

xt =
√
βtE(r) +

√
(1− βt)ϵt ϵt ∼ N (0, I)

(5)353

where E(·) is an embedding model. We adopt a354

specialized noise schedule that decreases to zero355

at a significantly slower rate compared to standard356

diffusion schedules:357

βt =

√
T − t

T
(6)358

This schedule preserves information more effec-359

tively than conventional approaches, helping to360

maintain the semantic information of the origi-361

nal text - a crucial feature for NLP tasks. After362

completing these preparations, we train the model363

Dθ(·) byminimizing the cross entropy between the364

posterior distribution of the model at each diffu-365

sion time step and the actual embeddings:366

L(θ) = E [log pθ(r|Dθ(xt, t, p))] (7)367

where L(·) is the loss function, E(·) represents the368

cross entropy function, r is the original text, t repre-369

sents the time step, and p represents the paraphrase.370

During this process, the model learns to preserve371

semantic content and reconstruct the original em-372

beddings as closely as possible.373

3.4.2 Inference process374

After training, the diffusion model Dθ(·) can then375

be used to attach style attributes to text during in-376

ference. The process starts with sampling initial377

noisy data xT ∼ N (0, I) and iteratively removing378

noise to construct improved sentences. For each379

time step t (t ∈ [T, 1]), the style applicator esti-380

mates an optimized text:381

r̂t ∼ top-p(softmax((Dθ∗(xt, t, r))) (8)382

where r represents initial translated texts output by383

translation system. A key advantage of our style384

applicator is that the generated text can be gradient-385

guided based on user-supplied style samples, di-386

recting the output to a specific target style. Given a387

set of user-supplied style samples [y1, · · · , yn] and388

a style embeddingmodelEs(·), we obtain the style389

guidance function:390

J =

∑n
i=1 d(Es(̂rt), Es(yi))

n
(9)391

where d(·, ·) represents cosine similarity. This392

yields the final style-guided textual inference equa-393

tion:394

r̂∗t ∼ top-p(softmax((Dθ∗(xt, t, r))− λ∇J))
(10)395

After estimating r̂∗t , we proceed backward in time 396

to iteratively acquire states with proceeding time 397

steps: 398

xt−1 =
√

βt−1E(̂r∗t )+
√
(1− βt−1)ϵ ϵ ∼ N (0, I)

(11) 399

After iterating this process until t = 0, we eventu- 400

ally get the desired output r̂∗0. 401

3.4.3 Candidate Selection 402

For each translation requiring style repair, we gen- 403

erate four candidate outputs and select the one 404

with the highest style score that maintains seman- 405

tic similarity above 0.85 with the original trans- 406

lation. In our internal experiments, this multiple- 407

candidate approach improved style preservation by 408

28% compared to generating a single candidate. 409

The specific number of candidates (four) was de- 410

termined empirically, balancing computational ef- 411

ficiency with style quality. 412

4 Experiment 413

Our evaluation experiments examine both the ef- 414

fectiveness and efficiency of Babel in detecting 415

and repairing stylistic inconsistencies in machine 416

translation outputs. We evaluate Babel in two sce- 417

narios: (1) finding and fixing stylistic inconsis- 418

tency issues, assessing its precision and repair suc- 419

cess rate through both automatic metrics and hu- 420

man evaluation, and (2) measuring its computa- 421

tional efficiency and analyzing the impact of key 422

parameters. 423

4.1 Setup 424

Datasets Due to the lack of comprehensive pub- 425

lic datasets with parallel text in multiple languages 426

and styles, we extracted 1000 data points from 427

commonly used Chinese and English datasets in 428

five domains, creating a dataset that lacks parallel 429

texts but contains domain (style) information, as 430

shown in Appendix A. 431

Translation Systems We consider four main- 432

stream state-of-the-art machine translation sys- 433

tems: Google Translate, Baidu Translate, Youdao 434

Translate, Transformers (Opus-MT (Tiedemann 435

and Thottingal, 2020)), GPT-4o (Hel, 2025), and 436

Claude 3.7 Sonnet (Cla, 2025). The first four repre- 437

sent mainstream commercial and open-source neu- 438

ral machine translation systems, while the latter 439

two represent state-of-the-art large language mod- 440

els. For the LLM-based systems, we provided 441

explicit instructions to maintain the style of the 442
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Table 1: Effectiveness in finding stylistically inconsistent is-
sues and repairing them. Score is short for Style Score, and
STS is short for Semantic Textual Similarity.

Translation System Domain Bias ratio Score Revised Bias ratio Revised Score STS

Google

Law 17.54% 0.72 7.87%(-55.13%) 0.77(+6.94%) 0.91
Literature 12.34% 0.75 7.67%(-37.84%) 0.78(+4.00%) 0.88
Wikipedia 5.98% 0.73 2.34%(-60.87%) 0.79(+8.22%) 0.93
Medicine 15.67% 0.74 5.98%(-61.84%) 0.80(+8.11%) 0.91
Education 14.21% 0.76 11.56%(-18.65%) 0.81(+6.58%) 0.95
Average 13.15% 0.74 7.08%(-46.16%) 0.79(+6.77%) 0.92

Baidu

Law 18.34% 0.71 6.78%(-63.03%) 0.76(+7.04%) 0.90
Literature 8.54% 0.77 4.89%(-42.74%) 0.82(+6.49%) 0.87
Wikipedia 7.33% 0.72 5.67%(-22.65%) 0.79(+9.72%) 0.92
Medicine 7.54% 0.70 3.45%(-54.24%) 0.75(+7.14%) 0.93
Education 13.89% 0.73 11.33%(-18.43%) 0.78(+6.85%) 0.94
Average 11.13% 0.73 6.42%(-42.31%) 0.78(+7.45%) 0.91

Youdao

Law 16.47% 0.72 10.21%(-38.01%) 0.77(+6.94%) 0.91
Literature 8.90% 0.78 6.54%(-26.52%) 0.83(+6.41%) 0.90
Wikipedia 10.67% 0.74 5.22%(-51.08%) 0.79(+6.76%) 0.93
Medicine 9.87% 0.75 7.65%(-22.49%) 0.81(+8.00%) 0.94
Education 11.45% 0.76 9.10%(-20.52%) 0.82(+7.89%) 0.95
Average 11.47% 0.75 7.74%(-32.52%) 0.80(+7.20%) 0.93

Opus-MT

Law 15.78% 0.72 10.56%(-33.08%) 0.77(+6.94%) 0.92
Literature 7.45% 0.76 5.23%(-29.80%) 0.83(+9.21%) 0.89
Wikipedia 6.34% 0.74 4.21%(-33.60%) 0.79(+6.76%) 0.92
Medicine 19.95% 0.71 17.82%(-10.68%) 0.76(+7.04%) 0.93
Education 13.66% 0.73 11.47%(-16.03%) 0.78(+6.85%) 0.94
Average 12.64% 0.73 9.86%(-22.00%) 0.79(+7.36%) 0.92

GPT-4

Law 15.80% 0.74 6.65%(-57.91%) 0.78(+5.41%) 0.90
Literature 14.20% 0.73 8.34%(-41.27%) 0.77(+5.48%) 0.88
Wikipedia 8.40% 0.79 4.12%(-50.95%) 0.82(+3.80%) 0.93
Medicine 17.20% 0.73 9.45%(-45.06%) 0.78(+6.85%) 0.90
Education 12.90% 0.77 8.21%(-36.36%) 0.80(+3.90%) 0.92
Average 13.70% 0.75 7.35%(-46.35%) 0.79(+5.33%) 0.91

Claude 3.7

Law 16.20% 0.75 7.25%(-55.25%) 0.79(+5.33%) 0.89
Literature 15.60% 0.72 9.11%(-41.60%) 0.76(+5.56%) 0.87
Wikipedia 9.80% 0.78 5.23%(-46.63%) 0.81(+3.85%) 0.92
Medicine 18.70% 0.72 10.24%(-45.24%) 0.77(+6.94%) 0.89
Education 13.70% 0.76 8.67%(-36.72%) 0.79(+3.95%) 0.91
Average 14.80% 0.75 8.10%(-45.27%) 0.78(+4.00%) 0.90

source text during translation, allowing for fair443

comparison with traditional systems.444

Evaluation metricsWe evaluate Babel from three445

perspectives: the number of repaired issues (bias446

ratio), the overall state of repair (style score), and447

the ability to maintain semantics (semantic textual448

similarity).449

Human Evaluation While automatic evaluation450

offers a preliminary assessment of the quality of re-451

paired translations, it is insufficient for accurately452

gauging the quality of revised texts. To further453

validate the effectiveness of our approach, we con-454

duct a human evaluation on the test set. We engage455

three annotators who are native Chinese speakers456

with proficiency in English, as well as two anno-457

tators who are native English speakers with profi-458

ciency in Chinese (see §B.3). All annotators pos-459

sess advanced degrees, with a minimum of an un-460

dergraduate qualification, and include profession-461

als in the fields of linguistics, translation studies,462

and literature.463

4.2 Effectiveness in Finding Stylistically464

Inconsistent Issues465

Experiment Design: To evaluate whether the466

translated texts generated by translation systems467

maintain the original style, we conducted the fol-468

lowing steps. First, for each test sentence, we469

generated the corresponding translated text using470

translation systems. Then we assessed the style of471

these translated texts using a style detector trained472

to identify specific stylistic attributes. Addition-473

Table 2: Correlation between Babel evaluation and manual
inspection on stylistically inconsistent issues finding.

Translation System Domain TP TN FP FN Precision FPR

Google

Law 22 23 5 0 81.48% 17.86%
Literature 21 24 4 1 84.00% 14.29%
Wikipedia 20 25 3 2 86.96% 10.71%
Medicine 19 26 2 3 90.48% 7.14%
Education 20 24 2 4 90.91% 7.69%

Baidu

Law 23 22 4 1 85.19% 15.38%
Literature 22 23 3 2 88.00% 11.54%
Wikipedia 23 25 0 2 100.00% 0.00%
Medicine 20 23 1 6 95.24% 4.17%
Education 19 23 3 5 86.36% 11.54%

Youdao

Law 21 22 6 1 77.78% 21.43%
Literature 19 24 6 1 76.00% 20.00%
Wikipedia 20 24 3 3 86.96% 11.11%
Medicine 20 24 1 5 95.24% 4.00%
Education 22 25 0 3 100.00% 0.00%

Opus-MT

Law 24 21 3 2 88.89% 12.50%
Literature 22 20 3 5 88.00% 13.04%
Wikipedia 21 22 2 5 91.30% 8.33%
Medicine 15 28 6 1 71.43% 17.65%
Education 22 25 0 3 100.00% 0.00%

GPT-4o

Law 20 24 4 2 83.33% 14.29%
Literature 19 25 5 1 79.17% 16.67%
Wikipedia 22 24 2 2 91.67% 7.69%
Medicine 21 23 3 3 87.50% 11.54%
Education 19 24 4 3 82.61% 14.29%

Claude 3.7

Law 21 23 3 3 87.50% 11.54%
Literature 20 24 4 2 83.33% 14.29%
Wikipedia 23 24 1 2 95.83% 4.00%
Medicine 22 22 2 4 91.67% 8.33%
Education 20 25 3 2 86.96% 10.71%

ally, as mentioned in §4.1, we randomly sam- 474

ple 250 of input sentences to manually evaluate 475

whether our style detector works well. That is, we 476

sample 50 samples from each dataset, and their cor- 477

responding 200 translated texts each after being 478

translated by the four translation systems. Then 479

samples are distributed to annotators. The annota- 480

tors are asked to rate each output for stylistic con- 481

sistency on a Likert scale from 1 to 5. The gen- 482

erated sentence is marked as “stylistically consis- 483

tent”when it is scored 4 or 5, otherwise it is marked 484

as “stylistically inconsistent”. 485

Results: The Babel’s evaluation results are pre- 486

sented in Table 1. The first and second column 487

list the four translation systems and corresponding 488

five domains. The third and fourth column show 489

the ratio of stylistic bias of these translation sys- 490

tems and the average style scores. The remain- 491

ing columns list the revised text (see §4.3). The 492

experiment results demonstrate that the stylistic 493

bias issue is widespread in translation systems and 494

Babel can effectively find these biased sentences. 495

On average, Google Translate had the most stylis- 496

tic bias issues, accounting for 13.15% of the to- 497

tal output, followed by the open-source Opus-MT 498

model (12.64%), Youdao Translate (11.47%), and 499

Baidu Translate (11.13%). Surprisingly, state-of- 500

the-art LLM systems exhibited comparable or even 501

higher rates of stylistic inconsistencies, with GPT- 502

4o at 13.70% and Claude 3.7 at 14.80%. These 503

findings suggest that even advanced AI systems 504

struggle with preserving stylistic elements in trans- 505

lation, despite their overall translation capabilities. 506

Domain-specific patterns emerged across all 507

systems. Overall, Google Translate has the most 508
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stylistic bias issues, due to its poor performance509

on the literature and medicine datasets, which we510

speculate is due to the lack of Chinese Internet in-511

formation in its training corpus. LLM-based sys-512

tems performed particularly poorly in legal and513

medical domains (15.80%-16.20% and 17.20%-514

18.70% bias ratios, respectively), highlighting the515

challenge ofmaintaining specialized domain styles516

even for advanced systems.517

Manual Inspection: The examination results518

based on manual inspection are presented in Ta-519

ble 2. The first and second column list the four520

translation systems and their corresponding evalu-521

ation datasets. The third to sixth columns represent522

true positive (TP), true negative (TN), false posi-523

tive (FP) and false negative (FN) of the Babel eval-524

uation results, respectively. The remaining three525

columns list the precision, recall, and false posi-526

tive rate (FPR), which are important indicators for527

assessing the quality of the test. A false positive528

means the Babel judges a translation as stylistically529

inconsistent but manual inspection is consistent. A530

false negative means the Babel judges a translation531

as stylistically consistent but manual inspection is532

inconsistent. Overall, Babel exhibits a false pos-533

itive rate of 10.41%, with a precision of 88.21%.534

These metrics indicate that Babel is effective in535

identifying stylistically inconsistent issues.536

4.3 Effectiveness in Repairing Stylistically537

Inconsistent Issues538

Experiment Design: After Babel identifies trans-539

lated sentences with stylistic inconsistencies, we540

apply our method to fix them and evaluate how541

many translations can be successfully repaired.542

For each sentence, we generate four candidate543

translations, based on previous work in translation544

systems (Horvitz et al., 2024; Han et al., 2023). We545

use a style detector to assess these candidates, con-546

sidering them repaired if their style matches the547

original sentence and the semantic loss is within548

an acceptable threshold.549

As in §4.2, we conduct a manual evaluation. We550

randomly select 50 samples per dataset, each con-551

taining a source sentence, translations from differ-552

ent systems, and their revised versions by Babel.553

These samples are double-blind evaluated by five554

annotators who rate each on a Likert scale from 1555

to 5 for style accuracy (Acc), semantic preserva-556

tion (Sem), and fluency (Flu). We calculate inter-557

annotator agreement using Fleiss’s kappa. A sen-558

tence is marked as “successful” if it scores 4 or 5559

Table 3: Manual inspection results. We show average human
ratings for style accuracy (Acc), semantic preservation (Sem)
and fluency of sentences (Flu) on a 1 to 5 Likert scale. “Suc”
denotes the overall success rate. We consider a generated out-
put “successful” if it is rated 4 or 5 on all three criteria (Acc,
Sem, Flu).

Translation System Domain Original Texts Revised Texts
Acc Sem Flu Suc Acc Sem Flu Suc

Google

Law 3.8 4.0 4.6 35% 4.2 3.8 4.4 50%(+43%)
Literature 3.2 3.8 4.4 27% 4.0 3.8 4.4 38%(+41%)
Wikipedia 3.4 4.4 4.4 18% 4.0 4.4 4.2 71%(+294%)
Medicine 2.4 3.8 4.2 7% 3.2 4.0 4.6 22%(+214%)
Education 3.0 3.6 4.2 21% 3.6 4.0 4.4 43%(+105%)
Average 3.2 3.9 4.4 22% 3.8 4.0 4.4 45%(+105%)

Baidu

Law 3.8 4.0 4.4 38% 4.4 3.8 4.4 49%(+29%)
Literature 3.2 3.4 4.0 15% 3.8 3.8 4.0 31%(+107%)
Wikipedia 2.8 4.2 3.8 8% 3.6 4.4 4.2 40%(+400%)
Medicine 2.8 3.8 4.0 7% 3.2 4.2 3.8 16%(+129%)
Education 3.2 3.8 4.0 14% 3.6 4.0 3.8 29%(+107%)
Average 3.2 3.8 4.0 16% 3.7 4.0 4.0 33%(+106%)

Youdao

Law 3.6 4.0 3.8 22% 4.2 3.8 4.0 42%(+91%)
Literature 3.2 3.6 3.6 10% 3.8 3.8 4.2 45%(+350%)
Wikipedia 3.2 4.0 3.8 8% 3.8 4.4 4.0 52%(+550%)
Medicine 3.0 3.6 4.0 18% 3.2 4.0 3.8 23%(+28%)
Education 2.8 4.0 4.4 16% 3.6 3.6 4.0 30%(+88%)
Average 3.2 3.8 3.9 15% 3.7 3.9 4.0 38%(+153%)

Opus-MT

Law 3.4 3.6 3.8 20% 4.2 3.8 3.6 33%(+65%)
Literature 3.0 3.4 3.6 14% 4.0 3.0 3.4 21%(+50%)
Wikipedia 3.4 3.8 3.2 9% 4.0 3.6 3.6 23%(+156%)
Medicine 2.2 3.4 3.6 5% 2.8 3.2 3.8 8%(+60%)
Education 1.8 3.2 3.8 6% 3.4 3.0 3.8 12%(+100%)
Average 2.8 3.5 3.6 11% 3.7 3.3 3.6 19%(+73%)

GPT-4

Law 3.6 4.8 4.7 32% 4.4 4.6 4.5 58%(+81%)
Literature 3.4 4.6 4.8 28% 4.2 4.4 4.6 49%(+75%)
Wikipedia 4.0 4.9 4.6 41% 4.5 4.7 4.5 65%(+59%)
Medicine 3.2 4.5 4.6 25% 3.8 4.3 4.5 42%(+68%)
Education 3.8 4.7 4.8 35% 4.3 4.5 4.7 55%(+57%)
Average 3.6 4.7 4.7 32% 4.2 4.5 4.6 54%(+69%)

Claude 3.7

Law 3.7 4.7 4.6 34% 4.3 4.5 4.4 56%(+65%)
Literature 3.5 4.8 4.7 31% 4.2 4.5 4.6 50%(+61%)
Wikipedia 3.9 4.8 4.5 38% 4.4 4.6 4.4 62%(+63%)
Medicine 3.0 4.6 4.7 22% 3.7 4.4 4.5 40%(+82%)
Education 3.7 4.6 4.9 33% 4.2 4.4 4.7 53%(+61%)
Average 3.6 4.7 4.7 32% 4.2 4.5 4.5 52%(+63%)

on all three criteria. This evaluation is stricter than 560

in §4.2, as it also considers semantic preservation 561

and fluency in addition to stylistic consistency. 562

Results: The comparison results are presented in 563

Table 1. The first and second column list the 564

four translation systems and corresponding five do- 565

mains. The third and fourth column show the ratio 566

of stylistic bias of the original translated texts and 567

the average style scores. The remaining columns 568

list the the ratio of stylistic bias of the translated 569

texts revised by Babel and the average style scores. 570

It can be observed that across all translation sys- 571

tems, stylistic bias issues significantly decrease af- 572

ter improvements via Babel, with a correspond- 573

ing increase in Style Scores. Specifically, on av- 574

erage, Google Translate shows the greatest reduc- 575

tion in issues by 46.87%, followed by Baidu Trans- 576

late (40.22%), Youdao Translate (31.72%), and 577

Opus-MT (24.64%), with an average decrease of 578

35.86%. For the Style Score, all four systems 579

show improvements. On average, Baidu Trans- 580

late has the highest increase of 7.45%, followed 581

by Opus-MT (7.36%), Youdao Translate (7.20%), 582

and Google Translate (6.77%), averaging a 7.20% 583

increase. Moreover, Babel maintains high seman- 584

tic consistency between the modified texts and the 585

original translations. Across the four systems, the 586

lowest Semantic Textual Similarity (STS) score 587

reaches 0.87, with an average of 0.92. 588
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Manual Inspection: Human evaluation results in589

Table 3 confirm these improvements. Babel in-590

creases the style translation success rate from 16%591

to 34% on average (+150%), with improvements592

ranging from 86% (Opus-MT) to 221% (Youdao).593

LLM-based systems show strong baseline seman-594

tic preservation (4.7/5.0) and fluency (4.7/5.0) but595

weaker style accuracy (3.6/5.0). After applying596

Babel, their success rates increase to 52-54% (+63-597

69%).598

We show the efficiency of Babel in Appendix E599

and the impact of configurable parameters in Ap-600

pendix F. Besides, examples of the repairing by601

Babel are shown in Appendix G. These additional602

analyses confirm that Babel introduces minimal603

computational overhead (1.7 seconds for testing,604

3.9 seconds for repair) while achieving optimal605

balance between style preservation and semantic606

integrity across both traditional and LLM-based607

translation systems.608

5 Related work and discussion609

Text Style Transfer Text style transfer has seen610

significant development, beginning with Hu et al.611

(2017)’s VAE framework using attribute classifiers612

for sentiment and tense transformation. A ma-613

jor advancement came from Shen et al. (2017),614

who introduced non-parallel text corpora with615

cross-aligned autoencoders, though their back-616

translation approach risked content distortion.617

Zhang et al. (2018) addressed data scarcity through618

pseudo-parallel data generation using SMT, while619

Fu et al. (2018) explored adversarial learning with620

both multiple and single decoder approaches for621

style disentanglement. To improve generation622

quality, Dai et al. (2019) proposed a Transformer-623

based architecture that eliminates explicit style dis-624

entanglement steps. In contrast to these methods625

that require explicit style labels and operate within626

fixed style categories, Babel enables text styliza-627

tion using only user-supplied samples and can be628

adaptively trained on user-provided datasets.629

Recent advances in text style transfer have lever-630

aged Large Language models through various ap-631

proaches, including model fine-tuning (Mukher-632

jee et al., 2023; Dementieva et al., 2023), in-633

context learning (Chen, 2024; Zhang et al.,634

2024a; Pan et al., 2024; Mai et al., 2023), and635

prompt engineering (Luo et al., 2023; Liu et al.,636

2024). While these methods demonstrate impres-637

sive performance, they face practical limitations:638

fine-tuning demands substantial computational re- 639

sources, while prompt-basedmethods often rely on 640

carefully crafted, sensitive prompts that can lead 641

to inconsistent results. Unlike LLMs-based meth- 642

ods, Babel maintains stable performance without 643

requiring extensive computational resources, and 644

avoids the brittleness often associated with com- 645

plex prompting strategies. 646

Machine Translation Testing The research com- 647

munity has proposed various automated testing 648

techniques to evaluate machine translation sys- 649

tems, primarily focusing on translation robustness. 650

Early work by Pesu et al. (2018) introduced meta- 651

morphic testing using multiple intermediate lan- 652

guages, while Heigold et al. (2017) evaluated 653

robustness against character-level perturbations. 654

Several approaches leverage word replacement 655

strategies: He et al. (2020) proposed structure- 656

invariant testing (SIT) using BERT-based word 657

substitutions, Sun et al. (2020, 2022) developed 658

TransRepair and CAT for context-aware word re- 659

placements, and Gupta et al. (2020) introduced 660

PatInv to verify translation consistency under se- 661

mantic perturbations. Othermethods explore struc- 662

tural aspects of translations: He et al. (2021) pre- 663

sented referential transparency testing (RTI) using 664

noun phrase extraction, Ji et al. (2021) employed 665

constituency invariance relations, and Zhang et al. 666

(2024b) introduced syntactic tree pruning. Beyond 667

robustness testing, Chen et al. (2022) developed 668

NMTSloth to detect efficiency bugs, and Sun et al. 669

(2024) proposed FairMT to evaluate demographic 670

fairness in translations. Unlike these approaches, 671

Babel is the first work to specifically address stylis- 672

tic biases in machine translation systems. 673

6 Conclusion 674

In this paper, we presented Babel, the first frame- 675

work that automatically tests and repairs stylistic 676

inconsistent issues in translation. As a black-box 677

post-processing method, Babel takes the input text 678

and the corresponding translated text to identify 679

any stylistic discrepancies between the two. If in- 680

consistencies are found, Babel performs stylistic 681

repairs using a diffusion model, enhanced by user- 682

supplied customized samples. Our evaluation re- 683

sults demonstrate that Babel effectively and effi- 684

ciently mitigate stylistic bias of mainstream com- 685

mercial translation systems, while maintaining se- 686

mantic integrity. 687
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Limitations688

External Validity The threats to external valid-689

ity lie in the implementation of the dataset we690

used and the selected machine translation systems.691

The limited dataset may not adequately character-692

ize the diversity and linguistic stylistic features693

of texts to be translated in real-world scenarios.694

To address this concern, we sampled from cor-695

pora that are popular in both English and Chinese696

communities, and the dataset size is five times697

larger than existing translation testing work (He698

et al., 2020, 2021). For the selected machine699

translation systems, we chose state-of-the-art sys-700

tems from both industry (Google Translate, Baidu701

Translate, and Youdao Translate) and academia702

(Transformer-based Opus-MT). Additionally, we703

have released our implementation (Ano), which704

can be easily extended to incorporatemore datasets705

and machine translation systems.706

Internal Validity The threats to internal validity707

primarily stem from the evaluation metrics used708

in the experiments. We measured both the style709

scores and semantic similarity of texts to assess im-710

provements in retaining linguistic style and seman-711

tics. Specifically, we utilized language models to712

calculate semantic textual similarity. Furthermore,713

to verify the accuracy of these assessments, we em-714

ployed manual evaluation to explore the correla-715

tion between automated assessment results and hu-716

man understanding.717

Ethical Considerations718

While Babel aims to improve translation quality719

through style preservation, we acknowledge sev-720

eral important ethical considerations. Machine721

translation systems, including our framework, can722

perpetuate and potentially amplify societal biases723

present in training data (Sheng et al., 2021; Wei-724

dinger et al., 2022). The preservation of style,725

while beneficial for maintaining appropriate regis-726

ter and domain conventions, could also maintain727

problematic stylistic elements such as gender bias728

in formal writing or cultural stereotypes in literary729

translations.730

The usage of domain-specific corpora raises731

additional ethical concerns. Legal and medical732

texts often contain sensitive information, requiring733

careful consideration of privacy and data protec-734

tion (Carlini et al., 2021). While we have carefully735

selected public domain texts for our experiments,736

deployments of similar systemsmust ensure appro-737

priate data handling protocols. Furthermore, the 738

ability tomodify translation style could bemisused 739

to generate misleading content - for instance, mak- 740

ing informal or unreliable sources appear more au- 741

thoritative by adopting formal academic or legal 742

style (Bagdasaryan and Shmatikov, 2022). 743

The modular nature of our framework, which 744

allows integration with various style classifiers, 745

presents both opportunities and risks. While this 746

flexibility enables adaptation to different domains 747

and use cases, it could potentially be exploited 748

to generate harmful content if inappropriate style 749

models are used. We recommend implementing 750

safeguards such as: 751

• Careful curation of training corpora to mini- 752

mize harmful biases. 753

• Implementation of detection mechanisms for 754

potential misuse. 755

• Clear documentation of intended use cases 756

and limitations. 757

In the process of refining and improving this pa- 758

per, we utilized ChatGPT and Claude for suggest- 759

ing improvements in language clarity. These tools 760

aided in enhancing the writing process but were 761

used under human oversight to ensure that the con- 762

tent adheres to the ethical and scholarly standards 763

expected in academic research. 764
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A Babel-Corpus1041

The selected data has distinct stylistic features and1042

maintains the stylistic correspondence between1043

Chinese and English, making it suitable for evalu-1044

ating our method. Our preprocessing steps include1045

metadata removal, formatting standardization, to-1046

kenization, sentence segmentation, and ensuring1047

that each data point contained at least one complete1048

sentence.1049

Ethical and privacy considerations In the com-1050

pilation of our dataset, we have been vigilant in1051

addressing ethical and privacy concerns to ensure1052

that the data utilized does not infringe upon in-1053

dividual rights or breach any legal regulations.1054

Our dataset is derived from publicly available re-1055

sources, andwe have taken the followingmeasures1056

to uphold ethical standards and protect privacy:1057

• All personal identifiers have been removed1058

from the data to prevent the identification1059

of individuals. This process includes the re- 1060

moval of names, addresses, and any other 1061

unique identifiers that could be linked to spe- 1062

cific individuals. 1063

• Where applicable, we have obtained neces- 1064

sary permissions and consents from the orig- 1065

inal data providers or authors of the texts to 1066

use the data for research purposes. 1067

• The dataset has been reviewed by an indepen- 1068

dent ethics committee to ensure that it meets 1069

the ethical standards required for academic re- 1070

search. 1071

B Detailed setup of Babel 1072

B.1 Software and Hardware 1073

We conduct our experiments on a server with 64 1074

cores Intel Xeon 2.90GHz CPU, 256 GB RAM, 1075

and 4 NVIDIA 3090 GPUs running the Ubuntu 1076

20.04 operating system. 1077

B.2 Translation Systems 1078

Google Translate. Google Translate is a multilin- 1079

gual neural machine translation system developed 1080

by Google. It supports over 100 languages, has 1081

a vast user base with over 500 million users and 1082

translates more than 100 billion words daily. 1083

Baidu Translate. Baidu Translate is optimized for 1084

translations between Chinese and other languages, 1085

leveraging Baidu’s AI and big data technologies. 1086

It serves millions of users in China, providing text, 1087

voice, and image translation services. 1088

Youdao Translate. Youdao Translate, developed 1089

by NetEase, integrates rich dictionary resources 1090

and NMT technology for accurate translations, par- 1091

ticularly beneficial for educational purposes. It is 1092

widely used by students and educators in China, 1093

with millions of active users. 1094

Opus-MT.Opus-MT is an open-source neural ma- 1095

chine translation model based on the Transform- 1096

ers architecture, supported by the Marian NMT 1097

toolkit. It is popular among researchers and devel- 1098

opers for its flexibility and customization options, 1099

and there were 1.55M downloads on huggingface 1100

last month. 1101

B.3 Human Evaluation 1102

We engaged ten annotators for the evaluation pro- 1103

cess: three native Chinese speakers (live in China) 1104

proficient in English, and two native English 1105

speakers proficient in Chinese (live in Singapore). 1106
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Table 4: Datasets being extracted to Babel-Corpus.

Domain English Chinese

Law Law Stack Exchange (Li et al., 2022a) ChineseLaw and Regulations (Twa)
Literature Classic Literature in ASCII (ACO) Chinese Literature (Xu et al., 2017)
Wikipedia wikitext (Merity et al., 2016) wiki2019zh (Xu, 2019)
Medicine PubmedQA (Jin et al., 2019) CBLUE (Zhang et al., 2022)
Early Childhood Education Fairy Tale Books (Ale) CFT (Cui et al., 2016)

All annotators hold advanced degrees, with at least1107

an undergraduate qualification, and have profes-1108

sional expertise in linguistics, translation studies,1109

or literature. These qualifications ensured that the1110

evaluation was conducted by individuals with the1111

necessary expertise to assess translation quality ac-1112

curately. Annotators were recruited based on their1113

professional backgrounds and were not compen-1114

sated for their participation, as the study was con-1115

ducted in-house with experts who volunteered due1116

to their academic and professional interests. Con-1117

sent was obtained from all annotators before their1118

involvement, with instructions provided that ex-1119

plained how their evaluation data (ratings and feed-1120

back) would be used for research purposes. The1121

instructions also outlined the evaluation criteria1122

and expectations for the task, ensuring full trans-1123

parency. No risks to participants were identified,1124

and participation was voluntary. The data collec-1125

tion protocol was exempt from formal ethics re-1126

view, as it involved professional annotators in a1127

controlled research setting, and all procedures ad-1128

hered to ethical standards for transparency and in-1129

formed consent.1130

C Style Detector Performance1131

Comparison1132

We conducted experiments comparing different1133

approaches for style detection: (1) using sepa-1134

rate language-specific BERT models for source1135

and target languages, (2) using separate language-1136

specific XLM-R models, and (3) using a single1137

cross-lingual XLM-R model for both languages.1138

For the separate BERT approach, we fine-tuned in-1139

dividual BERT-base models for Chinese and En-1140

glish. For the separate XLM-R approach, we fine-1141

tuned separate XLM-R models for each language.1142

For the cross-lingual approach, we fine-tuned a sin-1143

gle XLM-R model to handle both languages simul-1144

taneously. Table 5 presents the style classification1145

accuracy results across our five domains for all1146

three approaches.1147

The results demonstrate that separate BERT1148

Table 5: Style classification accuracy comparison across
model configurations.

Domain Separate BERT Models Separate XLM-R Models Cross-lingual XLM-R

Law 88.4% 82.1% 77.2%
Literature 91.6% 83.8% 78.5%
Wikipedia 89.3% 84.0% 79.1%
Medicine 93.2% 85.7% 79.8%
Education 90.7% 82.6% 78.3%

Average 90.6% 83.6% 78.6%

Algorithm 1 Style Applicator of Babel

Input: r: initial translated texts
Input: y: user-supplied sample texts
Input: Dθ∗(·): trained diffusion model
Input: T : number of total diffusion step
Input: λ: number of total diffusion step
Output: r∗: optimized translated texts
1: procedure ApplicateStyle
2: xT ← SampleFrom(N (0, I)) ▷ Sample a random

gaussian noise
3: for t← T to 1 do
4: l̂t ← Dθ∗(xt, t, r)
5: r̂t ← SampleFrom(Top-p(Softmax(̂lt)))
6: J ← GetSimilarity(̂rt, y)
7: l̂∗t ← l̂t − λGetGradient(J)
8: r̂∗t ← SampleFrom(Top-p(Softmax(̂l∗t )))
9: xt−1 ← ForwardDiffusion(̂r∗0)
10: l̂0 ← Dθ∗(x0, 0, r)
11: r̂0 ← SampleFrom(Top-p(Softmax(̂l0)))
12: J ← GetSimilarity(̂r0, y)
13: l̂∗0 ← l̂t − λGetGradient(J)
14: r̂∗0 ← SampleFrom(Top-p(Softmax(̂l∗0)))

return r̂∗0

models consistently outperform the cross-lingual 1149

XLM-R model by an average of 12.0%. Even 1150

separate XLM-R models outperform the cross- 1151

lingual XLM-R by 5.0% on average. This sug- 1152

gests that while cross-lingual models offer conve- 1153

nience by handling multiple languages within a 1154

single model, they sacrifice accuracy in capturing 1155

language-specific stylistic nuances. This finding 1156

informed our decision to use separate language- 1157

specific BERT models for style detection in Babel, 1158

prioritizing accuracy in stylistic analysis over the 1159

convenience of a single cross-lingual model. 1160

D Technical Details 1161

D.1 Training Process Formulation 1162

To imitate the style loss observed in translation, 1163

we use a paraphrase model P (·), such as PEGA- 1164
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SUS (Zhang et al., 2020), to generate paraphrases1165

p of the input text r. Formally, we have:1166

p = P (r) (12)1167

These paraphrases retain the original meaning but1168

have reduced stylistic elements, simulating the ef-1169

fect of translation where the core content remains1170

intact, but the style may be neutralized. This step1171

is crucial for preparing the model to neutralize and1172

extract the stylistic essence of sentences while pre-1173

serving their semantic content.1174

The diffusion is performed in the embedding1175

space, where the text is represented in a numeri-1176

cal format that captures its meaning. Operating in1177

the embedding space helps maintain the semantic1178

integrity of the sentences. Formally, we have:1179

xt =
√
βtE(r) +

√
(1− βt)ϵt ϵt ∼ N (0, I)

(13)1180

where E(·) is an embedding model. In terms of1181

the schedule of noise, we follow the paradigm of1182

Horvitz et al. (2024), that is:1183

βt =

√
T − t

T
(14)1184

This schedule decreases to zero at a significantly1185

slower rate compared to the cosine and square root1186

schedules, thus preserving information more effec-1187

tively. For NLP tasks, this feature is crucial as it1188

helps to maintain the semantic information of the1189

original text.1190

After completing these preparations above, we1191

perform the training process on the paraphrased1192

text, as mentioned in §2.2. Formally, we train1193

the model Dθ(·) by minimizing the cross entropy1194

between the posterior distribution of the model1195

at each diffusion time step and the actual embed-1196

dings:1197

L(θ) = E [log pθ(r|Dθ(xt, t, p))] (15)1198

where L(·) is the loss function, E(·) represents the1199

cross entropy function, r is the original text, t rep-1200

resents the time step, and p represents the para-1201

phrase. By making small adjustments at each step,1202

the model turns data from the noisy state to the de-1203

sired state. During this process, the model learns1204

to preserve semantic content and reconstruct the1205

original embeddings as closely as possible.1206

D.2 Inference Process Formulation 1207

After completing the training, the diffusion model 1208

Dθ∗(·) can then be used to attach attributes to the 1209

text, a process we refer to as inference process. 1210

The inference process starts with sampling ini- 1211

tial noisy data xT ∼ N (0, I) and iteratively re- 1212

moves the noise to construct the improved sen- 1213

tences. For each time step t (t ∈ [T, 1]), the style 1214

applicator estimates an optimized text: 1215

r̂t ∼ top-p(softmax((Dθ∗(xt, t, r))) (16) 1216

where r represents initial translated texts output by 1217

translation system. 1218

The advantage of our style applicator is that 1219

the generated text can be gradient-guided based 1220

on user-supplied style samples, directing the out- 1221

put to a specific target style. Given a set of user- 1222

supplied style samples [y1, · · · , yn] and a style em- 1223

bedding modelEs(·), we can obtain the style guid- 1224

ance function 1225

J =

∑n
i=1 d(Es(̂rt), Es(yi))

n
(17) 1226

where d(·, ·) represents cosine similarity. So, we 1227

get the final style-guided textual inference equa- 1228

tion: 1229

r̂∗t ∼ top-p(softmax((Dθ∗(xt, t, r))− λ∇J))
(18) 1230

After estimating r̂∗t , we proceed backward in 1231

time to iteratively acquire states with proceeding 1232

time steps. Similarly to the training process, the 1233

style applicator embeds these tokens using the 1234

word embedding model E(·) and subsequently 1235

adds noise to generate the latent representation for 1236

the preceding diffusion time step: 1237

xt−1 =
√

βt−1E(̂r∗t )+
√
(1− βt−1)ϵ ϵ ∼ N (0, I)

(19) 1238

After iterating this process until t = 0, we eventu- 1239

ally get the desired output r̂∗0. 1240

D.3 Model Training 1241

The two core models of Babel are configured as 1242

follows: 1243

Style Detector. We start with the publicly avail- 1244

able BERT-base-cased checkpoint1 and BERT- 1245

base-chinese checkpoint2, both equipped with a 1246

classification head. Our model is trained for 200 1247

1https://huggingface.co/google-bert/bert-base-cased
2https://huggingface.co/google-bert/bert-base-chinese
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steps on the Babel-Corpus (train-test ratio is set to1248

8:2), with a batch size of 16 and a learning rate of1249

2e-5. The style classification threshold h is set to1250

0.5, and we explore the impact of this parameter1251

on style detection in Appendix F.1252

Style Applicator. We employ the publicly avail-1253

able SSDLM RoBERTa-large checkpoint (Horvitz1254

et al., 2024) and train our model for 200K steps1255

on train set of Babel-Corpus, with a batch size of1256

128, total time steps of 800, and learning rate of 1e-1257

5. During inference, we use temperature τ = 0.31258

and guidance strength λ = 1000. We investigate1259

effects of these parameters in Appendix F.1260

User Customization. Users can customize the1261

style they wish to address by providing samples1262

of bilingual texts that exhibit the desired style.1263

This process involves collecting a sufficient num-1264

ber of bilingual texts within the same style do-1265

main and fine-tuning them using a script we pro-1266

vide (Ano). For detailed information on the train-1267

ing cost, please refer to Appendix E. It is impor-1268

tant to note that, although this paper focuses on1269

Chinese-English bilingual style repair due to re-1270

source constraints, Babel is theoretically applica-1271

ble to any bilingual style text repair. To adapt1272

Babel for other language pairs, such as English-1273

German, users need to provide English and Ger-1274

man text samples of the target style and replace the1275

base models in the style detector and style appli-1276

cator. Specifically, bert-base-chinese should be re-1277

placed with a German BERTmodel, such as BERT-1278

base-german-cased3, and the SSDLM RoBERTa1279

model should be substituted with a German large-1280

language model, like xlm-roberta-german4.1281

D.4 Evaluation metrics1282

Bias Ratio. We utilized the style detector to quan-1283

tify the number of stylistic bias in the outputs of1284

each translation system and to determine the pro-1285

portion of bias relative to the total sample (refer1286

to §4.2 for the detailed methodology). To ensure1287

the validity of the style detector, we conducted1288

a manual evaluation for confirmation (see Ap-1289

pendix F).1290

Style Score. To evaluate the overall stylistic bias1291

of the translation system, we calculate the average1292

style scores of all its outputs. These style scores1293

are derived from the confidence provided by the1294

3https://huggingface.co/google-bert/bert-base-german-
cased

4https://huggingface.co/FacebookAI/xlm-roberta-large-
finetuned-conll03-german

Table 6: The time overhead of Babel. The values in the table
are averaged over the entire dataset, in units of seconds.

Translation System Testing Cost Repairing Cost

Google 1.81 4.14
Baidu 1.60 3.97
Youdao 1.74 3.69
Opus-MT 1.67 3.73

style detector. Due to varying sentence lengths and 1295

stylistic distinctiveness across datasets, this score 1296

lacks absolute significance and is meaningful only 1297

when comparing different translation systems on 1298

the same dataset. 1299

Semantic Textual Similarity. STS (Semantic 1300

Textual Similarity) (Chandrasekaran and Mago, 1301

2022) is a criterion that assesses how similar two 1302

texts are in terms of meaning. Since our focus lies 1303

in assessing the ability to repair translations with- 1304

out parallel texts, we calculate the STS score be- 1305

tween the revised text and the initial translated text 1306

to gauge Babel’s proficiency in preserving seman- 1307

tic integrity. We use one of the most commonly 1308

used models for this task, all-MiniLM-L6-v2 (Sen, 1309

2024), for this assessment. 1310

E Efficiency in Testing and Repairing 1311

stylistically inconsistent Bias 1312

Experiment Design: To assess efficiency, we 1313

meticulously measure the time Babel expends dur- 1314

ing both the testing and repair phases for stylis- 1315

tic inconsistencies. For each translation system in- 1316

volved, we calculate the average duration required 1317

by Babel to complete a single cycle of stylistic 1318

bias detection and subsequent rectification. This 1319

comprehensive timing analysis enables us to deter- 1320

mine the operational speed of Babel, ensuring it ef- 1321

ficiently addresses style bias without significantly 1322

detracting from user experience, thereby maintain- 1323

ing seamless workflow integration. 1324

Results: The results are presented in Table 6. On 1325

average, testing a single original translation text 1326

with Babel requires only 1.7 seconds, while repair- 1327

ing a problematic text takes just 3.9 seconds. This 1328

demonstrates that Babel is efficient in both testing 1329

and repairing, improving translation style without 1330

significantly impacting user experience. 1331

Training cost: To estimate the computational cost 1332

for users adding a new style, we measured the time 1333

required to fine-tune a fifth domain style fix on 1334

a Babel that already supports four domains. To 1335

mitigate the impact of individual datasets, we per- 1336

formed fine-tuning on each of the five domains 1337
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Figure 2: Effect of h on the average performance of Babel’s
testing process.

separately and calculated the average time as the1338

result. Our experiments, conducted using the com-1339

putational resources described in Appendix B, in-1340

dicate that fine-tuning a pair of datasets, each con-1341

taining 1,000 samples, takes an average of 37,2611342

seconds (approximately 10.5 hours). It is impor-1343

tant to note that the computational cost may vary1344

substantially depending on the size of the datasets1345

and the specific languages involved.1346

F Impact of Configurable Parameters1347

Experiment Design: Babel leverages three hyper-1348

parameters: detection threshold h, inference tem-1349

perature τ , and guidance strength λ, to find and1350

repair stylistic consistent issues. The detection1351

threshold h determines the point at which a sen-1352

tence’s style score is categorized as a stylistic in-1353

consistent issue, with a lower h indicating a greater1354

tolerance for style inconsistencies. The inference1355

temperature τ represents the maximum lexical de-1356

viation allowed from the initial translation when1357

generating the revised sentence, with a higher τ1358

granting greater freedom tomodify the initial trans-1359

lation. The parameter λ denotes the strength of1360

user-supplied style guidance samples for generat-1361

ing revised sentences.1362

We conduct experiments to investigate and un-1363

derstand how different values of these config-1364

urable hyperparameters affect the performance of1365

Babel in finding and repairing stylistic consistent1366

issues. Specifically, we evaluate Babel’s perfor-1367

mance using output fromGoogle Translate, testing1368

a range of h values from 0.3 to 0.8, τ values from1369

0.1 to 0.9, and λ values from 1e2 to 1e5.1370

To assess the impact of h on the detection of1371

style problems, we analyze changes in precision1372

and false positive rate of the detector as h varies,1373

using manual labeled samples as detailed in §4.2.1374

For the style applicator, we evaluate the effects of1375

varying τ and λ on repair effectiveness, measuring1376

changes in the number of repaired issues, overall1377

style scores, and semantic textual similarity (STS)1378

values post-repair. 1379

Results: Figure 2 illustrates the impact of parame- 1380

ter related to the style detector on its performance, 1381

whereas Figure 3 demonstrates the influence of pa- 1382

rameters related to the style applicator. 1383

Impact of h: The parameter h influences the 1384

sensitivity of style detector in identifying stylis- 1385

tic inconsistencies. As shown in Figure 2(a), FPR 1386

increases from 3% to 18.3% as h increases from 1387

0.3 to 0.8, indicating that higher h value leads to 1388

a more radical detection of style issues. Concur- 1389

rently, precision increases from 80.6% to a peak of 1390

90.5% at h = 0.5, then slightly increases to 92.2% 1391

at h = 0.8. The results indicate that both met- 1392

rics increase as h rises, initially grows more slowly 1393

and then accelerates, while the precision increases 1394

rapidly at first and then plateaus. This pattern sug- 1395

gests an optimal balance point at h = 0.5, where 1396

precision is nearly maximized while the false pos- 1397

itive rate is reasonably low. 1398

Impact of τ : The parameter τ plays a crucial role 1399

in the repair of stylistic inconsistent issues. Fig- 1400

ure 3(a), (b) and (c) shows the effect of τ . As τ 1401

increases, the number of remaining issues after re- 1402

pair initially decreases, reaching an optimal value 1403

at τ = 0.3, and then increases. Concurrently, the 1404

overall style score of the revised output follows 1405

a similar trend, achieving optimal performance at 1406

τ = 0.5. The semantic score, however, consis- 1407

tently decreases with increasing τ , with a more 1408

rapid decline observed at higher τ values. Con- 1409

sidering the trade-off between style and semantic 1410

score, Babel selects 0.3 as the default value of τ . 1411

Impact of λ: The parameter λ affects the weight 1412

given to style preservation during the repair pro- 1413

cess. Figure 3(d), (e) and (f) shows the effect of 1414

λ. The figure demonstrates that as λ increases, 1415

the number of residual issues after repair initially 1416

decreases and then increases. Similarly, both the 1417

overall style score and semantic score of the re- 1418

vised output follow an increasing trend initially, 1419

reaching an optimal point at λ = 1000, before de- 1420

clining. Consequently, λ = 1000 is selected as the 1421

default value for optimal performance. 1422

Analysis: From Figure 2 and Figure 3, we can ob- 1423

serve that the configurable parameters h, τ , and 1424

λ have a significant impact on the performance of 1425

Babel in detecting and repairing stylistic inconsis- 1426

tencies. In terms of detection accuracy, increas- 1427

ing h initially improves precision while maintain- 1428

ing a reasonable false positive rate, suggesting an 1429

optimal balance at h = 0.5. For repair perfor- 1430
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Figure 3: Effect of τ and λ on the average performance of Babel’s repairing process.

mance, the parameter τ shows that allowing mod-1431

erate lexical deviations (τ = 0.3) optimizes the1432

number of corrected stylistic issues, while a higher1433

τ value can detrimentally affect semantic integrity.1434

The guidance strength parameter λ demonstrates1435

that moderate user-supplied guidance (λ = 1000)1436

enhances both stylistic and semantic scores, with1437

performance declining at higher values. Conse-1438

quently, to achieve optimal detection and repair,1439

we set h = 0.5, τ = 0.3 and λ = 1000 as default1440

values in Babel.1441

Summarization: We have proved the advance-1442

ment of Babel through the above experimental1443

evaluations. Overall, Babel is capable of detect-1444

ing over 80% of stylistic inconsistencies in trans-1445

lations and successfully enhances approximately1446

83% of these inconsistent outputs. The additional1447

computational expense of Babel remains relatively1448

modest, averaging no more than 6 seconds, which1449

makes it feasible for integration into a wide range1450

of commercial translation systems.1451

G Qualitative examples1452

To illustrate the effectiveness of Babel in preserv-1453

ing domain-specific styles, we present a collec-1454

tion of example translations in Figure 4. These1455

examples span our five domains (legal, literary,1456

scientific writing, medical, and educational con-1457

tent) and demonstrate both Chinese-to-English and1458

English-to-Chinese translations. Each row shows1459

an original text, its direct translation from a com-1460

mercial system (Google Translate, Youdao Trans-1461

late, Baidu Translate, or Opus-MT), and Babel’s1462

style-refined version. For instance, in legal texts,1463

Babel transforms casual expressions like ”根据这1464

里的规定” into proper legal language ”受限于本1465

协议之规定”, maintaining formal register. In liter-1466

ary translation, it preserves poetic elements, trans-1467

forming literal translations like ”The mountains1468

end at the plains” into more literary renderings like1469

”Where mountain meets the boundless plain”. The1470

examples highlight how Babel preserves domain-1471

appropriate terminology and conventions while1472

maintaining semantic accuracy. Bold text in- 1473

dicates specific stylistic elements that were im- 1474

proved in the repair process. 1475
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Categories Original Text Translation Repaired Translation

Law

Subject to the provisions herein 根据这里的规定 受限于本协议之规定

若合同任何条款与法律相抵触，以
法律规定为准。

If any terms of the contract 

conflict with the law, the law 

shall prevail. (By Bing)

In the event that any provision 

hereof conflicts with applicable laws, 

such laws shall prevail and govern.

Literature

Her heart was a secret garden and 
the walls were very high.

她的心是个秘密花园，围墙很
高。(By DeepL)

她心似秘园，重重围墙高耸。

山随平野尽，江入大荒流。
The mountains end at the plains, 
and the river flows into the 
wilderness. (By DeepL)

Where mountain meets the 
boundless plain, the mighty river 
seeks the wild domain.

Textbook

The experiment demonstrated a 
significant correlation.

实验显示出明显的相关性。(By 
Bing)

实验结果表明存在显著相关关系。

恐龙是因为小行星撞击地球而灭绝
的。

Dinosaurs died out because a 

small star hit the Earth. (By 

Opus-MT)

Dinosaurs became extinct due to the 

impact of an asteroid on Earth.

化学方程式必须遵守质量守恒定律。
Chemical equations must obey

the law of conservation of mass. 

(By DeepL)

Chemical equations must adhere to 

the law of conservation of mass.

Medicine

The patient presents with symptoms 

of a common cold.

病人展现(show)了普通感冒的
症状。(By Bing)

患者出现(appear)了普通感冒的症
状。

建议进行进一步检查。
Suggest further examination. (By 
Bing)

Further diagnostic evaluation is 
recommended.

Early Childhood 

Education

The little rabbit hopped merrily 

through the forest.

小兔子在森林里快乐地单脚跳
(jump on one leg)。(By 

Google)

小兔子在森林里欢快地蹦蹦跳跳
(bouncing around)。

小猫钓鱼，总是心不在焉。
The kitten is fishing but always 

absent-minded. (By Google)

The kitten goes fishing, but can't 

focus.

Figure 4: Example of stylistic inconsistent issues and repaired translation generated by Babel.
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