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Abstract

Standard Large Language Models (LLMs) struggle with handling dialogues with
long contexts due to efficiency and consistency issues. According to our obser-
vation, dialogue contexts are highly structured, and the special token of End-of-
Utterance (EoU) in dialogues has the potential to aggregate information. We refer
to the EoU tokens as “conversational attention sinks” (conv-attn sinks). Accord-
ingly, we introduce StreamingDialogue, which compresses long dialogue history
into conv-attn sinks with minimal losses, and thus reduces computational com-
plexity quadratically with the number of sinks (i.e., the number of utterances).
Current LLMs already demonstrate the ability to handle long context window,
e.g., a window size of 200K or more. To this end, by compressing utterances
into EoUs, our method has the potential to handle more than 200K of utterances,
resulting in a prolonged dialogue learning. In order to minimize information losses
from reconstruction after compression, we design two learning strategies of short-
memory reconstruction (SMR) and long-memory reactivation (LMR). Our method
outperforms strong baselines in dialogue tasks and achieves a 4 × speedup while
reducing memory usage by 18 × compared to dense attention recomputation.3

1 Introduction
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Figure 1: Attention map visualization. (a) Llama-2-7B/Chat with “</s>” and “\n” as EoU (“</s>”
counts as one token, “\n” as two). (b) StreamingLLM versus StreamingDialogue attention on Llama-
2-7B with “</s>” as EoU.

Large Language Models (LLMs) [1–5] are rapidly advancing. However, their performance is
constrained by context size during pre-training. For example, with a context size of 4,096, the
inference capability of LLaMA2 [6] sharply drops when the context length exceeds the preset limit.
Moreover, the attention mechanism [7] leads to quadratic growth in computational complexity with
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text length, increasing GPU memory usage and slowing generation speed. As LLMs find widespread
use in various conversational applications [8–10], these limitations become particularly severe for
dialogue tasks [11–13], rendering standard LLMs infeasible for supporting prolonged dialogues with
long conversation histories.

In order to support conversations with long contexts, a natural solution is to reduce the computation
of inter-token correlations by modifying the implementation of attention. Beltagy et al. [14] proposed
local attention, which confines attention within a k window size, reducing computational complexity
to linear. However, when the text length exceeds k, the generation performance substantially declines.
StreamingLLM [15] enhanced long context streaming by introducing the concept of "attention
sinks." This approach builds on local attention, allowing initial tokens to be consistently attended
to, which supports stable long-term interactions and efficient generation. However, StreamingLLM
continuously updates the cached information within the fixed-size window, excluding initial tokens.
These initial tokens are blind to subsequent tokens during the auto-regressive generation process.
Consequently, as the dialogue context lengthens, historical information is progressively lost, which is
detrimental to dialogue consistency and severely impacts the user experience.

We introduce StreamingDialogue, a method designed for efficient conversations with enhanced long-
term memory capabilities. In dialogue contexts, we observe an interesting phenomenon: tokens used
to separate utterances (namely End-of-Utterance, EoU), such as “</s>” and “\n,” tend to aggregate
more attention than other tokens (for details, refer to Figure 1 (a) and see §4.11 for further analysis).
We refer to these separator tokens as “conversational attention sinks” (conv-attn sinks). Figure
1 (b) demonstrates that, in contrast to the highly dispersed attention pattern of StreamingLLM,
StreamingDialogue maintains focus on critical positions like conv-attn sinks, thereby utilizing them
to aggregate utterance information, compressing lengthy dialogues to only require caching conv-attn
sinks’ key-values to improve efficiency and reduce memory consumption.

Specifically, in the long-term generation, we preserve conv-attn sinks to memorize historical dialogues
for retrieval. Additionally, caching both the first token and the previous and current utterances is
crucial to ensure stable output beyond a certain inference length and to facilitate the smooth generation
of consecutive replies. Beyond these measures, we introduce two self-learning strategies to better
characterize the conv-attn sinks: (1) we devise a reconstruction task, where the reconstruction process
can only attend to the conv-attn sink of the target utterance, thereby encouraging the conv-attn sink to
restore information from the target sentence, namely short-memory reconstruction (SMR); (2) we
propose a recall task, treating the final utterance as a query and attending solely to conv-attn sinks
in the dialogue history to retrieve the matching response, thus prompting the model to reactivate
information from lengthy dialogues, named as long-memory reactivation (LMR). These two tasks
will be jointly optimized before dialogue learning.

Experiments on widely-used dialogue datasets demonstrate that our proposed method outperforms
other sparse attention and memory-enhancement methods (in terms of evaluation metrics of Perplexity,
BLEU, ROUGE, Distinct, USL-H, and Dial-M). In terms of efficiency, our method achieves a 4 ×
speedup and an 18 × reduction in memory usage compared to dense attention with recomputation.
In particular, currently some LLMs support handling long contexts, such as Claude 2.14 with a
200K context window. In this way, leveraging our method with such long context LLMs enables the
completion of numerous utterances within the conversation session, which indicates one big step
towards prolonged dialogue learning with long contexts. In summary, our main contributions are as
follows:

(1) We discover that EoU tokens have the potential to aggregate utterance information. By defining
these separator tokens as “conv-attn sinks,” we propose StreamingDialogue, which efficiently handles
long context by only caching the first token, conv-attn sinks, and tokens from the most recent two
utterances.

(2) We propose two learning strategies: short-memory reconstruction (SMR) and long-memory
reactivation (LMR), enhancing the capability of conv-attn sinks to aggregate information and the
ability to store historical information.

(3) We demonstrate that StreamingDialogue significantly reduces computational complexity experi-
mentally, ensuring the efficiency of streaming conversations.

4https://www.anthropic.com/news/claude-2-1
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2 Related work

StreamingDialogue efficiently handles long context, improving the model’s long-term memory for
conversation history. Existing methods for processing long context in transformer-based models
broadly fall into three categories: efficient transformer design, long-term memory enhancement, and
length extrapolation techniques.

2.1 Efficient transformers

Due to attention’s computational bottleneck in transformers, some methods aim to explore efficient
attention mechanisms. Solutions include trading accuracy for speed, e.g., Longformer [14] employs
sliding window attention, expanding the receptive field with a dilated sliding pattern and optionally
integrating global attention. BP-Transformer [16] balances complexity and capacity with fine-to-
coarse attention across multiple scales using binary partitioning. Linformer [17] approximates self-
attention with a low-rank matrix, simplifying operations to linear ones. LongLoRA [18] uses block-
wise attention and token shifting to enhance communication between blocks. Another solution lies in
system-level optimizations, e.g., FlashAttention [19, 20] optimizes memory access by perceptually
reading and writing, improving efficiency without sacrificing accuracy. However, these methods
don’t preserve dialogue history or expand the context window sufficiently for prolonged dialogue
with long-term memory.

2.2 Long-term memory

Some methods enhance models’ long-term memory to improve long-text modeling. One approach is
introducing recurrent mechanisms into attention, enabling the model to maintain information over
long sequences. For example, Transformer-XL [21] introduces segment-level recurrence, reusing
previous time step hidden states to model long dependencies. ∞-former [22] employs continuous-
space attention for arbitrary context modeling with fixed computational cost. Another approach is
utilizing existing models as interfaces to external knowledge bases, enhancing contextual input and
long-term memory through reading and writing to these bases during inference [23], e.g., MemGPT
[24] employs hierarchical memory for LLMs, optimizing information transfer between context
windows and external storage. However, they require retraining LLMs from scratch or additional
information retrieval, lacking efficiency.

2.3 Length extrapolation

Length extrapolation in models refers to their ability to maintain good performance beyond the
training length during inference. A mainstream solution is based on position encoding. LLMs
[25–27] employ rotary position embedding (RoPE) [28–31] for length extrapolation without fine-
tuning. Initially introduced by Chen et al. [32], position interpolation proportionally extends the
inference length by reducing rotation angles. NTK-aware5 and NTK-by-parts6 interpolations balance
high and low-frequency information to optimize performance. YaRN [33] combines NTK-by-parts
interpolation with an attention distribution correction strategy, reducing rotation angles for low
frequencies and adjusting attention distribution. Additionally, randomized position encoding [34]
extends context exposure by decoupling pre-training length from inference length, utilizing random
positions during training for broader context coverage. Due to current methods’ inability for infinite
length extrapolation, they’re unsuitable for prolonged dialogue in streaming applications.

3 StreamingDialogue

3.1 Empirical observation

StreamingLLM [15] focuses on initial tokens as attention sinks, i.e., initial tokens attract a significant
amount of attention. After visualizing the attention maps of all layers and heads for both Llama-2-7B
and Llama-2-7B-Chat, we observe a similar phenomenon in structured texts such as multi-turn

5https://www.reddit.com/r/LocalLLaMA/comments/14lz7j5/ntkaware_scaled_rope_
allows_llama_models_to_have/

6https://github.com/jquesnelle/yarn/pull/1
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Figure 2: StreamingDialogue framework. SMR & LMR strategies co-train the model by adjusting
attention mechanisms. In supervised learning, the SMR & LMR-trained model is fine-tuned with
dialogue datasets. During inference, only specific tokens are cached, with critical historical dialogue
information in bold italics for clarity.

dialogue, where LLMs tend to attend more to tokens used to separate dialogue when speakers switch
(i.e., the end symbol “</s>,” newline symbol “\n,” or other symbols, known as End-of-Utterance), and
their attention aggregation is even greater than that of initial tokens (shown in Figure 1). Based on the
attention map, we suggest that each EoU captures the information of the current utterance, and EoUs
are visible to subsequent utterances. These EoUs imply the potential for information aggregation,
which we refer to as “conversational attention sinks” (conv-attn sinks).

According to the observation, rather than caching entire utterances to retain information as done in
dense attention, we cache conv-attn sinks as a replacement. Let T represent the number of utterances,
and L denote the average length of each utterance. By caching only the corresponding conv-attn sinks,
the space complexity reduces from O(TL) in dense attention to O(T ), and the time complexity from
O(T 2L2) to O(T 2L). Moreover, given the infrastructure of LLMs based long context modeling, our
method is capable of efficiently handling dialogues with prolonged conversational histories. To this
end, conv-attn sinks matter because they memorize the context information not only effectively, but
also efficiently.

3.2 Framework overview

3.2.1 Fine-tuning LLMs with conv-attn sinks

We compress the content of each utterance into the subsequent conv-attn sink and recall historical
information during the dialogue by attending to conv-attn sinks. To achieve this, we adjust the
attention pattern A ∈ {0, 1}N×N , where N represents the conversation length and 0 indicates
masked attention values, i.e., specifying the specific keys and values that a query can attend to.
Each token within an utterance can focus on the first token to uphold stable output during extended
conversations, all preceding conv-attn sinks to extract historical context, and tokens from both the
previous and current utterances to ensure continuity with the preceding utterance. Formally, we
denote an utterance as u = d</s>, where d represents the dialogue content and </s> denotes the EoU
token, a.k.a., conv-attn sink. Thus, a conversation can be organized as D = <s>u1u2...ut, where t is
the number of utterances. Attention mask matrix A is defined as:

Aij =


1, j = kl ≤ i (k ∈ N), 0 ≤ i < N

1, 1 ≤ j ≤ i ≤ l

1, j ̸= kl (k ∈ N), (⌈ i
l
⌉ − 2) · l < j ≤ i < N

0, otherwise,
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where l denotes the average length of each utterance, N represents a non-negative integer, and ⌈·⌉
represents the ceiling function. During fine-tuning, all tokens are treated as predicted tokens to
participate in the loss calculation.

While this method excels in managing long contexts compared to sparse attention methods like
StreamingLLM, it falls short in characterizing short-term memories. To learn towards a more robust
model with balanced memory capacity for both long and short memories, we propose two learning
strategies to co-train the model and address these issues: short-memory reconstruction (SMR) and
long-memory reactivation (LMR). The final version of StreamingDialogue is conducted in three
stages, including SMR & LMR, supervised learning, and inference, as illustrated in Figure 2.

3.2.2 Short-memory reconstruction

We propose a learning strategy to guide model behavior, enabling conv-attn sinks to consciously
aggregate information through short-memory reconstruction (SMR). We reorganize data formats,
modify the attention pattern, and adjust the loss function. More specifically, training samples are
organized as D = <s>u1u

′
1u2u

′
2 . . . usu

′
s, where u1, u2, . . . , us are randomly selected from the

original dataset, and s represents the number of randomly selected utterances. Each “uu′” pair can be
regarded as a reconstruction task, where tokens in u can attend to <s> and tokens that appear before
the token in the current utterance. u′ can additionally attend to the conv-attn sink in u. The task
objective is to reconstruct u in u′, encouraging the conv-attn sink in u to aggregate information from
u for utterance reconstruction. The attention pattern A in SMR is defined as:

Aij =



1, j = 0

1, ⌈ i
l
⌉ = 2k (k ∈ N∗), (⌈ i

l
⌉ − 1) · l ≤ j ≤ i < N

1, ⌈ i
l
⌉ = 2k + 1 (k ∈ N), (⌈ i

l
⌉ − 1) · l < j ≤ i < N

0, otherwise,

where N∗ represents a positive integer.

Since the goal is to reconstruct the contents of u′
1, u

′
2, . . . , u

′
s into u1, u2, . . . , us, the loss calculation

is defined as:

LSMR = −
∑

(x,y)∈Z

|y|∑
t=1

log (PΦ (yt | x, y<t)) ,

where Z = {(xi, yi)}i=1,...,N denotes the set of (u, u′) pairs. x denotes the target utterance u, and y

represents the reconstructed utterance u′. The model learns to aggregate information into conv-attn
sinks during SMR with minimal training.

3.2.3 Long-memory reactivation

The model is required to both aggregate dialogue information into conv-attn sinks and retrieve
information from them. To ensure consistency in multi-turn dialogue, our proposed model must
efficiently extract long context information during dialogue generation. Therefore, we introduce
long-memory reactivation (LMR) to enhance its long-term memory capability.

Each pair of utterances in the dialogue dataset, denoted as qr, represents a query-response pair with q
and r from distinct roles. We organize training samples as D = <s>q1r1 . . . qxrx . . . qlrlq′xr

′
x, with l

denoting the number of training pairs. Each pair q′xr
′
x at the end of the sample is randomly selected

from historical dialogues.

We design a response recall task where the goal is to recall r′x from the historical context qxrx given
query q′x. Concurrently, we adjust A so that each utterance can only attend to the first token, all
conv-attn sinks, and itself. Moreover, each response in a training pair can attend to the corresponding
query, while the conv-attn sink of the response is restricted to attending only to the response itself,
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ensuring that the conv-attn sink aggregates information solely from its associated utterance, i.e.,

Aij =



1, j = 0

1, ⌈ i
l
⌉ = 2k (k ∈ N∗), (⌈ i

l
⌉ − 2) · l < j ≤ i < N

1, j = kl (k ∈ N∗) or j > ⌈ i
l
⌉ − 1, j ≤ i < N

0, otherwise.

Since the objective is to evoke historical dialogue within the response of the last training pair in the
sample, the loss function of LMR is defined as:

LLMR = −
∑
(m,n)

|n|∑
t=1

log (PΦ (nt | m,n<t)) ,

where m represents <s>q1r1 . . . qxrx . . . qlrlq′x, and n denotes r′x.

The model now effectively utilizes historical information through LMR. We co-train the model
using SMR and LMR, fully harnessing the information aggregation potential of conv-attn sinks and
enhancing both short and long-term memory capability of the proposed model.

Following SMR & LMR, the model requires additional refinement through fine-tuning on dialogues
using the methods outlined in Section 3.2.1.

Table 1: Main results on the PersonaChat and MSC datasets. ↓ indicates lower values are better, while
↑ indicates the opposite. The best result for each metric is presented in bold, while the second-best
one is underlined. * indicates significance (p < 0.05) via pairwise t-test compared to other methods.
“PC” denotes PersonaChat and “StrLLM” represents StreamingLLM.

Data Method PPL BLEU (%) ROUGE (%) Distinct (%) USL-H (%) Dial-M
↓ B-avg ↑ B-1 ↑ B-2 ↑ R-1 ↑ R-2 ↑ R-L ↑ D-1 ↑ D-2 ↑ D-3 ↑ ↑ ↓

PC

Dense 8.41* 13.15 49.30* 20.05* 13.98 3.07 13.44 16.37* 41.61* 63.36* 14.21* 2.38*

Local 11.59* 13.01 50.78 20.13* 13.83 2.69 13.29 12.49* 32.17* 51.12* 17.35* 2.07
Big Bird 9.00* 12.93* 50.00* 20.52* 13.78 2.64 13.33 11.83* 32.46* 52.17* 16.95* 2.37*
StrLLM 8.96 13.16 50.15 20.68 13.94 2.73 13.36 12.00* 32.64* 52.36* 17.63* 2.30*

MemBART 13.15* 11.18* 46.63* 17.65* 13.11 2.56 12.78 12.86* 30.87* 48.86* 12.23* 2.49*

Ours 8.71 13.63 51.27 20.77 13.96 3.05 13.43 14.43 37.23 58.07 17.96 2.10

MSC

Dense 7.58 19.47 52.22 28.41 16.93 2.92 15.48 12.85* 37.75* 57.51* 90.11* 1.94*

Local 8.92* 13.34* 41.14* 20.44* 13.48* 1.88* 12.61* 7.89* 22.71* 35.89* 76.68* 2.15*
Big Bird 8.42* 16.54* 46.63* 24.77* 15.32* 2.34 14.15* 8.72* 25.81* 40.34* 85.30* 1.72
StrLLM 8.38* 16.76* 47.54* 25.08* 15.25* 2.44* 14.21* 9.18* 26.93* 41.62* 86.91* 1.71
MemBART 13.73* 17.11* 49.78* 25.82* 14.93* 2.61 13.76* 10.86* 30.55* 47.37* 85.13* 1.97*

Ours 7.99 19.33 51.49 28.12 17.18 2.77 15.86 11.54 32.58 50.27 90.48 1.76

4 Experiments

4.1 Experimental setup

Datasets & baselines We conduct experiments on PersonaChat [35], Multi-Session Chat (MSC)
[36], Topical-Chat [37] and MultiWOZ [38] datasets. MSC, known for its extended conversational
context, differs from PersonaChat, which is single-session. MSC’s training set includes up to 4
sessions, and the test set comprises 5 sessions. Please refer to Appendix A for detailed information
on the datasets. We use only the dialogue portions of all datasets and explore the impact of additional
knowledge from various datasets in Appendix F.

Baseline methods include dense attention [7] for capturing all information, local attention [14] with a
fixed window size restriction, Big Bird [39] combining sliding window, global, and random attention,
and StreamingLLM [15] attending to attention sinks alongside the recent fixed window. Additionally,
we compare our method with several methods that support long contexts, i.e., MemBART [40], a
memory-augmented Transformer encoder-decoder model, and HRED [41] and VHRED [42], which
utilize hierarchical encoders capable of encoding conversations of arbitrary length7.

7Appendix B provides attention features and implementation details for both the baselines and StreamingDia-
logue
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Evaluation metrics We evaluate model performance on the dialogue generation task using several
metrics: BLEU (B-avg / B-1 / B-2, where B-avg is the average of BLEU-1 to BLEU-4 scores) [43],
ROUGE (R-1 / R-2 / R-L) [44], and Distinct (D-1 / D-2 / D-3) [45]. Additionally, we utilize two
reference-free metrics specifically designed for dialogue quality assessment: USL-H [46] and Dial-M
[47]. Perplexity (PPL) is also computed. Furthermore, we report the C scores [48] for various models
on PersonaChat to assess the consistency of the generated dialogues.

4.2 Main results

Table 1 shows evaluation results for each method on the test sets (partial results related to baselines
HRED and VHRED, metric C score, and datasets Topical-Chat and MultiWOZ, are available in
Appendix C). For generation, we use the last utterance from each test set episode as the target for the
model to generate. We also calculate the overall PPL for the entire test sets.

Our method outperforms sparse attention and memory-augmented baselines, achieving higher scores
in BLEU, ROUGE, Distinct, and USL-H, while maintaining lower PPL and Dial-M metrics. For
example, in MSC, StreamingDialogue demonstrates significant improvements over the second-best
baseline, StreamingLLM, with B-avg increasing from 16.76% to 19.33% and R-L rising from 14.21%
to 15.86%. In PersonaChat, specifically in D-2, StreamingDialogue increases from 32.64% to 37.23%
compared to StreamingLLM. The notable superiority of StreamingDialogue can be attributed to its
focus on conv-attn sinks, which compress historical information into them and cache them to enhance
long-term memory, unlike baselines that rely on local attention windows and cannot handle extended
dialogues effectively.

Furthermore, StreamingDialogue exhibits comparable performance to dense attention, e.g., in Per-
sonaChat, the difference in ROUGE is less than 0.02%. It also outperforms dense attention in terms
of R-1 and R-L in MSC and achieves better BLEU scores on PersonaChat. This validation highlights
the more accurate information conveyance capabilities of text generated by our method.

34% 35% 31%
41% 22% 37%
44% 27% 29%

Fluency
Coherence

Consistency

Win Tie Loss

Figure 3: Fluency, coherence, and consistency in human evaluations: ours vs StreamingLLM.

4.3 Human evaluation

In human evaluation, we generate dialogues from 100 randomly selected episodes of the MSC test
set. Four crowdsource evaluators compare our method with StreamingLLM in fluency, coherence,
and consistency, categorizing the outcome as win, tie, or loss. Figure 3 demonstrates our method’s
superiority across all metrics, particularly in consistency, showcasing StreamingDialogue’s superior
long-term memory capacity. We apply Fleiss’ kappa [49] to measure the agreement among four
annotators, yielding a result of 52.51%. This indicates that the inter-annotator agreement is moderate
(κ ∈ [0.4, 0.6]). More details on human evaluation are in Appendix D.

Table 2: Ablation results on MSC with different learning strategies. “Base” denotes the model
fine-tuned without SMR and LMR learning.

Model PPL BLEU-avg ROUGE-L Distinct-3

Ours 7.99 19.33 15.86 50.27

Base 8.21 17.32 10.25 46.15
LMR 8.01 18.87 15.66 49.44
SMR 8.40 18.25 15.24 48.57

4.4 Ablation results

We conduct an experiment to test the effectiveness of SMR and LMR. Results, shown in Table 2,
highlight a significant decline in model performance when either strategy is ablated, indicating the

7



importance of both strategies. The absence of SMR results in prominent declines in BLEU and
ROUGE scores, indicating inadequate information aggregation in conv-attn sinks. Consequently, the
model struggles to extract valuable information from conv-attn sinks during lengthy conversations,
resulting in reduced text quality.

Similarly, without LMR, the model’s performance declines significantly, indicating that relying solely
on SMR leads to excessive guidance, limiting the model’s ability in extended conversations. Thus,
both SMR and LMR are crucial for enhancing information gathering and text extraction across
conversations of long contexts.
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4.5 Performance on different context length

We evaluate the model performance across different conversation lengths in terms of perplexity
and BLEU under varying context length (i.e., the number of utterances in the dialogue context)
during inference, as shown in Figure 4. As dialogue length increases, StreamingDialogue exhibits
greater superiority over StreamingLLM, with perplexity stabilizing and nearing convergence, and
BLEU improving. Furthermore, StreamingDialogue maintains stable perplexity even with prolonged
conversations over 25K tokens in inference (see Figure 6). This highlights our method’s stability in
handling long dialogues and emphasizes the importance of conv-attn sinks in enhancing long-term
memory.

0 100 200 300 400 500 600 700 800
Number of Utterances

2.5
5.0

lo
gP

PL

Llama-2-7B

Figure 6: The perplexity for StreamingDialogue under the concatenated MSC test set, evaluating
approximately 25K tokens.

Table 3: Results under the non-training setting on the MSC test set.

Model Method BLEU-avg BLEU-1 BLEU-2 ROUGE-1 ROUGE-2 ROUGE-L

Llama-2-7B-Chat StreamingLLM 20.16 51.18 29.99 15.90 1.92 14.26
Ours 20.19 51.55 30.03 16.46 2.11 15.00

Llama-3-8B-Instruct StreamingLLM 16.48 39.68 24.63 16.88 1.93 15.47
Ours 16.77 40.10 24.88 17.11 2.01 15.85

Mistral-7B StreamingLLM 12.75 42.86 19.99 12.58 1.83 11.73
Ours 13.33 44.08 20.65 13.40 1.98 12.58

4.6 Performance under the non-training setting

We validate the performance of StreamingLLM and our method under a non-training setting on the
MSC test set using Llama-2-7B-Chat, Llama-3-8B-Instruct [50] and Mistral-7B [51]. As the table
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Figure 7: Comparison of attention maps before and after learning. “Base” denotes Llama-2-7B, while
“SMR & LMR” represents the model obtained post co-training with SMR and LMR on Llama-2-7B.
The “</s>” positions in the encoded sentences are: 3, 6, 13, and 21.

3 shows, our StreamingDialogue, thanks to the conv-attn sinks, retains more complete historical
information. Consequently, it consistently outperforms StreamingLLM. This demonstrates that
applying conv-attn sinks for modeling long contexts remains effective even without any training.

Table 4: Dialogue reconstruction performance.

BLEU-avg BLEU-1 BLEU-2 ROUGE-1 ROUGE-L

68.02 89.19 76.83 76.79 72.94

4.7 Information preservation

Conversation History

I just saw the greatest sunset so far this year. I know you like movies more 

than sunsets, but I heard there are supposed to be some great sunsets this 

week and I figured I should let you know that there may be some great ones.

I do like movies quite a bit, but I don't mind sunsets at all. After all, 

there are great sunsets where I live in California. Sometimes, you'll 

have the entire evening sky in shades of orange and violet. It's stunning.

Generate

StreamingDialogue

StreamingLLM

…

Do you live in the states? I live in california..

…

…

I enjoy foods like Spam musubi, loco mocos, and poi. My favorite might be 

kalua pork. The way they prepare the pig makes it taste so good.

I've never heard of any of those dishes, but I'm sure I'll be 

able to find them on the menu.

I've never heard of any of those dishes, but I'm sure I'll 

love them. I'm excited to try new things. I'm sure I'll be 

able to find some good Hawaiian food in California.

11 utterances

43 utterances

Figure 8: The generated dialogues by
StreamingLLM and StreamingDialogue for
the same input dialogue history from an MSC
episode, with an average utterance length of
L = 32 tokens. Bold italic indicates key in-
formation in the dialogue.

To assess our method’s information compression loss,
we use SMR-trained models to reconstruct dialogue
content from the MSC test set, leveraging only the
conv-attn sink of each utterance. Randomly selecting
6,000 utterances from the MSC test set, we present
the average results in Table 4. Our method achieves
a BLEU-1 score of 89.19%, signifying effective com-
pression of dialogue information with minimal losses.

4.8 Speedup for inference

Figure 5 depicts the average per-token latency and
memory usage during dialogue generation with
NVIDIA A100 GPU using various methods. As in-
put lengths increase, StreamingDialogue shows min-
imal growth in memory usage for caching conv-attn
sinks, with latency exhibiting linear growth. This sug-
gests that as dialogue length increases, StreamingDi-
alogue’s advantage becomes more promising. At an
input length of 2,048, our method demonstrates a 6 ×
improvement in memory usage compared to dense at-
tention and an 18 × improvement compared to dense
attention with re-computation. In terms of per-token
latency, our method shows a 4 × improvement com-
pared to dense attention with re-computation. More-
over, our method maintains similar latency and memory usage as StreamingLLM as context length
varies.

4.9 Impacts of SMR & LMR learning

Since the motivation of SMR and LMR learning is to improve conv-attn sinks aggregation capability,
we examine the attention maps after SMR and LMR co-training, comparing them with the base model
to confirm enhancement. Results are illustrated in Figure 7. Guided by SMR and LMR, the model’s
attention patterns transform into maps that sharply concentrate on conv-attn sinks, showcasing our
effective enhancement of their information aggregation ability.
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4.10 Case study: memory capacity

To validate StreamingDialogue’s effectiveness in enhancing long-term memory, we conduct a case
study comparing it with StreamingLLM. Figure 8 illustrates content generated by both methods.
StreamingLLM responds solely based on recent utterances, lacking connection to distant context and
coherence, thus reaffirming its unsuitability for open-domain dialogue. In contrast, StreamingDia-
logue effectively recalls distant historical information (e.g., 44 utterances ago), demonstrating the
model’s enhanced ability to remember long conversations through SMR and LMR.

4.11 Generality of conv-attn sinks

To establish the generality of the conv-attn sink phenomenon, where separators attract more attention
than other tokens within dialogues, we conduct both qualitative and quantitative analyses. Qual-
itatively, we visualize attention patterns across different training methods, attention mechanisms,
and types of dataset constructions, demonstrating that this phenomenon persists regardless of these
variables. Quantitative measures further support these findings, with a set threshold indicating signifi-
cantly higher attention on separators than on other tokens. Detailed results, including visualizations
and statistical data, are provided in Appendix E. This comprehensive analysis confirms the robustness
of the conv-attn sink phenomenon across different settings and models.

4.12 Analysis of EoU tokens’ information aggregation capability

To assess the effectiveness of EoU tokens in capturing dialogue information, we conduct experiments
using an untrained Llama-2-7B-Chat model. The model focuses solely on EoU tokens and the last
complete utterance. In a case study with the conversation: “Did you have a caramel macchiato
today?</s>Yes!</s>What kind of coffee did you have today?</s>,” the model successfully identifies
the key information, responding with, “I had a delicious caramel macchiato this morning.”

We replicate this experiment across 10 different prompt formats, each containing 20 samples. The
results indicate that 68% of the model’s responses accurately include essential information. Further
details on these formats are available in Appendix G.

4.13 Hyper-parameter sensitives
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Figure 9: Normalized performance scores
(PPL, B-avg, R-L, and D-3) on MSC for var-
ious l with s fixed at 28 and various s with l
fixed at 24.

We investigate the impact of two hyper-parameters
in our method: the number of utterances in SMR
samples (s) and the number of query-response
pairs in LMR samples (l), both ranging from
{8, 12, 16, 20, 24, 28, 32}. We maintain a constant
total number of utterances in the training set, with
examples like s = 8 × samples = 24, 000 and
s = 12 × samples = 16, 000. Results shown in
Figure 9 reveal that StreamingDialogue performs
best with higher values of s and l, optimally at
s ∈ {28, 32} and l ∈ {20, 24, 28}. This suggests
that longer texts enhance the model’s learning.

5 Conclusion

Generating high-quality open-domain dialogues with prolonged contexts is quite challenging. Existing
solutions, like dense attention, have efficiency issues. While StreamingLLM supports efficient
language modeling, it struggles to preserve historical information, leading to low-quality generation
in prolonged conversations. In this paper, we introduce StreamingDialogue, a framework capable
of facilitating efficient and prolonged dialogue. By identifying separator tokens EoU as “conv-attn
sinks” and compressing dialogue information into them with minimal losses, StreamingDialogue
conserves memory, enhances efficiency, and augments long-term memory capabilities. Additionally,
we propose two learning strategies to enhance conv-attn sink aggregation and memory reactivation.
Our method shows better performance compared to strong baselines. In the future, we will explore
extending StreamingDialogue towards never-ending dialogue in the context of lifelong learning.
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Figure 10: Attention maps’ visualization of StreamingDialogue and various other methods. In
a dialogue with T utterances, each averaging L tokens, dense attention caches TL tokens, local
attention caches R tokens (where R is the window size), Big Bird caches global size + random size
+ R tokens, StreamingLLM caches R + 1 tokens, and StreamingDialogue requires caching up to
1 + T + 2L tokens.

A Dataset details

Refer to Table 5 for specific details regarding the PersonaChat, MSC, Topical-Chat and MultiWOZ
datasets.

Table 5: Details of dialogue datasets. We present the number of utterances (Utts.) and the average
length per utterance (Avg. L) for each session in the training and test sets.

Data Data Type Train Test
Utts. Avg. L Utts. Avg. L

PersonaChat Total 122499 13.59 14602 13.85

MSC

Session 1 59894 14.16 6572 15.47
Session 2 46420 31.44 5939 30.86
Session 3 47259 32.90 5924 32.94
Session 4 11870 32.25 5940 34.67
Session 5 - - 5945 36.43

Total 165443 25.66 30320 29.77

Topical-Chat Total 188378 26.76 11760 26.98

MultiWOZ Total 113552 18.92 14744 19.23

B Attention patterns & implementation details

We visualize the attention maps of StreamingDialogue and several other baselines focusing on
different attention patterns, as shown in Figure 10. Below are the details of the experiments for each
method.

During the SMR & LMR phase, we construct a short-memory reconstruction dataset comprising
ns = 6857 samples, each containing a random selection of s = 28 utterances from dialogue datasets.
Simultaneously, for the long-memory reactivation dataset, we generate nl = 8000 samples, each
consisting of a random selection of l = 24 query-response pairs from the full set of query-response
pairs in dialogue datasets, with one additional pair randomly chosen from the l pairs appended to the
end of each sample. The SMR and LMR datasets are merged and shuffled for co-training Llama-2-7B.
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We only train the attention layer for 1 epoch, with the learning rate set to 5e-5, utilizing cosine
annealing for adjusting the learning rate, and setting the warm-up step to 0. The SMR & LMR phase
requires about 2 hours on two A100-40G GPUs.

In the supervised learning phase, StreamingDialogue undergoes fine-tuning based on the model
trained with SMR & LMR, while baselines focusing on different attention patterns are fine-tuned on
Llama-2-7B. All models fine-tune only the attention layer for 2 epochs, with the learning rate set
to 5e-5, utilizing cosine annealing for adjusting the learning rate, and setting the warm-up step to 0.
This phase demands only approximately 1 hour on two A100-40G GPUs. MemBART, HRED and
VHRED can be fine-tuned directly on dialogue datasets.

In inference, we set the maximum generation length to 120 and report the average results of all
episodes. Dialogue generation takes only about 15 minutes on a single A100-40G GPU.

C Additional results for main evaluation

Table 6 presents the experimental results incorporating baselines HRED and VHRED. Our method
achieves favorable results compared to any baseline across all metrics.

Table 6: Results on the MSC dataset. ↓ indicates lower values are better, while ↑ indicates the
opposite. The highest-performing result for each metric is highlighted in bold, and the second-highest
is underlined.

Method B-avg ↑ R-1 ↑ R-2 ↑ D-1 ↑ D-2 ↑ USL-H ↑ Dial-M ↓
StreamingLLM 16.76 15.25 2.44 9.18 26.93 86.91 1.71
HRED 15.72 14.75 1.85 7.37 20.91 58.70 2.13
VHRED 17.02 15.16 1.48 5.28 14.72 59.31 2.35

Ours 19.33 17.18 2.77 11.54 32.58 90.48 1.76

Table 7 reports the results of the C score on PersonaChat. Our StreamingDialogue still achieves the
best results among the baselines, except for dense attention. As an efficient algorithm, our method
can significantly improve the speed compared to dense attention while maintaining the contextual
and character consistency of long conversations.

Table 7: Results of the C score on the PersonaChat dataset. ↑ indicates higher values are better.

Method Dense Local Big Bird StreamingLLM MemBART Ours

C (%) ↑ 3.10 -3.40 -4.00 -4.70 0.77 2.70

Table 8 presents the results for the Topical-Chat and MultiWOZ datasets, where our method outper-
forms all strong baselines by retaining more complete historical information.

D Human evaluation details

D.1 Information about evaluators

We engage four crowdsource evaluators to assess the performance of our method. These evaluators
exhibit outstanding English proficiency, enabling them to accurately discern subtle nuances and
meanings in language expressions. Moreover, they possess a comprehensive understanding of the
distinctions among fluency, coherence, and consistency, and are adept at determining which response
is superior. In terms of human evaluation, we pass the review by relevant institutions, and we
anonymize all evaluators’ responses. After a reasonable assessment of the workload, we pay each
evaluator $1.70 per 10 samples.

D.2 Task description

Table 9 presents the detailed task description provided to evaluators, where responses generated by
different models are randomized in each sample.
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Table 8: Results on the Topical-Chat and MultiWOZ datasets. ↓ indicates lower values are better,
while ↑ indicates the opposite. The highest-performing result for each metric is highlighted in bold,
and the second-highest is underlined.

Data Method PPL ↓ ROUGE-1 ↑ ROUGE-2 ↑ ROUGE-L ↑ Dial-M ↓

Topical-Chat

Dense 9.49 15.70 3.65 14.88 3.09
Local 27.55 12.60 2.09 10.37 7.02
Big Bird 10.36 14.21 3.55 11.79 3.01
StreamingLLM 10.34 14.25 3.55 11.84 3.05
MemBART 12.54 13.86 2.98 13.18 2.83
Ours 9.80 15.46 3.99 14.37 2.66

MultiWOZ

Dense 4.51 24.79 13.93 24.67 2.27
Local 5.38 24.26 13.47 24.15 2.45
Big Bird 4.79 24.38 13.26 24.30 2.51
StreamingLLM 4.76 23.66 13.09 23.41 2.47
MemBART 5.36 20.05 12.41 19.94 2.37
Ours 4.34 25.26 14.27 25.20 2.25

Table 9: Task description provided to evaluators in human evaluation.

Task description

We aim to evaluate the quality of dialogues generated by various models, specifically focusing on fluency,
coherence, and consistency. You will be presented with a dialogue history followed by two responses
generated by different models for the latest utterance. For each evaluation metric—fluency, coherence, and
consistency—please identify the superior response. Assign a “1” if the first response is better, a “2” if the
second response is better, and “0” if both responses are of equal quality. Ensure that your selections clearly
reflect which response better meets each metric.

The specific descriptions of the three metrics are as follows:

(1) Fluency assesses whether the response itself is well-written and grammatically correct.
(2) Coherence refers to the response being relevant to the content of the historical dialogue.
(3) Consistency requires the response to remain consistent with the persona information and objective facts
from the historical dialogue.

E Details on the generality of conv-attn sinks

To demonstrate the generality of the conv-attn sink phenomenon, i.e., the model aggregates more
attention on separators than on other words and tokens, we provide both qualitative and quantitative
analysis.

For qualitative analysis, we visualize the attentions using various training methods, attention
mechanisms, and dataset constructions to observe the behavior of attention patterns.

(1) Regarding the independency on the training methods, we compare Llama2 with GLM [52]. Llama2
is pretrained by the next-token prediction objective, while GLM is pretrained on an autoregressive
blank infilling objective.

(2) Regarding the independency on the attention mechanisms, we compare Llama2 with BERT [53].
Llama2 uses a unidirectional causal attention mechanism, while BERT uses a bidirectional attention
mechanism.

(3) Reagarding the independency on the dataset constructions, we compare two-person dialogues with
multi-party dialogues. Otherwise, we also have validated that the different separators for orgnizing
the dialogue also exhibit the same phenomenon, as illustrated in Figure 1.

The visualization results under different settings are shown in Figure 11, which demonstrates the
consistent conclusion that separators will attract more attention than other tokens in the dialogue.
For the two-person dialogue, the data we use is “<BOS>Hey!<EOS>Morning<EOS>Wanna grab
coffee later?<EOS>Totally! Starbucks?<EOS>,” and for the multi-party dialogue, the data we
use is “<BOS>Alice: How was your weekend<EOS>Bob: Good, yours?<EOS>Charlie: Great,
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Figure 11: Attention maps under different settings.

thanks<EOS>Alice: Awesome<EOS>.” “<BOS>” denotes the start symbol, and “<EOS>” denotes
the end symbol.

For quantitative analysis, we set a threshold indicating the occurrence of the conv-attn sink phe-
nomenon in an attention head. This threshold is defined as the average attention aggregated by
conv-attn sinks being three times or more than that aggregated by normal tokens. We report the
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Table 10: Proportion of attention heads exhibiting the conv-attn sink phenomenon across models.

Model Llama2 GLM BERT

Proportion (%) 14.36 16.32 79.86

proportion of these conv-attn heads among all attention heads using three heterogeneous models,
as depicted in the Table 10. This illustrates the universality of the conv-attn sink. Furthermore, we
observe a stronger tendency of the conv-attn sink in the BERT model, warranting further investigation
in our future work.

F Impact of additional knowledge

The original datasets used for both training and testing contain some additional knowledge: Persona-
Chat includes personas, Topical-Chat includes grounding knowledge, and MultiWOZ includes
belief states. Our main experiments utilize only the dialogue portions of these datasets, without
leveraging the additional knowledge. To make our results more compelling, we explore the impact of
incorporating this extra knowledge into our experiments.

For MultiWOZ, we add the belief states before each corresponding utterance. The results are shown
in the Table 11.

Table 11: The results of integrating the belief states on the MultiWOZ dataset.

Method PPL BLEU-avg BLEU-1 BLEU-2 Distinct-1 Distinct-2 Distinct-3

Dense 1.92 25.56 48.33 29.14 3.74 6.86 8.89
StreamingLLM 2.19 25.70 47.53 29.21 4.48 9.09 12.60
Ours 1.98 25.77 48.58 29.38 5.30 10.03 13.60

Since our method retains historical information by compressing each utterance’s information into
conv-attn sinks, only the conv-attn sinks from the previous utterances will be attended to in subsequent
utterances. Therefore, for Topical-Chat and Persona-Chat, we consider two settings:

(1) We treat each sentence of the grounding knowledge/persona profiles as an utterance, and the
subsequent utterances can only attend to their conv-attn sinks. The results are shown in the Table 12.

Table 12: Results on the Topical-Chat and Persona-Chat datasets under the setting of treating each
sentence of the grounding knowledge/persona profiles as an utterance.

Data Method PPL Distinct-2 Distinct-3 Dial-M

PersonaChat
Dense 7.19 43.56 66.27 2.53
StreamingLLM 8.36 33.17 53.58 2.47
Ours 7.60 39.16 61.06 2.36

Topical-Chat
Dense 3.24 39.07 57.64 4.32
StreamingLLM 8.31 16.87 23.56 3.72
Ours 3.20 31.47 49.10 2.57

(2) We use the grounding knowledge/persona profiles as a prompt: “The conversation will be based
on the following knowledge: <knowledge> detailed knowledge <conversation>” in Topical-Chat and
“The conversation will be based on the following persona profile: <persona> detailed persona profiles
<conversation>” in Persona-Chat, allowing the subsequent utterances to fully attend to it. The results
are shown in the Table 13.

In a setting that includes grounding knowledge, our method consistently retains the memory of both
grounding knowledge and historical dialogue. As a result, our method still outperforms the baseline,
except for dense attention. As an efficient algorithm, our method can significantly improve speed
compared to dense attention while maintaining the contextual and character consistency of long
conversations.
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Table 13: Results on the Topical-Chat and Persona-Chat datasets under the setting of treating the
grounding knowledge/persona profiles as a prompt.

Data Method PPL Distinct-2 Distinct-3 Dial-M

PersonaChat
Dense 7.93 44.26 66.63 2.48
StreamingLLM 7.99 36.40 57.44 2.91
Ours 7.67 37.82 58.93 2.57

Topical-Chat
Dense 11.64 36.98 54.96 4.60
StreamingLLM 30.37 26.07 34.26 3.61
Ours 10.21 32.16 50.41 2.97

G Examples of prompt formats

Examples of prompt formats are as follows, where the “keywords” will be replaced with specific
content.

1. “template”: “A and B went to PLACE today.</s>They had a great time.</s>Who did A go
to PLACE with today?</s>”,
“keywords”: “A”: “person”, “B”: “person”, “PLACE”: “place”,
“answer key”: “B”

2. “template”: “B made A’s favorite food, FOOD, today.</s>A was delighted.</s>What food
did B make for A today?</s>”,
“keywords”: “A”: “person”, “B”: “person”, “FOOD”: “food”,
“answer key”: “FOOD”

3. “template”: “A was doing ACTIVITY when B called.</s>A had to stop and answer the
call.</s>What was A doing when B called?</s>”,
“keywords”: “A”: “person”, “B”: “person”, “ACTIVITY”: “activity”,
“answer key”: “ACTIVITY”

4. “template”: “A bought a new ITEM today.</s>B was impressed by A’s purchase.</s>What
item did A buy today?</s>”,
“keywords”: “A”: “person”, “B”: “person”, “ITEM”: “item”,
“answer key”: “ITEM”

5. “template”: “A participated in an EVENT today.</s>B cheered them on.</s>What event did
A participate in?</s>”,
“keywords”: “A”: “person”, “B”: “person”, “EVENT”: “event”,
“answer key”: “EVENT”

H Limitations

StreamingDialogue significantly reduces space and time complexity during the inference stage.
Additionally, we can outperform the baseline under the non-training setting without additional cost.
To optimize LLMs for the conv-attn sinks mode, we implement two learning strategies: short-memory
reconstruction and long-memory reactivation. Consequently, this inevitably increases computational
costs under the training setting, with the SMR and LMR phases requiring about two hours on two
A100-40G GPUs.

While StreamingDialogue effectively enables prolonged conversations with long-term memory,
there’s merit in exploring selective caching of conv-attn sinks, focusing only on those aggregating
key information. This will further enhance inference speed and reduce memory usage. Additionally,
our utilization of dialogue structure is somewhat limited, and we aim to leverage conv-attn sinks to
explore more intricate dialogue features in the future. Furthermore, evaluating our method across a
wider range of structured texts will offer a more comprehensive assessment.
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I Broader impacts and safety issues

This paper identifies the conversational attention sink (conv-attn sink) phenomenon and proposes
two learning strategies to naturally compress extended dialogue history into conv-attn sinks and
effectively retrieve memories in subsequent conversations, thereby enabling prolonged streaming
dialogue. Additionally, the datasets utilized, including PersonaChat and MSC, as well as the pre-
trained models Llama-2-7B and Llama-2-7B-Chat, were sourced from their respective publishers
through official open-source channels. Our enhancements are purely architectural and we will not
release any new models or datasets. Nonetheless, the capability to efficiently compress and retrieve
long dialogues may allow this technology to be used for monitoring conversations over extended
periods, thus raising privacy concerns and the potential for surveillance without proper consent or
transparency.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: In the abstract, we claim that StreamingDialogue efficiently compresses
dialogue history into conversational attention sinks with minimal losses, enhancing the
model’s long-term memory and facilitating prolonged streaming conversations.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We create a separate "Limitations" section, i.e., Section H.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]

Justification: Our paper does not introduce theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have shared a URL that contains executable code, enabling easy reproduc-
tion of our experiments.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We have open-sourced our code and shared the link.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: See Section 4 and appendices.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We present the statistical significance of the experiments in Table 1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: We provide detailed information on the computing resources required to
reproduce the experiments in Section B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have conformed the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: See Section I.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: See Section I.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have correctly cited all the data, scripts, and models we used.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We have included a README document with our code.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [Yes]
Justification: See Section D.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [Yes]
Justification: See Section D.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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