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Abstract001

In-context learning has emerged as the standard002
method for text classification with large lan-003
guage models (LLMs), particularly excelling in004
scenarios with limited annotated training data.005
However, their performance on long-context006
inputs such as business-to-business (B2B) con-007
versations remains underexplored.008

We introduce the Call Playbook dataset: five009
novel classification tasks derived from real-010
world B2B conversations targeting core sales011
concepts. Analysis reveals that traditional few-012
shot learning suffers from performance degra-013
dation and prohibitive computational costs in014
these long-context settings.015

To address these challenges, we propose knowl-016
edge extraction methods that transform verbose017
examples into compact, interpretable represen-018
tations using structured classification criteria019
and explicit task descriptions. Through com-020
prehensive experiments across five LLMs and021
varying few-shot ranges, we achieve up to 7%022
macro-averaged AUC improvements over tra-023
ditional few-shot in-context learning with up to024
99% reduction in token usage.025

The interpretable nature of our generated ar-026
tifacts enables effective user-in-the-loop col-027
laboration, where users with varying expertise028
levels can directly modify classification logic.029
These contributions offer a practical solution030
for long-context classification tasks, addressing031
critical needs for transparency, efficiency, and032
user interaction in real-world applications.1033

1 Introduction034

Recent advances in large language models (LLMs)035

have transformed natural language processing036

(NLP), particularly through in-context learning037

(ICL), where models perform tasks by condition-038

ing on few examples without parameter updates039

(Brown et al., 2020; Min et al., 2022). This040

1Data and code will be released upon acceptance.

paradigm, commonly implemented through few- 041

shot learning approaches, has demonstrated remark- 042

able success across diverse NLP tasks (Sanh et al., 043

2022; Chowdhery et al., 2023). However, its appli- 044

cation to specialized domains such as business-to- 045

business (B2B) communications presents unique 046

challenges that have yet to be thoroughly examined 047

(Gupta et al., 2022; Chamieh et al., 2024). 048

B2B conversations represent a particularly com- 049

plex domain characterized by extended dialogues, 050

specialized terminology, and diverse business con- 051

texts (Grosz et al., 1995; Dean et al., 2017). Our 052

analysis shows that standard in-context learning, 053

despite its general success in other domains, ex- 054

hibits severe performance degradation as the num- 055

ber of examples increases in long-context settings, 056

challenging the conventional assumption that more 057

examples improve performance (Agarwal et al., 058

2024; Bertsch et al., 2024). 059

Additionally, B2B classification tasks require a 060

high degree of interpretability and transparency for 061

business professionals to validate decisions, ensure 062

compliance, and maintain trust in automated sys- 063

tems (Doshi-Velez and Kim, 2017; Lipton, 2018). 064

To address these requirements, we introduce five 065

novel B2B classification datasets derived from real- 066

world conversations that target prospect understand- 067

ing across fundamental sales concepts: Business 068

Goals, Decision Criteria, Decision Makers, Deci- 069

sion Making Process, and Pain Points. 070

To overcome the limitations of conventional few- 071

shot learning for complex texts, we develop alter- 072

native methods that distill classification knowledge 073

into compact and interpretable formats. Our frame- 074

work converts few-shot examples into explicit clas- 075

sification criteria and task descriptions, creating 076

transparent artifacts that facilitate automated pro- 077

cessing and human oversight of B2B applications. 078

Our contributions are multifold: (1) We intro- 079

duce a new B2B dataset spanning five core sales 080

concepts. (2) We propose novel ICL methods that 081
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transform few-shot examples into explicit classifi-082

cation rules and task descriptions. (3) Extensive ex-083

periments demonstrate superior performance over084

standard few-shot baselines. (4) Our approach085

yields significant computational savings through086

token reduction and faster inference times. (5) The087

framework offers interpretability, enabling human-088

in-the-loop enhancement and user guidance. (6)089

We support cross-model knowledge transfer, allow-090

ing large models to generate task instructions for091

deployment on smaller ones.092

2 Related Work093

2.1 In-Context Learning (ICL)094

In-context learning (ICL) has emerged as a ma-095

jor development in NLP, showcasing the ability of096

LLMs to perform diverse tasks using a few labeled097

samples provided in the prompt, without requiring098

explicit fine-tuning (Brown et al., 2020; Dong et al.,099

2024). This capability, first demonstrated by mod-100

els such as GPT-3, has spurred extensive research101

into its mechanisms, performance, and limitations.102

Much of this research explores the role of demon-103

strations in ICL, focusing on prompt design and104

the selection and ordering of examples (Liu et al.,105

2022; Pan et al., 2023). Strategies include retriev-106

ing semantically similar instances (Rubin et al.,107

2022) or modeling inter-example relationships (Ye108

et al., 2023), as well as employing active learning109

to select effective subsets (Zhang et al., 2022). In110

contrast, this work derives task-specific knowledge111

directly from a small number of examples.112

Another direction utilizes natural language task113

descriptions written independently of examples114

(Weller et al., 2020), and refines them through115

prompt optimization or synthetic data generation116

(Pryzant et al., 2023; Levi et al., 2024). By contrast,117

our approach derives criteria and task descriptions118

directly from labeled examples, capturing the es-119

sential properties of the task from the data itself.120

While prior work focuses on compressing in-121

struction length (Wingate et al., 2022; Jiang et al.,122

2023b), we address a different bottleneck, where123

prompt length is mostly due to lengthy examples124

rather than instructions. We reduce this overhead125

by transforming verbose demonstrations into con-126

cise, structured knowledge.127

Furthermore, ICL struggles with long contexts,128

especially when many examples are used (Li et al.,129

2024). Our method tackles this by achieving strong130

performance with fewer tokens through distilled131

task instructions, which offer built-in interpretabil- 132

ity for long texts such as B2B conversations. 133

2.2 NLP for the B2B Domain 134

B2B conversations pose distinct challenges for 135

NLP due to their complexity. These dialogues 136

involve multiple stakeholders, long sales cycles, 137

and domain-specific language (Grewal et al., 2022; 138

Wu et al., 2024). Business signals are often im- 139

plicit (Voria et al., 2024), reflecting a broader chal- 140

lenge for LLMs in handling semantic variability 141

across specialized domains. This positions B2B 142

conversations as a rigorous benchmark for eval- 143

uating the ability of LLMs to interpret nuanced, 144

context-specific language. 145

NLP is increasingly applied in the B2B do- 146

main for tasks such as business goal identification 147

(Campbell et al., 2003; Spruit et al., 2021) and sales 148

enhancement (Patel et al., 2022). Other studies 149

focus on understanding sales conversations (Chai 150

et al., 2001) and expertise location (Campbell et al., 151

2003). We contribute novel conversational B2B 152

datasets enabling deeper analysis of how prospects 153

communicate in real sales interactions. 154

NLP and machine learning also support cus- 155

tomer segmentation (Lieder et al., 2019) and sales 156

forecasting (Bohanec et al., 2017; Zahid et al., 157

2021; Rohaan et al., 2022), though these often rely 158

on structured data or limited text analysis. In con- 159

trast, our approach automatically generates task 160

descriptions and criteria to guide ICL, enabling 161

LLMs to more directly and transparently interpret 162

prospect behavior in long B2B dialogues. 163

3 The Call Playbook Dataset 164

This section describes the data collection, text pro- 165

cessing, and annotation processes used to construct 166

the Call Playbook dataset. 167

3.1 Dataset Overview 168

We constructed the Call Playbook dataset from 169

50 English B2B sales calls. Each transcript is struc- 170

tured as a sequence of monologues attributed to 171

speakers on either the seller or the prospect side. 172

The dataset contains annotations for five key sales 173

concepts targeting the prospect side. Each concept 174

captures a distinct aspect of the prospect’s intent 175

and purchasing process: 176

• Business Goals describe the outcomes or ob- 177

jectives the prospect wishes to achieve. 178

• Decision Criteria refer to the standards used 179

to evaluate potential solutions. 180
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• Decision Makers identify individuals or roles181

involved in making the purchasing decision.182

• Decision Making Process refers to the se-183

quence of steps the prospects follow when184

making a decision.185

• Pain Points reflect the challenges and obsta-186

cles the prospect seeks to address.187

3.2 Data Annotation188

Annotation was carried out by three trained in-189

house annotators, who labeled textual spans where190

each concept was expressed. Each call was seg-191

mented into overlapping snippets of five consecu-192

tive monologues with an overlap of one monologue193

between adjacent snippets.2 This segmentation194

yields compact, context-rich units that preserve the195

flow of conversation while enabling targeted clas-196

sification. Each snippet was then assigned binary197

labels for the five concepts: a snippet was marked198

positive if it contained at least one annotated span199

for a concept, and negative otherwise.200

For each concept, we created class-balanced201

train and test sets containing 200 samples each.202

When positive examples were limited, we evenly203

split them between sets and filled the remainder204

with randomly sampled negatives. To avoid data205

leakage, we ensured calls do not overlap between206

sets. Our downsampling approach ensures consis-207

tency across datasets and mitigates class imbalance,208

which could otherwise skew model performance.209

The data set was thoroughly processed and210

anonymized to protect sensitive information, as211

detailed in Appendix B. Key dataset statistics and212

representative examples, illustrating its diversity213

and complexity, are provided in Appendix C.214

4 Methodology215

This section presents our approach to enhancing216

the effectiveness of ICL for classification tasks. We217

begin by formalizing the problem setup and then218

describe our novel methods for improving few-shot219

classification performance within this framework.220

4.1 Problem Setup221

To reflect practical constraints in conversational222

analysis, we consider the problem of classifying223

conversational segments into domain-relevant cat-224

egories under conditions of minimal task specifi-225

cations and few labeled examples. We define this226

setup formally as follows:227

2Short monologues containing fewer than five words are
excluded from the count.

Given a short user-provided task intent i and a 228

labeled dataset E = {(xj , yj)}Mj=1, where each xj 229

is a conversational segment and yj ∈ C is its corre- 230

sponding class label from the set of possible classes 231

C, our goal is to build a classifier f : X → C that 232

can accurately predict labels for new conversation 233

snippets. In our experimental setup, we focus on 234

binary classification where C = {0, 1}, with 1 in- 235

dicating the presence of the target concept and 0 236

indicating its absence. 237

This classification task presents multiple chal- 238

lenges: user-provided task intents are often vague, 239

annotated data is scarce, and dialogues are lengthy 240

and contextually rich. The domain concepts in- 241

volved frequently require subtle interpretation, and 242

conventional few-shot prompting becomes ineffi- 243

cient at scale due to token limitations. 244

4.2 Classification Process 245

Our general classification framework, illustrated in 246

Figure 1, proceeds as follows: 247

Step 1: Sample Selection. We randomly sample a 248

small subset of N labeled examples from the train- 249

ing set E, preserving the original class distribution, 250

to serve as the basis for ICL. This step is shared 251

across all proposed methods. 252

Step 2: Knowledge Extraction. Based on these 253

examples, we either use them directly in a standard 254

few-shot prompt or transform them into distilled 255

knowledge, such as criteria or detailed descriptions, 256

using an LLM. 257

Step 3: Prompt Construction. We construct a 258

classification prompt that includes the user intent i, 259

either the sampled examples or the derived knowl- 260

edge, and the test snippet xtest to be classified. For 261

all methods, we use the same classification prompt 262

template, further discussed in Appendix D. 263

Step 4: Classification. We query an LLM with 264

the constructed prompt to obtain a classification 265

prediction ŷ ∈ C for each test snippet. 266

Rather than relying on raw examples in the 267

prompt, our method introduces a knowledge extrac- 268

tion phase that summarizes them into generalizable 269

knowledge. This not only overcomes token limi- 270

tations in few-shot setups but also supports strong 271

performance and improved user interpretability. 272

4.3 Classification Methods 273

4.3.1 Few-shot Learning (Examples) 274

The standard few-shot learning approach, which we 275

denote as "Examples", serves as our main baseline. 276

In this method, we directly include the N sampled 277
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 EXAMPLES

 Posit ive Examples

 Example 1: 

 [PROSPECT_A]  "We' re losing too 

 much time tracking inventory

 manually."

 [SELLER_A]  "No worries. We can  

 automate that for you."

 Example 2: ... 

 Negative Examples

 Example 1:

 [PROSPECT_A]  " I' ll need to check  

 that with the f inance team"

 [SELLER_A]  "Sure, keep me 

 updated."

 

Exanple 2: ...

 CRITERIA GENERATION

 Your task is to generate two lists:

 A list of positive criteria: Conditions that

 indicate the presence of the objective.

 

 A list of negative criteria: Conditions that 

 indicate the absence of the objective.

 ...

 DESCRIPTION GENERATION

 Your task is to generate a detailed

 description of the classif ication task

 allowing for the identif ication of the

 objective in text snippets.

 ...

 CLASSIFICATION 

 Analyze the following text snippet and identify

 whether the prospect discusses their pain points 

 in the context of the purchasing process.

 ...

 

 Base your classif ication on the objective and the  

 examples /  criteria /  descript ion provided above. 

 ...

 <format>

 <rationale> [Your reasoning] </rationale>

 <label> [Positive or Negative] </label>

 </format>

TEXT SNIPPET

[PROSPECT_A]  " It?s taking us weeks 

to onboard new clients."

[SELLER_A]  "We can help you 

streamline the process instantly."

Examples

  Know ledge Section

 DESCRIPTION

 The task is to identify whether the 

 prospect discusses their pain points ... 

 

 Label a text snippet as positive if  ...

 

 Label a text snippet as negative if  ...

Examples(b)

(c)

 CRITERIA

 Posit ive Criteria

 Criterion 1: Specif ic statements about ... 

 Criterion 2: ...

 Negative Criteria

 Criterion 1: General statements about ...

 Criterion 2: ...

(a)

(c)

(b)

DeCrEx

(b)

(c)

Figure 1: Classification framework overview. The process begins by sampling labeled examples (a), which are either
used directly in the knowledge section (traditional few-shot learning) or transformed through knowledge extraction
into criteria lists (b) or a task description (c). This extracted knowledge replaces raw examples in the classification
prompt, producing structured predictions with explicit rationales for enhanced classification performance.

examples in the classification prompt to provide278

guidance for the model, as shown in Figure 8.279

While this approach has proven effective for280

many tasks, it faces notable challenges in conversa-281

tional domains. Each snippet can be hundreds of282

words long (see Table 2), quickly consuming token283

budget as N increases. Additionally, the model284

must infer classification rules implicitly from ex-285

amples, which may lead to poor generalization,286

especially when the task is difficult or underspeci-287

fied.288

4.3.2 Summary-Ex Method289

To harness the advantages of information compres-290

sion and reduced contextual noise, we introduce291

"Summary-Ex" (Summary from Examples) as an292

intermediate baseline. This method replaces the293

full examples with concise summaries that retain294

essential discriminative information:295

Step 2: Example Summarization. We prompt an296

LLM to generate a brief summary for each exam-297

ple, condensing it to 3-5 sentences while preserv-298

ing the original conversation format and speaker299

affiliations. The summarization process focuses on300

removing redundant information and filler words301

while retaining all discussed business content and302

maintaining the essential structure and flow of the303

conversation. The detailed prompt for summariza-304

tion is provided in Appendix E.1.305

Steps 3-4: Classification with Summarized Ex-306

amples. We substitute the original sampled ex-307

amples with their summarized variants within the308

standard few-shot prompt format to classify the309

original text snippets. 310

This approach reduces token usage compared 311

to full examples while maintaining the intuitive 312

example-based learning paradigm. However, it still 313

requires the model to implicitly infer classification 314

patterns and may lose important contextual nuances 315

during the summarization process. 316

4.3.3 Criteria-Ex Method 317

Our first alternative, "Criteria-Ex" (Criteria from 318

Examples), extracts explicit classification criteria 319

from training examples rather than relying on im- 320

plicit pattern inference: 321

Step 2: Knowledge Extraction. We instruct the 322

relevant LLM to generate two lists of criteria based 323

on the sampled examples and the user intent i: (1) 324

a list of positive criteria indicating the presence 325

of the concept in the text snippet, and (2) a list of 326

negative criteria indicating its absence. The prompt 327

(detailed in Appendix E.2) directs the model to an- 328

alyze the distinguishing patterns between positive 329

and negative examples. For binary B2B tasks, this 330

entails identifying patterns that indicate whether a 331

concept is discussed or not in the conversation. 332

Steps 3-4: Classification with Criteria. We pro- 333

ceed with classification by replacing the few-shot 334

examples in the classification prompt with the gen- 335

erated criteria (see Figure 9) 336

This approach significantly reduces token usage 337

compared to few-shot examples, as the criteria typi- 338

cally require far fewer tokens than the original con- 339

versation snippets. It also enhances explainability 340

by making classification logic explicit rather than 341
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implicit, and improves generalization by extracting342

patterns rather than relying on specific examples.343

4.3.4 Description-Ex Method344

Our next method, "Description-Ex", similarly trans-345

forms Examples into a detailed task description that346

extends beyond the short user intent:347

Step 2: Knowledge Extraction. We prompt the348

relevant LLM to analyze the sampled examples349

and user intent i to generate a comprehensive task350

description that captures the essence of the classifi-351

cation task. The description explains the character-352

istics that indicate the presence or absence of the353

target concept, and provides a coherent explanation354

of the concept boundaries. The prompt for generat-355

ing descriptions is provided in Appendix E.3.356

Steps 3-4: Classification with Description. We357

replace the few-shot examples with the generated358

description in our classification prompt (see Fig-359

ure 10) and proceed with classification.360

This approach offers benefits similar to Criteria-361

Ex but provides a cohesive narrative explanation362

that may better capture complex relationships and363

context-dependent aspects of classification. Its364

structured format aligns more naturally with how365

LLMs process instructions, which can improve gen-366

eralization in challenging scenarios where rigid367

criteria may overlook important subtleties.368

4.3.5 Iterative Improvement Methods369

We further investigate whether our proposed meth-370

ods can be enhanced through iteration, examining371

the potential for refining derived knowledge.372

Criteria-De generates classification criteria373

from a previously generated task Description, pro-374

duced by Description-Ex, rather than directly from375

examples. The associated prompt is detailed in376

Appendix E.2.377

Description-Cr generates a task description378

from previously generated Criteria, produced by379

Criteria-Ex, testing whether structured criteria can380

be expanded into a more comprehensive narrative.381

The associated prompt is detailed in Appendix E.3.382

These iterative variants illustrate how knowledge383

representations can be progressively refined, e.g.,384

from examples to descriptions to criteria and back,385

revealing their complementary roles. This capac-386

ity for stepwise enhancement renders the approach387

especially well-suited for dynamic, human-in-the-388

loop workflows, where evolving guidance or label-389

ing needs are met through successive refinements390

rather than redesigning prompts from scratch.391

5 Experiments 392

We evaluate all methods on the five concepts of 393

Call Playbook. Using ICL, we systematically 394

vary the number of examples (0, 10, 25, 50, 75, 395

and 100) to assess performance across different 396

few-shot levels3. 397

Examples are randomly sampled while preserv- 398

ing the original class distribution. To mitigate po- 399

tential biases and ensure statistical reliability, we 400

repeat each configuration five times with different 401

random samples and report averaged metrics. 402

Our evaluation covers five LLMs of varying ca- 403

pabilities: GPT-4o (Hurst et al., 2024), Claude Son- 404

net 3.7 and Claude Haiku 3 (Anthropic, 2024), as 405

well as Mistral Large and Mistral Small (Jiang et al., 406

2023a). This selection includes both proprietary 407

and open-weight models with diverse architectures 408

and parameter scales. To ensure a fair comparison, 409

we use the same set of examples across all models. 410

For implementation, we use the LangChain 411

framework4 with the Azure API for GPT-4o and 412

the AWS Bedrock API for the remaining models. 413

We set temperature to 0 for deterministic outputs. 414

6 Results 415

6.1 Main Results 416

Our analysis of ICL methods across various LLMs 417

and datasets reveals several key patterns in classi- 418

fication performance. Figure 2 presents a compre- 419

hensive view of macro-average F1 scores, with the 420

top row showing average performance across mod- 421

els and the bottom row displaying results across 422

concepts. The complete results for all models and 423

concepts are presented in Appendix I. 424

Method Performance Overview Across all ex- 425

periments, our advanced prompting methods 426

consistently outperform the basic example- 427

based methods, with criteria and description vari- 428

ants performing similarly. AUC analysis shows a 429

tight cluster: Criteria (De: 76.3%, Ex: 76.2%), De- 430

scription (Cr: 75.9%, Ex: 75.6%), while Summary- 431

Ex (72%) and Examples (69.3%) trail behind. 432

Few-shot Scaling Patterns Our analysis reveals 433

distinct patterns in average macro-F1 scores as few- 434

shot examples increase. The most striking finding 435

is that the standard few-shot (Examples) method 436

3In zero-shot scenarios, our criteria- and description-based
methods distill information solely from the user intent, leverag-
ing general knowledge to enable operation without examples.

4https://www.langchain.com/
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Figure 2: Top: Macro-average F1 performance for each model, averaged over all concepts. Bottom: Macro-average
F1 performance for each concept, averaged over all models.
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exhibits severe performance degradation as the 437

number of few-shot examples increases. This 438

phenomenon is consistent across all experiments, 439

highlighting the inherent difficulty of our long- 440

context datasets. The Examples method degrades 441

dramatically from 71.5% at 0-shot to 60.7% at 442

100-shot on average. This observation is also true 443

for the Summary-Ex method, which shows similar 444

degradation down to 64.7%, implying that summa- 445

rization alone cannot fully address this challenge. 446
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Remarkably, our proposed methods show ro-447

bustness to context length, with Description-448

Ex showing steady improvement from 0-shot449

(71.5%) to 100-shot (72.6%) with minimal fluc-450

tuation. Criteria-De demonstrates the largest451

overall gains from 69.3% to 72.2%. In contrast,452

Description-Cr and Criteria-Ex peak at inter-453

mediate shot counts, both at 25 shots with 72.4%454

and 71.9% respectively, before declining to 71.3%455

and 70.3%, indicating performance saturation.456

Model Comparison Figure 2 (Top) indicates that457

Sonnet 3.7 achieves the highest performance458

overall with 77% macro-average F1, showing459

strong scaling and peak performance at 25 shots.460

GPT-4o performs consistently until 50 shots be-461

fore declining, while both Mistral models exhibit462

clear degradation as shots increase, with Mistral463

Small peaking early at 10 shots. Haiku 3 shows464

minimal variation between medium and high shots465

after an initial performance decline. These findings466

suggest that larger models (Sonnet 3.7, GPT-4o)467

often benefit from additional exemplars, while468

smaller models struggle with increased context469

length.470

Concept Patterns The performance across con-471

cepts, shown in Figure 2 (Bottom), reveals distinct472

patterns in classification effectiveness and method473

suitability. Decision Makers consistently achieves474

the highest F1 scores (reaching 80%) across all475

methods, clearly indicating that identifying stake-476

holders involves more recognizable linguistic pat-477

terns than other concepts. Notably, Business Goals478

and Decision Criteria show similar performance479

profiles with modest differences between methods,480

suggesting these concepts share comparable seman-481

tic structures in B2B conversations. In contrast,482

Pain Points exhibits the widest performance spread483

(55%–75% F1) with description-based methods de-484

cisively outperforming others, confirming that de-485

scriptive context significantly enhances the model’s486

ability to recognize problem-oriented language. Fi-487

nally, the procedural concept of Decision Making488

Process uniquely favors the Criteria-Ex method,489

showing consistent improvement as shot count in-490

creases.491

These results demonstrate that concept charac-492

teristics determine optimal prompting strate-493

gies: abstract concepts benefit from descrip-494

tive context while systematic concepts require495

structured criteria. This underscores the need for496

concept-specific approaches in B2B sales analysis.497

6.2 Cross-Model Knowledge Distillation 498

Unlike standard few-shot learning, our knowledge 499

extraction methods allow us to leverage the genera- 500

tion capabilities of larger, more capable models to 501

enhance the classification performance of smaller 502

models. This approach requires only a single gen- 503

eration step, with minimal time or cost overhead. 504

We generate criteria and descriptions with the 505

larger models (Sonnet 3.7, Mistral Large) and inject 506

them into the in-context prompts of the smaller 507

models (Haiku 3, Mistral Small) for classification. 508

Figure 3 illustrates the macro-average F1 dif- 509

ference, averaged over all five concepts, between 510

content generated by the larger models and the 511

original content produced by the smaller models. 512

The results reveal a clear pattern: smaller models 513

consistently improve when using structured criteria 514

from larger models, but perform worse when incor- 515

porating descriptions generated by larger models. 516

Mistral models demonstrate lower variance com- 517

pared to Claude models, though both model fam- 518

ilies follow the same overall trend. This suggests 519

that structured criteria transfer more effectively 520

between models than verbose descriptions, indi- 521

cating that smaller models can leverage the concep- 522

tual structure distilled by larger models. 523

Model/Annotator Criteria-Ex Description-Ex
Claude Sonnet 3.7 77.94 79.84
Annotator 1 80.59 81.84
Annotator 2 75.63 79.80
Annotator 3 79.52 80.90

Table 1: Average macro-average F1 comparing model-
generated knowledge against human-refined versions.

6.3 Human-in-the-Loop Enhancement 524

To assess the interpretability and extent of human 525

contribution to our methods, we conducted an ex- 526

periment involving human annotators. We selected 527

the criteria and descriptions generated by Sonnet 528

3.7 (our strongest model) from the most effective 529

few-shot size of 25 examples from our first iter- 530

ation. Three human annotators were then asked 531

to modify the texts generated by Criteria-Ex and 532

Description-Ex for all five concepts. Annotators 533

were given full freedom to revise the generated text 534

by editing, removing, or adding content, while pre- 535

serving reasonable similarity to the original output. 536

Table 1 compares the original model-generated 537

elements and the human-modified versions in terms 538
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of average macro-average F1 scores across the539

five tasks. For both methods, we observe that hu-540

man modifications can yield substantial improve-541

ments over the model-generated versions. For both542

Criteria-Ex and Description-Ex, two annotators im-543

proved performance (up to 2.65% and 2%, respec-544

tively). The variation in performance across anno-545

tators indicates that domain expertise and modifi-546

cation strategy play important roles in the process.547

Unlike traditional few-shot approaches, where548

the classification logic remains opaque, our explicit549

criteria and descriptions serve as interpretable ar-550

tifacts that users can directly modify. This shows551

that our methods not only provide interpretable552

outputs but also enable effective human-in-the-553

loop collaboration, successfully combining the554

strengths of LLMs with human expertise.555

6.4 Abstraction vs. Coverage in556

LLM-Generated Descriptions557

In Figure 5, we examine how LLMs balance cover-558

age and abstraction through the descriptions gen-559

erated by Description-Ex. Coverage is measured560

as the cosine similarity between model-generated561

descriptions and their source examples using all-562

MiniLM-L6-v2 embeddings, while abstraction is563

quantified using the concreteness ratings from Brys-564

baert et al. (2014). Each point represents a model-565

dataset pairing with varying few-shot counts (indi-566

cated by point size), revealing how these properties567

interact across different dimensions.568

The figure demonstrates a clear trade-off be-569

tween these properties. Sonnet 3.7 achieves the570

highest coverage scores, particularly with larger571

example sets, but operates at lower abstraction lev-572

els. Conversely, both Mistral models demonstrate573

superior abstraction capabilities while exhibiting574

reduced coverage of the original examples.575

This pattern highlights an inherent tension: de-576

scriptions that closely mirror their source ex-577

amples tend to be more concrete, while more578

abstract descriptions capture fewer specific de-579

tails from the training data. GPT-4o presents a580

more balanced approach, achieving good abstrac-581

tion while retaining reasonable coverage, especially582

when provided with moderate to large example sets.583

Interestingly, while we expected more examples584

to increase abstraction and reduce coverage, only585

Mistral models follow this pattern. Sonnet 3.7 ex-586

hibits the opposite trend, and Haiku 3 shows no587

clear correlation, suggesting that these LLMs differ588

in their learning approaches.589

6.5 Computational Efficiency Analysis 590

Figure 4 compares token consumption across meth- 591

ods using the GPT-4o model, averaged over all test 592

sets. Both example-based methods scale linearly 593

with dataset size: Examples at 236 tokens per ex- 594

ample and Summary-Ex at 126 tokens per example, 595

reaching 25K and 12.5K tokens, respectively, at 596

100 examples. In contrast, our methods show mini- 597

mal correlation with example count: Description- 598

based approaches remain under 200 tokens 599

while Criteria-based methods stabilize under 600

600 tokens regardless of sample size, represent- 601

ing a reduction of up to 99% in token usage. 602

This token efficiency translates directly to faster 603

test-time processing (Figure 14). While the Ex- 604

amples approach requires over 300 seconds at 100 605

examples, the criteria and description methods con- 606

sistently deliver 70% and 57% reductions, respec- 607

tively. Summary-Ex shows moderate efficiency 608

gains, maintaining reasonable performance up to 609

50 examples before scaling substantially. These re- 610

sults reveal that our proposed methods significantly 611

improve efficiency while preserving performance. 612

7 Conclusions 613

This work advances in-context learning for long- 614

context classification by introducing knowledge ex- 615

traction methods that surpass traditional example- 616

based approaches. We contribute a novel dataset 617

spanning five essential B2B concepts, offering a 618

valuable resource for advancing classification in 619

professional contexts. Our dataset reveals the in- 620

herent complexity of B2B language understanding, 621

where traditional few-shot methods degrade sharply 622

as context length increases, highlighting the need 623

for more sophisticated approaches. 624

Through extensive experiments across varied 625

LLMs and few-shot configurations, our criteria- 626

and description-based methods demonstrate su- 627

perior performance, time efficiency, and cost- 628

effectiveness compared to the standard few-shot ap- 629

proach and its summarized variant. The proposed 630

framework exhibits strong adaptability across dif- 631

ferent business concepts without requiring domain- 632

specific customization. Crucially, our proposed 633

methods generate interpretable artifacts that enable 634

seamless human-in-the-loop collaboration. This in- 635

terpretability, combined with our flexible architec- 636

ture that allows knowledge distillation from pow- 637

erful to efficient models, opens new pathways for 638

transparent and scalable NLP solutions. 639
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Limitations640

The scope and implications of our research are641

bound by several limitations.642

First, all experiments were conducted within the643

specialized domain of B2B conversations. While644

this domain presents a challenging testbed, char-645

acterized by complex multi-party dialogues and646

nuanced linguistic patterns, its specificity limits the647

generalizability of our findings to broader conver-648

sational contexts or other text genres.649

Second, although our proposed methods demon-650

strate significant advantages for long text snippets651

containing hundreds of tokens, their benefits may652

be less pronounced for classification tasks involv-653

ing short texts where knowledge compression is654

not a critical factor. The computational efficiency655

gains we observe may diminish proportionally with656

text length.657

Finally, our work focuses on binary classifica-658

tion tasks. While our methods can easily be ex-659

tended to multi-class classification, the extracted660

knowledge representation would increase linearly661

with the number of classes, potentially creating ef-662

ficiency concerns. Furthermore, as the number of663

classes increases, some may be underrepresented664

in the sampled examples, limiting the quality of665

the generated criteria and descriptions. This may666

compromise generalization capabilities and overall667

performance in multi-class scenarios.668
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A Data Curation and Usage Guidelines899

A.1 Data Licensing and Intended Use900

The dataset is made available for non-commercial901

research purposes in NLP. The complete license902

agreement will be provided as part of the data distri-903

bution package on the project website. All existing904

artifacts were used in accordance with their original905

intended purposes and licensing terms. Derivatives906

of this dataset must remain within research contexts907

to maintain compatibility with the original access908

conditions.909

A.2 Ethical Approval and Governance 910

The data collection protocol underwent internal 911

review by the appropriate legal and scientific gov- 912

ernance bodies. This process ensured compliance 913

with organizational ethical guidelines and data pro- 914

tection standards. 915

A.3 Annotator Demographics 916

The annotation task was completed by female na- 917

tive speakers of American English. All annotators 918

were recruited through established professional net- 919

works and compensated at rates consistent with 920

industry standards for linguistic annotation work in 921

the United States. 922

B Data Anonymization 923

To enable public release, we applied a rigorous 924

anonymization process.5 925

A trained annotator identified potentially sen- 926

sitive information across all snippets, following 927

guidelines covering personal names, organizations, 928

products, locations, contact information, and nu- 929

meric identifiers. We supplemented manual re- 930

view with automated heuristics to detect capitalized 931

terms and numeric patterns, and employed Claude 932

Sonnet 3.7 as an additional safety check to identify 933

any overlooked entities. 934

All identified entities were replaced with fic- 935

tional alternatives while preserving semantic co- 936

herence. For numerical data, we substituted orig- 937

inal values with randomized numbers from sim- 938

ilar ranges, maintaining local consistency where 939

needed. Professional roles, titles, and percentage 940

values remained unchanged to preserve contextual 941

meaning.6 942

As a final step, we simplified each snippet 943

through controlled sentence-level rewriting using 944

Claude Sonnet 3.7. We processed entire snippets at 945

once to maintain conversational context, while in- 946

structing the model to rewrite individual sentences. 947

We designed a specific prompt directing the model 948

to preserve the semantic content while altering the 949

syntactic structure and word choice. This ensured 950

the text retained its original meaning and conversa- 951

tional flow while no longer resembling the original 952

style or phrasing. 953

Figure 6 presents the prompt template used for 954

the transcript simplification process. The input 955

5Experiments confirmed no performance degradation be-
tween original and anonymized data.

6Our repository provides mappings from entity types to
the set of fictional replacements used.
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for this prompt is the text snippet that needs to be956

simplified. The text snippet is divided into enumer-957

ated sentences. The prompt facilitates controlled958

sentence-level rewriting while preserving the se-959

mantic content of conversations. When applying960

this prompt, the LLM rewrites each line individu-961

ally, maintaining the conversation’s structure and962

essential meaning.963

<instructions>
Please do the following based on the text
in <snippet></snippet> tags:
- Rewrite the text in each row separately
in a simplified, short, and clear way,
maintaining the original phrasing as
closely as possible.
- Rewrite the text in each row separately,
ensuring that each rewritten row
corresponds exactly to the same row in the
original snippet. DO NOT skip any rows, and
do not combine content from multiple rows
into one.
- You should retain all the important
details of the transcript.
</instructions>

<snippet>
{TEXT_SNIPPET}
</snippet>

<format>
x | SPEAKER_AFFILIATION Rewritten text for
row number x
y | SPEAKER_AFFILIATION Rewritten text for
row number y
...

<example>
**Original Transcript:**
1 | [PROSPECT_A] I have a, I think, a
meeting at 10 AM. So I need to... Wait a
minute.
2 | [PROSPECT_A] So.
3 | [PROSPECT_A] Let me see if, let me
check with the team. I will need to confirm
it with them.
4 | [SELLER_A] OK, I mean, the, the, the
presentation is due by Friday.

**Rewritten Transcript:**
1 | [PROSPECT_A] I have a 10 AM meeting.
2 | [PROSPECT_A] So.
3 | [PROSPECT_A] let me check and confirm
with the team.
4 | [SELLER_A] The presentation is due by
Friday.
</example>
</format>

Figure 6: Prompt template used for transcript simplifi-
cation.

C Dataset Statistics and Example 964

Snippets 965

Table 2 summarizes key statistics for the Call 966

Playbook dataset, including the number of positive 967

and negative examples, total sample count, number 968

of unique calls, average number of words per sam- 969

ple, and the proportion of dialogues attributed to 970

the prospect. The dataset maintains a balanced or 971

nearly balanced distribution across most categories 972

and contains detailed conversational examples of 973

business interactions. 974

Table 3 presents representative positive snip- 975

pets from each of the five concepts, highlighting 976

distinct business aspects reflected in the dataset. 977

The bolded portions highlight the most relevant 978

spans for each category. Colors distinguish be- 979

tween prospect (orange) and seller (blue) utter- 980

ances. These examples, processed and anonymized 981

according to our procedures, reflect the rich diver- 982

sity and complexity of B2B dialogues. 983

D Classification Methodology 984

This section details our approach to classifying 985

B2B conversation snippets, including the classifica- 986

tion prompt structure, user intents, and knowledge 987

section formats used in our experiments. 988

D.1 Classification Prompt Structure 989

Our classification system implements a structured 990

prompt template consisting of three main compo- 991

nents: (1) a classification objective incorporating 992

the user-provided intent, (2) a knowledge section 993

derived from labeled examples, and (3) the desired 994

structured output format. 995

Figure 7 presents the base classification prompt 996

template, which remains consistent across all varia- 997

tions. The prompt instructs the model to analyze a 998

text snippet and determine whether it contains evi- 999

dence of a specific B2B concept (e.g., "the prospect 1000

discusses their business goals"). The user intents 1001

used in our experiments are detailed in Section D.2. 1002

Variation across prompts arises from the knowl- 1003

edge section, which includes either examples, sum- 1004

marized examples, criteria, or descriptions, as dis- 1005

cussed in Section D.3. The prompt concludes with 1006

the text snippet to be classified and specifies the 1007

expected response format. 1008

D.2 User Intents 1009

We conducted our experiments using five distinct 1010

classification objectives, each based on a user- 1011
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Train Test

Dataset Pos Neg Total Calls Avg Words Prospect % Pos Neg Total Calls Avg Words Prospect %

Business Goals 100 100 200 25 288 48 100 100 200 25 279 51

Decision Criteria 86 114 200 25 277 50 94 106 200 25 274 47

Decision Makers 32 168 200 25 259 48 35 165 200 25 274 43

Decision Making Process 61 139 200 20 271 48 68 132 200 21 262 42

Pain Points 100 100 200 25 275 45 100 100 200 25 296 49

Table 2: Call Playbook statistics. Pos: positive examples; Neg: negative examples; Total: sample count; Calls:
number of unique calls; Avg Words: average words per sample; Prospect %: percentage of prospect-side dialogue
per sample.

Dataset Snippet Example
Business
Goals

[PROSPECT_A] Yeah. I’m head of advertising and analytics. Most of our sales are retail. SchistHorizon Networks is our
eCommerce star. We’re trying to increase sales through Omega Operations channel, using Triton Trades for attention and
conversions. GoldenLeaf Enterprises seems to fit our audience: mostly female, 90-30 split, slightly older millennials. So... yeah,
that’s...
[SELLER_A] Okay. Your site looks nice. What inspired this company?
[PROSPECT_A] Yeah. We make bottled water and coffee, exploring other options too. Our focus is sustainability. Our source
is in Westvale.
[SELLER_A] Okay.
[PROSPECT_A] Our motto is "premium by nature". We don’t use chemicals for alkaline water. It’s naturally alkaline due to
volcanic filtration. That’s the core of everything we do.
[SELLER_A] Hey, Jean.
[PROSPECT_B] Hi there. Sorry I’m late. I was held up on another call but I’m excited to learn about GoldenLeaf Enterprises.

Decision Cri-
teria

[SELLER_A] Yeah, yeah. Based on historical preferences, we want to discuss a ChalkForest Solutions option for you to
position ourselves best. This allows them to do it their preferred way. If they change their mind, that’s okay. We want you to be
prepared for that. I updated Max before our call about our discussions, Val, including your ongoing proof of concept. He’s now
up to date on our progress.
[PROSPECT_A] Your competitors provided four quotes: monthly and three-year contract options. If you can provide a second
quote, that’s great because you’ll be competing on both options, and I can present choices to management. They can choose
either option, and this company can offer both. Now it’s about what we want. We can discuss which company we prefer,
focusing on features, support, and functionality. Do we like the phones? Or not like the phones, things like that? And get into
the detailed aspects?
[SELLER_B] Well, I think that from a financial perspective.

Decision Mak-
ers

[PROSPECT_A] That’s awesome. Very cool. We’d love to see what’s involved. Are there any fees for us to use these services?
Or is it just?
[SELLER_A] No, it’s completely complementary to you. LimitlessLogic was created because companies saw employees using
it and spending money. The idea was to provide a business experience similar to LimitlessLogic, encouraging personal use.
[PROSPECT_A] Yes.
[SELLER_A] Yes. That’s how this all came about. We used to charge a 10 percent fee before COVID, but we removed it.
It’s now completely complementary to your organization. We can set it up on LimitlessLogic and VortexVault, customizing
programs for your company.
[PROSPECT_A] Sounds good. Excellent. We’d love to see how to do this, probably involving our people team. Okay?
They would be the ones to roll it out to the company. If you could send that information to me, that would be fantastic.
[SELLER_A] I’ll send a follow-up email with the information we discussed. Do you have your calendar available to schedule a
demo? Are you available next week? What works best for you?

Decision Mak-
ing Process

[SELLER_A] No problem. Swapping is not an issue. If someone leaves the company, we can swap them immediately and
easily. I do it on our end. If an analyst leaves next month, we can add someone else in April without any problem. Kim and I can
easily add them and transfer the saved content. If you move teams, we can transfer all your saved content to your replacement.
We do this with all clients. We understand people change roles or leave companies. This is not limited. If someone leaves
tomorrow and their replacement leaves in two weeks, No problem. We can swap them. We can’t allow sharing because it’s hard
for us to approve.
[SPEAKER_A] Yes. I understand. I need to give this feedback to my partners because the three-process was ineffective.
We like the platform and want to continue as explained. But for a user with a laptop, we need to make a console. We can do it,
but we’re reducing to four laptops. Now, the four-process is still more ineffective. We need to decide if that works for us.

Pain Points [SELLER_A] What specifically? OIN is failing and it’s an issue now. Is there a reason for the urgency? Is it within the next
month?
[PROSPECT_A] A workshop over the next quarter. I want to solve the password management problem soon. Yeah, I...
[SELLER_A] What happens if you don’t? Is it just a personal goal? But nothing else?
[PROSPECT_A] If solved, clients get a better user experience. I have an inefficient account management team. Half my
engineers are fixing password problems constantly. For the business case, It’s about efficiency, and user experience. So people
can log in and take their training. Currently, people struggle to log in for training.
[SELLER_A] How many people use this monthly? How many should log in versus how many actually do?

Table 3: Representative positive examples from the Call Playbook Dataset. Relevant spans are bolded.
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<instructions>
Analyze the following text snippet and
identify whether {USER_INTENT}.

Provide a detailed reasoning for your
decision (chain of thoughts) before
delivering the final classification.

Label the snippet as either Positive (if
{USER_INTENT}) or Negative (if the snippet
does not relate or contain relevant
information).

{KNOWLEDGE_SECTION}

Base your classification on the objective
and the {KNOWLEDGE_TYPE} provided above.
</instructions>

<snippet>
{TEXT_SNIPPET}
</snippet>

<format>
<rationale> [Your reasoning] </rationale>
<label> [Positive or Negative] </label>
</format>

Figure 7: Base classification prompt template.

provided intent aligned with one of the five B2B1012

conversational concepts:1013

• Business Goals: "the prospect discusses their1014

business goals in the context of the purchasing1015

process".1016

• Decision Criteria: "the prospect discusses1017

their decision criteria in the context of the1018

purchasing process".1019

• Decision Makers: "the prospect mentions the1020

decision makers involved in the purchasing1021

process".1022

• Decision Making Process: "the prospect dis-1023

cusses their decision-making process regard-1024

ing the purchase".1025

• Pain Points: "the prospect discusses their1026

pain points in the context of the purchasing1027

process".1028

These intents were inserted into the classifica-1029

tion prompt template at the {USER_INTENT} place-1030

holder shown in Figure 7.1031

The intents are intentionally high-level, reflect-1032

ing the typical level of specificity provided by users1033

in real-world applications. This level of abstraction1034

in such intents is common, as users may not always 1035

possess the domain expertise or technical vocabu- 1036

lary to formulate precise classification parameters. 1037

This limitation further motivates our approach of 1038

augmenting user-provided intents with knowledge 1039

derived from labeled examples. 1040

D.3 Knowledge Section Formats 1041

As described in Section D.1, we implemented three 1042

distinct formats for the {KNOWLEDGE_SECTION} 1043

placeholder of the classification prompt: the Ex- 1044

amples format (also used by Summary-Ex) shown 1045

in Figure 8, the Criteria format shown in Figure 9, 1046

and the Description format shown in Figure 10. 1047

For all formats, positive examples or criteria pre- 1048

cede negative ones, as early experiments confirmed 1049

that this ordering produced superior performance. 1050

Below is a list of positive examples that
would indicate that the objective is
present in the text snippet:
<positive_examples>
{POSITIVE_EXAMPLES}
</positive_examples>

Below is a list of negative examples that
would not indicate that the objective is
present in the text snippet:
<negative_examples>
{NEGATIVE_EXAMPLES}
</negative_examples>

Figure 8: Example-based knowledge guidance format
that uses a direct few-shot approach with labeled exam-
ples from the dataset.

Below is a list of positive criteria that
would indicate that the objective is
present in the text snippet:
<positive_criteria>
{POSITIVE_CRITERIA}
</positive_criteria>

Below is a list of negative criteria that
would not indicate that the objective is
present in the text snippet:
<negative_criteria>
{NEGATIVE_CRITERIA}
</negative_criteria>

Figure 9: Criteria-based knowledge guidance format
where an LLM distills labeled examples into explicit
classification criteria.
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Below is a detailed description of the
classification task:
<description>
{DESCRIPTION}
</description>

Figure 10: Description-based knowledge guidance for-
mat where an LLM generates a comprehensive explana-
tion of the classification task based on labeled examples.

E Knowledge Extraction Process1051

Our approach transforms raw labeled examples into1052

condensed, structured knowledge representations1053

using LLMs. This section introduces the three1054

types of knowledge representations used in our1055

prompts: summaries, criteria, and descriptions. For1056

each type, we describe the corresponding prompt1057

design and the process used to generate it from1058

labeled examples. Each representation was then1059

inserted into one of the knowledge section formats1060

described in Appendix D.3.1061

E.1 Summary Generation1062

To generate summarized examples for the1063

Summary-Ex method, we applied a text summa-1064

rization process using Claude Sonnet 3.7 that com-1065

presses the original labeled snippets while preserv-1066

ing their essential meaning, speaker structure, and1067

conversational flow. Figure 11 shows the prompt1068

template used to generate the summaries.1069

This approach addresses potential issues with1070

lengthy examples by creating condensed versions1071

that maintain core conversational patterns and sales1072

concepts. The goal is to reduce prompt length while1073

maintaining key business content and discourse pat-1074

terns. This method aims to reduce overall prompt1075

length while preserving essential information, po-1076

tentially improving the model’s focus on relevant1077

content patterns.1078

The resulting summaries replace the full-length1079

examples in the Examples format (Figure 8).1080

E.2 Criteria Generation1081

To generate classification criteria, we employed1082

two variants. The first variant, Criteria-Ex, derives1083

criteria directly from examples, while the second1084

variant, Criteria-De, derives criteria from an exist-1085

ing task description (generated by Description-Ex).1086

For this purpose, we employed a prompt template1087

that guides the relevant model to generate two lists:1088

positive criteria that indicate the presence of the1089

<instructions>
Analyze the following B2B call text snippet
and create a simplified, concise version of
the original text.
Preserve the original format and maintain
all speaker affiliations exactly as they
appear in the source.
Focus on removing redundant information and
filler words while keeping all discussed
content, focusing on main business topics.
Keep the essential structure and flow of
the conversation intact.

Create a condensed version that captures
what was discussed without changing the
text format or speaker affiliations.
The summary should include 3-5 sentences at
most.
</instructions>

<snippet>
{TEXT_SNIPPET}
</snippet>

<format>
Your answer must be in the following format:
<summary>
[Simplified version of the original text]
</summary>
</format>

Figure 11: Summary generation prompt template.

target concept and negative criteria that indicate 1090

its absence. Figure 12 shows the prompt template 1091

used for this purpose. 1092

In both variants, the prompt emphasizes the need 1093

for general, clear, and concise criteria that can be 1094

applied to any text snippet. In the Criteria-Ex vari- 1095

ant, the model is further instructed to base each 1096

criterion on patterns observed in at least two of the 1097

provided examples. For zero-shot prompting, we 1098

omit the {KNOWLEDGE_SECTION} and generate the 1099

criteria based solely on the user intent. 1100

Both variants follow the same knowledge section 1101

formats outlined in Appendix D.3, as illustrated in 1102

the prompt template shown in Figure 12, adapt- 1103

ing them to the specific requirements of criteria 1104

generation by incorporating the appropriate con- 1105

tent into the {KNOWLEDGE_SECTION} placeholder, 1106

where the {KNOWLEDGE_TYPE} can be either "ex- 1107

amples" or "description" depending on the specific 1108

variant being employed. 1109

The resulting criteria are then inserted into the 1110

knowledge section embedded within the classifica- 1111

tion prompt, using the criteria variant (Figure 9). 1112
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<instructions>
You are tasked with annotating text
snippets.

The end-goal task is to analyze text
snippets and determine whether
{USER_INTENT}.

Your task is to generate two lists:
A list of positive criteria: Conditions that
indicate the presence of the objective.

A list of negative criteria: Conditions
that indicate the absence of the objective.

{KNOWLEDGE_SECTION}

Base your criteria on the objective and the
{KNOWLEDGE_TYPE} provided above.
The criteria should be as general as
possible and should be applicable to any
text snippet.
The criteria should be clear and concise.
Each list of criteria should include at
least five criteria and no more than ten
criteria.
Each criterion should be self-explanatory
and not require an example.
[For Criteria-Ex: Each criterion should be
based on at least two of the examples
provided above.]
</instructions>

<format>
Your answer must be in the following format:
<criteria>
<positive>
Criterion 1: [Criterion 1]
Criterion 2: [Criterion 2]
...
</positive>
<negative>
Criterion 1: [Criterion 1]
Criterion 2: [Criterion 2]
...
</negative>
</criteria>

[Example format omitted for brevity]
</format>

Figure 12: Criteria generation prompt template.

E.3 Description Generation1113

To generate task descriptions, we similarly em-1114

ployed two variants. The first variant, Description-1115

Ex, derives a description directly from examples,1116

while the second variant, Description-Cr, derives1117

a description from existing criteria (generated by1118

Criteria-Ex). To this end, we employed a prompt1119

template that guides the relevant model to produce1120

a detailed description of the classification task. Fig-1121

ure 13 shows the prompt template used for descrip- 1122

tion generation. 1123

In both variants, the prompt instructs the model 1124

to generate a description of the classification task 1125

that facilitates effective recognition of the target 1126

concept in conversational text. The instructions em- 1127

phasize the importance of generating descriptions 1128

that strike a balance between comprehensiveness 1129

and brevity, ensuring they can be applied consis- 1130

tently across diverse text samples. For zero-shot 1131

prompting, we omit the {KNOWLEDGE_SECTION} 1132

and generate the description based solely on the 1133

user intent. 1134

Both variants utilize the knowledge section for- 1135

mats outlined in Section D.3, as illustrated in the 1136

prompt template shown in Figure 13, adapting them 1137

to the specific requirements of description genera- 1138

tion by incorporating the appropriate content into 1139

the {KNOWLEDGE_SECTION} placeholder, where the 1140

{KNOWLEDGE_TYPE} can be either "examples" or 1141

"criteria" depending on the specific variant being 1142

employed. 1143

The resulting description is then embedded 1144

within the classification prompt, using the descrip- 1145

tion variant (Figure 10). 1146

F Comparative Analysis of the Criteria 1147

and Description Methods 1148

This appendix presents a comparative analysis of 1149

the four criteria and description methods. Tables 4 1150

and 5 show the texts generated by Claude Sonnet 1151

3.7 using 25 few-shot examples from our first itera- 1152

tion, applied to the Business Goals concept. 1153

To illustrate how these task instructions function 1154

in practice, we analyze their application to two 1155

positive and two negative representative examples: 1156

• Positive 1: A conversation in which the 1157

prospect articulates how they view their cus- 1158

tomer service channel as a revenue oppor- 1159

tunity, referencing specific metrics such as 1160

call handling times and outlining their busi- 1161

ness goals for transforming it into a more 1162

marketing-oriented function. 1163

• Positive 2: A conversation in which the 1164

prospect describes content management chal- 1165

lenges, specifically their need to maintain con- 1166

sistency across product documentation and 1167

how centralized updates would improve oper- 1168

ational efficiency. 1169
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<instructions>
You are tasked with annotating text
snippets.

The end-goal task is to analyze text
snippets and determine whether
{USER_INTENT}.

Your task is to generate a detailed
description of the classification task
allowing for the identification of the
objective in text snippets.

[KNOWLEDGE SECTION]

Base your description on the objective and
the {KNOWLEDGE_TYPE} provided above.
The description should be as general as
possible and should be applicable to any
text snippet.
The description should be clear and concise.
</instructions>

<format>
Your answer must be in the following format:
<description>
[Your description]
</description>

[Example format omitted for brevity]
</format>

Figure 13: Description generation prompt template.

• Negative 1: A conversation in which the par-1170

ticipants focus entirely on small talk about1171

an earthquake and personal topics, with no1172

articulation of business objectives.1173

• Negative 2: A conversation in which the par-1174

ticipants focus solely on contract terms and1175

technical settings between sellers, without any1176

expression of the prospect’s business goals or1177

strategic needs.1178

The side-by-side format in both tables separates1179

the instructional content (criteria definitions or de-1180

scriptive guidance) from the illustrative examples,1181

making it easier to see how these examples influ-1182

enced the generation of the criteria and descrip-1183

tions, and showing the different approaches to iden-1184

tifying business objectives in sales conversations.1185

Our analysis reveals several key distinctions1186

and similarities between the four instructional ap-1187

proaches:1188

Structural Differences: The criteria-based ap-1189

proaches (Criteria-Ex and Criteria-De) provide dis-1190

crete, categorical guidelines that annotators can1191

apply systematically. In contrast, the narrative de-1192

scriptions (Description-Ex and Description-Cr) of- 1193

fer more contextual guidance and flow more natu- 1194

rally, potentially making them more accessible to 1195

non-expert annotators. 1196

Emphasis Variations: Criteria-Ex emphasizes 1197

how the prospect relates a product or service to 1198

their business context, while Criteria-De focuses 1199

more on the nature of the business objectives them- 1200

selves. Description-Ex highlights conversational in- 1201

dicators of business goals, whereas Description-Cr 1202

emphasizes measurable outcomes and operational 1203

insights. 1204

Complementary Coverage: All four ap- 1205

proaches effectively identify the positive exam- 1206

ples as containing business objectives, but through 1207

different analytical lenses. For instance, Positive 1208

1 is recognized through explicit goal statements 1209

in Criteria-Ex but through measurable metrics in 1210

Criteria-De. 1211

Negative Case Identification: Each approach 1212

successfully flags the negative examples as lack- 1213

ing business objective articulation, but with differ- 1214

ent emphasis: Negative 1 is identified primarily 1215

through its small-talk nature, while Negative 2 is 1216

flagged for its focus on administrative details with- 1217

out business context. 1218

Granularity vs. Holistic Assessment: The 1219

criteria-based approaches offer more granular ana- 1220

lytical points, potentially supporting more consis- 1221

tent annotation across different raters. The narra- 1222

tive descriptions provide a more holistic framework 1223

that may better capture contextual nuances in artic- 1224

ulating business objectives. 1225

This analysis demonstrates how our task instruc- 1226

tions guide annotators through different analytical 1227

pathways. While criteria-based methods enable sys- 1228

tematic decomposition of conversational elements, 1229

narrative descriptions encourage comprehensive 1230

evaluation of speaker intent. These findings inform 1231

the design of robust annotation protocols that bal- 1232

ance analytical precision with contextual sensitivity 1233

in conversational analysis. 1234

G Qualitative Analysis of Generated 1235

Classification Criteria 1236

To better understand the characteristics of the gen- 1237

erated criteria for our B2B concepts, we conducted 1238

a systematic analysis of more than 3,000 criteria 1239

produced across all experimental conditions. We 1240

examined several key linguistic properties for each 1241

criterion: 1242
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Criteria-Ex: Positive
ID Criteria Illustrative Quotes
Crit.
1

The prospect explicitly states their business ob-
jectives or goals that they hope to achieve through
the purchase or implementation of the produc-
t/service

"We want that channel to be more marketing-minded and
product-focused rather than service-focused."

Crit.
2

The prospect discusses how the product/service
would integrate with or improve their existing
business processes, workflows, or operations

"We wonder if it’s possible to maintain all this data in a
single place... so updating one place automatically updates
all documents."

Crit.
3

The prospect explains specific business chal-
lenges or pain points they are trying to solve
through the purchasing decision

"When we change one document, it must be changed in all
documents. That’s our current challenge."

Crit.
6

The prospect shares information about their busi-
ness model, operational structure, or customer
relationships in the context of how the purchase
would impact these areas

"Most calls are about order tracking, which we can address
with self-service... When a rep is on a product inquiry call,
about six other customers are waiting for service."

Criteria-Ex: Negative
Crit.
2

The prospect discusses pricing, contracts, or pay-
ment terms without relating them to broader busi-
ness goals or outcomes

"They’re also in a two-year contract. If they add seats, they’d
pay for six years, right?"

Crit.
5

The conversation consists primarily of small talk,
introductions, or unrelated topics that don’t touch
on business objectives

"Everyone’s talking about the Ironwood earthquake over the
last 25 minutes here on the Corswick. It was in Ivorycliff."

Crit.
7

The conversation is dominated by the seller ex-
plaining their offering without the prospect articu-
lating how it connects to their business objectives

"I’ll ask if they want 20 seats or remind them account sharing
isn’t allowed. We can let them out of the contract. If they
stay, they need more users."

Criteria-De: Positive
Crit.
2

The prospect describes specific problems or pain
points in their current business operations that
they are looking to solve through the purchasing
decision

"Between reports, about 24 percent of the data is common...
When we change one document, it must be changed in all
documents."

Crit.
3

The prospect articulates measurable targets, met-
rics, or key performance indicators they aim to
improve through the acquisition of a product or
service

"A customer inquiring about a product takes 6 to 20 minutes
to close. A customer service call takes about two minutes...
When a rep is on a product inquiry call, about six other
customers are waiting for service."

Crit.
6

The prospect outlines specific operational effi-
ciencies, cost savings, or productivity improve-
ments they expect to gain from the purchase

"One advantage we see is building blocks, as you mentioned.
Updating one block should update all reports."

Crit.
7

The prospect connects features or capabilities
of the product/service directly to their business
needs or organizational priorities

"We see an opportunity because we have a wide range of
products that require education about fit. For our women’s
assortment, we have about seven different fits, multiplied by
25 fabric types, colors, and washes. It’s complex."

Criteria-De: Negative
Crit.
2

The conversation consists primarily of the seller
explaining potential benefits without the prospect
articulating their own business goals or needs

"I’ll ask if they want 20 seats or remind them account sharing
isn’t allowed. We can let them out of the contract. If they
stay, they need more users."

Crit.
4

The text contains only small talk, pleasantries, or
relationship-building conversation unrelated to
business goals or purchasing decisions

"You hear me? Yeah, hi, Kenzie. How are you?... I’m in
Quorvath... My family is on the Corswick... My sister is
flying to Torrengard tonight. She plays lacrosse."

Crit.
5

The prospect discusses only pricing, contract
terms, or payment options without relating these
to their business objectives or expected outcomes

"They complained, so we set them to two for nine users.
They’re on two now."

Table 4: Comparative Analysis of Criteria-Based Instructions: Highlighted quotes illustrate how positive examples
(blue/teal) inform the positive criteria and negative examples (red/brown) inform the negative criteria. The table
demonstrates how structured criteria from both the Criteria-Ex and Criteria-De approaches capture different aspects
of the Business Goals concept.
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Description-Ex
Description Illustrative Quotes
The task is to determine whether any part of the text shows
the prospect discussing their business goals, objectives, or
desired outcomes in relation to a purchasing decision or
process

"I definitely see it as an opportunity... I see it as a sales
channel."
"We have multiple products and need to prepare reports
for each one... That’s our current challenge."

This includes when prospects explain what they want to
achieve with a product/service. Prospects may describe
their organization’s strategic aims or outline operational
needs

"We want that channel to be more marketing-minded
and product-focused rather than service-focused."
"So updating one place automatically updates all docu-
ments, like for a plant manufacturing 6 products."

Look for instances where prospects articulate their vision,
priorities, requirements, or expected benefits from imple-
menting a solution

"We see an opportunity because we have a wide range of
products that require education about fit."
"One advantage we see is building blocks, as you men-
tioned. Updating one block should update all reports."

This may involve discussions about improving processes,
solving problems, or enhancing efficiency

"When we change one document, it must be changed in
all documents. That’s our current challenge... We won-
der if it’s possible to maintain all this data in a single
place."
"Most calls are about order tracking, which we can ad-
dress with self-service and more resources."

Exclude general small talk or discussions where only the
seller is talking without the prospect articulating their own
business objectives

"Everyone’s talking about the Ironwood earthquake over
the last 25 minutes here on the Corswick."
"I’ll ask if they want 20 seats or remind them account
sharing isn’t allowed. We can let them out of the contract.
If they stay, they need more users."

Description-Cr
The task is to determine whether any part of the text shows
the prospect articulating their business goals, objectives,
or desired outcomes in relation to a potential purchase or
implementation

"I definitely see it as an opportunity... I see it as
a sales channel. We want that channel to be more
marketing-minded and product-focused rather than
service-focused."
"We wonder if it’s possible to maintain all this data in
a single place... Updating one block should update all
reports."

Look for instances where the prospect connects the pur-
chase decision to measurable business outcomes, ROI
expectations, or organizational growth plans. The objec-
tive is present when prospects share insights about their
business model or operational structure

"A customer inquiring about a product takes 6 to 20
minutes to close. A customer service call takes about two
minutes... When a rep is on a product inquiry call, about
six other customers are waiting for service."
"We have a wide range of products that require education
about fit. For our women’s assortment, we have about
seven different fits, multiplied by 25 fabric types, colors,
and washes. It’s complex."

Exclude conversations that focus solely on technical speci-
fications, pricing details, or administrative aspects without
connection to broader business goals. Also exclude in-
stances when the conversation is dominated by the seller
without the prospect articulating how the offering aligns
with their business objectives, or contains only pleas-
antries

"They’re also in a two-year contract. If they add seats,
they’d pay for six years, right?... They complained, so we
set them to two for nine users."
"I’ll ask if they want 20 seats or remind them account
sharing isn’t allowed. We can let them out of the con-
tract."
"You hear me? Yeah, hi, Kenzie. How are you?... Every-
one’s talking about the Ironwood earthquake."

Table 5: Comparative Analysis of Description-Based Instructions: Highlighted quotes illustrate how positive
examples (blue/teal) inform the positive guidance and negative examples (red/brown) inform the exclusion guidance.
The table demonstrates how contextual descriptions from both Description-Ex and Description-Cr approaches
provide holistic frameworks for the Business Goals concept.

• Number of criteria: The average number of1243

positive and negative criteria generated per1244

class, reflecting the model’s ability to articu-1245

late classification rules.1246

• Abstraction: Computed using established1247

concreteness ratings from the Brysbaert et al.1248

(2014) lexical database, with higher scores1249

indicating more abstract language. 1250

• Business indicators: Identified using pattern 1251

matching against a comprehensive lexicon of 1252

business value terminology (e.g., ROI, cus- 1253

tomer retention, market share). 1254

• Implementation focus: Detected through the 1255

presence of technical and procedural terminol- 1256
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ogy related to system deployment and execu-1257

tion processes.1258

• Solution orientation: Assessed based on1259

the presence of solution-focused verbs and1260

outcome-oriented language.1261

• Conditional logic: Tracked through business-1262

relevant conditional statements and logical1263

constructions.1264

Property Criteria-Ex Criteria-De

Positive criteria 6.0 6.5

Negative criteria 6.0 6.5

Abstraction (0-1 scale) 0.69 0.69

Business value indicators 64.4% 58.7%

Implementation details 59.0% 49.0%

Solution-focused language 29.1% 24.8%

Conditional business logic 33.9% 38.1%

Quantifiable metrics 0.1% 0.0%

Table 6: Linguistic characteristics of generated classifi-
cation criteria.

Table 6 presents the differences between crite-1265

ria derived from examples versus those derived1266

from descriptions, revealing distinct linguistic pat-1267

terns. Our analysis reveals that Criteria-Ex exhibits1268

higher rates of business value references (+5.7%)1269

and implementation details (+10.0%) compared to1270

Criteria-De. Both approaches yield identical high1271

abstraction scores (0.69) and maintain compara-1272

ble numbers of positive and negative criteria, with1273

Criteria-De generating slightly more criteria per1274

sample.1275

A notable finding is the near absence of quantifi-1276

able metrics across all criteria, suggesting that mod-1277

els prioritize qualitative over quantitative reasoning1278

when establishing classification guidelines. Ad-1279

ditionally, both approaches demonstrate relatively1280

low usage of conditional logic, although Criteria-1281

De employs conditional statements more frequently1282

(38.1%) than Criteria-Ex (33.9%). This pattern1283

indicates that the generated criteria tend to favor1284

declarative statements over conditional or logical1285

formulations.1286

H Average Processing Time1287

Figure 14 presents the average processing time of1288

GPT-4o across all test sets, as referenced in Sec-1289

tion 6.5. This visualization supports our findings re-1290

garding the computational efficiency advantages of1291

our proposed methods compared to the traditional1292

few-shot approach, especially as the number of ex- 1293

amples increases. While Summary-Ex offers mod- 1294

erate improvements over the standard Examples 1295

method, the criteria and description methods scale 1296

more efficiently with increasing example counts, 1297

maintaining stable processing times regardless of 1298

the number of examples used. 1299
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Figure 14: Average processing test time (in seconds) by
method across different numbers of few-shot examples.

I Comprehensive Experimental Results 1300

Figure 15 illustrates the detailed evaluations of 1301

the macro-average F1 score, as discussed in Sec- 1302

tion 6.1. This visualization presents performance 1303

across five concepts (Business Goals, Decision Cri- 1304

teria, Decision Makers, Decision Making Process, 1305

and Pain Points) and five models (GPT-4o, Claude 1306

Sonnet 3.7, Claude Haiku 3, Mistral Large, and 1307

Mistral Small). The grid layout allows for direct 1308

comparison of how each few-shot learning method 1309

performs as the number of examples increases from 1310

0 to 100. Notably, the visualization confirms that 1311

the criteria and description methods generally main- 1312

tain higher F1 scores than the traditional Examples 1313

approach and its summarized variant (Summary- 1314

Ex), both of which often exhibit declining perfor- 1315

mance with additional examples, a trend evident in 1316

all models except Sonnet 3.7. 1317
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Figure 15: Macro-average F1 performance for all concepts and models.
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