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Abstract001

Recent large language models have shown002
promising capabilities in long-form reasoning,003
following structured chains of thought before004
arriving at a final answer. However, we ob-005
serve that these reasoning paths tend to include006
substantial redundancy; analyzing attention pat-007
terns reveals that attention scores are widely008
scattered, particularly incorrect answers exhibit009
greater attention sparsity. In this paper, we010
demonstrate that deliberately removing this re-011
dundancy in the reasoning process significantly012
improves performance through clear thinking,013
i.e., removing distraction. Specifically, we sys-014
tematically identify reasoning redundancy by015
measuring token-level attention scores to a spe-016
cial end-of-thinking token, which is appended017
to an explicit instruction inserted to conclude018
each intermediate reasoning step. Furthermore,019
we propose structure-aware pruning that pri-020
oritizes removing tokens in low-contributing021
reasoning chunks over individual tokens. After022
evicting redundant tokens, we remove the in-023
jected end-of-thinking instruction, then resume024
the reasoning generation. We demonstrate that025
our method significantly improves overall ac-026
curacy across reasoning-intensive benchmarks027
without any training involved. In particular,028
our method shows strong performance on chal-029
lenging mathematical competition benchmarks030
such as AIME and AMC, where reasoning re-031
dundancy is more prevalent.032

1 Introduction033

Large language models (LLMs) have demonstrated034

remarkable progress in complex reasoning tasks035

(Wei et al., 2022; Zelikman et al., 2022), includ-036

ing mathematical problem solving (Shao et al.,037

2024), multi-hop question answering (Chen et al.,038

2019), and long-form instruction following (Bai039

et al., 2024). This success is often attributed to040

the emergence of structured reasoning chains, gen-041

erating sequences of intermediate thoughts that042

gradually lead to a final answer (Kojima et al.,043

2022; Hao et al., 2024). These reasoning chains al- 044

low models to break down complex problems into 045

smaller, more manageable subproblems, mimick- 046

ing the step-by-step cognitive strategies humans 047

employ when reasoning under uncertainty (Prys- 048

tawski et al., 2023). 049

In particular, recent reasoning models are trained 050

to verbalize their internal thoughts, effectively 051

leveraging the language abilities of pre-trained 052

models (Guo et al., 2025; Jaech et al., 2024). Addi- 053

tionally, this verbalization offers a key advantage: 054

it allows users to monitor and analyze—or even 055

intervene in—the model’s thought process during 056

generation (Baker et al., 2025; Wu et al., 2025). 057

In this paper, we found a somewhat interesting 058

observation by monitoring this internal thought pro- 059

cess of reasoning LLMs: reasoning chains often 060

consist of significant redundancy. Specifically, the 061

model generates intermediate reasoning steps that 062

tend to be repetitive, verbose, or include specula- 063

tive detours that do not ultimately contribute to the 064

final answer. Such redundancies are also observed 065

by analyzing the attention patterns, where attention 066

distributions during reasoning typically consist of 067

sparse patterns. This is especially problematic as 068

LLM can be easily distracted by irrelevant or redun- 069

dant context (Shi et al., 2023), and this tendency 070

is particularly evident when incorrect answers are 071

generated (see Fig. 1). More intriguingly, we ob- 072

serve reasoning chunks that receive consistently 073

low attention from subsequent tokens, suggesting 074

that the model briefly explores these misleading 075

paths but eventually abandons them, leaving be- 076

hind redundant traces in the generated sequence. 077

This raises a key question: 078

Can we improve the performance by identifying 079

and removing redundant tokens on-the-fly during 080

the reasoning process? 081

To this end, we propose a simple yet effective 082

test-time token pruning method that removes re- 083
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dundant reasoning tokens. The core idea is to dy-084

namically eliminate redundant tokens during gen-085

eration, thereby enabling the model to preserve086

only the most critical reasoning steps necessary087

for reaching the correct answer. Specifically, we088

propose two components: (i) identifying redun-089

dant tokens by measuring their contribution to090

a summarization-inducing end-of-thinking token,091

and (ii) structure-aware pruning that prioritizes re-092

moving low-contributing reasoning chunks rather093

than individual tokens. Motivated by the obser-094

vation that redundant tokens tend to receive low095

attention from the token that concludes the rea-096

soning step, we inject an explicit instruction that097

prompts the model to summarize and terminate098

the current thought process, enabling redundancy099

measurement at intermediate stages.1 Rather than100

removing tokens in isolation, we first detect rea-101

soning chunks that are unlikely to contribute to102

the final answer (i.e., misleading paths), and prune103

tokens within those chunks. Once pruning is com-104

pleted, we resume the generation by removing the105

injected end-of-thinking instruction.106

We conduct a comprehensive set of experiments107

to evaluate our token pruning scheme, focusing on108

reasoning-heavy scenarios across a wide range of109

tasks and models. Our results demonstrate that this110

simple and lightweight inference-time approach111

can significantly improve reasoning performance.112

In particular, our method yields significant gains on113

challenging mathematics competition benchmarks114

such as AIME and AMC, where the model tends to115

generate more redundant reasoning steps, making116

our pruning approach especially effective. For in-117

stance, our method improves the original model’s118

accuracy from 55.0% to 82.5% on AMC2023 (AI-119

MO, 2023), while reducing KV cache memory us-120

age by 10.3% on Qwen2.5-7B (Yang et al., 2024b).121

2 Related Work122

We provide a comprehensive review of related123

works on reasoning (focusing on the long chain-of-124

thought literature) and token pruning and compres-125

sion frameworks.126

Long chain-of-thought. Recent Large Reason-127

ing Models (LRMs) (Guo et al., 2025; Jaech et al.,128

2024) have increasingly adopted explicit chain-of-129

thought (CoT) reasoning to enhance performance130

1We perform such an additional (summarization) prompt-
ing every 200 token-generation and observe that it introduces
marginal overhead in inference speed.

on complex tasks such as math (Shao et al., 2024), 131

science (Qwen, 2024), and symbolic reasoning (Xu 132

et al., 2024). Instead of producing direct answers, 133

these models generate multi-step intermediate rea- 134

soning traces, allowing them to break down com- 135

plex problems into smaller, more manageable steps 136

(Kojima et al., 2022; Prystawski et al., 2023). This 137

long-form reasoning improves both accuracy and 138

robustness (Wang et al., 2024; Guan et al., 2024), 139

as it provides opportunities for self-correction (Ku- 140

mar et al., 2025), verification (Lee et al., 2025), and 141

intermediate supervision during training or infer- 142

ence (Wu et al., 2025). A common pattern involves 143

separating the reasoning phase from the answer 144

phase, either through special tokens or by inter- 145

nal abstraction, where the reasoning is hidden and 146

only summarized (Hammoud et al., 2025a). Some 147

models expose the entire reasoning trace to the 148

user to increase interpretability and transparency 149

(Baker et al., 2025), while others keep it latent 150

to reduce vulnerability to prompt manipulation or 151

over-reliance (Hao et al., 2024). This shift toward 152

structured, multi-step reasoning has been central 153

to the recent progress of reasoning-focused LLMs, 154

enabling strong generalization to diverse domains, 155

from mathematics to program synthesis (Gao et al., 156

2023). In this paper, we propose an efficient yet 157

effective test-time reasoning method by pruning 158

redundant tokens, enabling the model to focus on 159

critical points during long thinking. 160

Token pruning and compression. As the con- 161

text length and generated sequences of large lan- 162

guage models (LLMs) increase, the memory cost 163

of self-attention becomes a significant bottleneck 164

(Dao et al., 2022). In particular, the key-value 165

(KV) cache, which stores past activations for each 166

generated token, grows linearly with the sequence 167

length. To address this, several existing works 168

have explored strategies to identify and evict re- 169

dundant tokens in KV cache (Li et al., 2024). Xiao 170

et al. (2024) observe that attention distributions 171

often exhibit strong focus on initial tokens, and 172

show that retaining only the initial and most re- 173

cent tokens is sufficient to preserve performance. 174

Other approaches leverage attention-based metrics 175

to guide KV eviction (Chen et al., 2024). For ex- 176

ample, Zhang et al. (2023) proposes accumulat- 177

ing attention scores over decoding steps and using 178

them as token importance indicators. Oren et al. 179

(2024) evict the token with the lowest attention 180

score at each decoding step. Yang et al. (2024a) 181
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Gʏʏǡ ʾǳƪˍʏʀkʀȣ
嘗Lʏ̷ Rǳǡ˲ʀǡƪʀǗ̈́嘘

! Next, Let me check ..

" Next, 7. Let me try .. 

# Thus, the answer is ..   

!

"

#

Pʏʏʾ ʾǳƪˍʏʀkʀȣ
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! Wait, actually ..

" Alternatively, group ..

# Alternatively, group ..

$ Alternatively, group ..

% Alternatively, group ..
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(a) Attention map and corresponding text

A˝˝ǳʀ˝kʏʀ ̲ƪɧ˲ǳ ˝ʏ 姝喯˝ȵkʀɞ姜
嘗Hkȣȵ ̲ƪɧ˲ǳ ʏʀ kɹʵʏʾ˝ƪʀ˝ ʾǳƪˍʏʀkʀȣ Ǘȵ˲ʀɞ嘘

! <Input question>

" Hmm.. So, lets see

# First, the double sum

$ So, the double sum

% But, from my earlier steps, it’s clear

& Thus, the answer is ..

!

"

#
$

%

&

(b) Attention score on important chunks

Figure 1: Not all tokens are created equal for reasoning. We visualize and analyze the attention map of the
output sequence. (a) Attention maps when the model fails to produce the correct answer (i.e., poor reasoning) and
when it succeeds (i.e., good reasoning). Poor reasoning leads to highly redundant attention patterns. (b) Attention
scores associated with the end-of-thinking token </think>. The histogram shows that </think> attends to key
reasoning chunks that contain crucial information for deriving the final answer. We use Qwen2.5-7B distilled from
DeepSeek-R1 on a subset of the MATH-500 dataset.

observe that the number of crucial tokens varies182

across layers, motivating a layer-wise compression183

strategy. While these methods primarily aim to184

improve inference efficiency, our approach focuses185

on eviting redundant reasoning tokens to improve186

the performance (compared to the full KV cache).187

Nevertheless, we demonstrate the potential of us-188

ing our method as a reasoning compression scheme,189

achieving competitive performance under memory190

constraints and often exceeding recent token evic-191

tion and compression baselines.192

3 Not All Tokens Are Created Equal for193

Reasoning194

In this section, we investigate whether reasoning195

models truly require all previously generated to-196

kens to reach a correct final answer. To this end,197

we focus on recent reasoning LLMs output Toutput,198

which consists of multi-step intermediate reasoning199

traces Treason followed by final answer Tanswer with200

special delimiters <think>... </think>.201

Existence of redundant reasoning tokens. To202

identify which reasoning tokens are important for203

reaching the answer, we visualize the attention204

maps of two samples: (i) a sample that fails to205

answer the given question, and (ii) a sample that206

successfully reaches the end-of-thinking token to207

produce the correct answer. As shown in Fig. 1a,208

the first case includes redundant text (e.g., repeated209

attempts to rethink the process using phrases like 210

“Alternatively”), whereas the second case exhibits 211

a clear reasoning trajectory. Interestingly, the atten- 212

tion maps reflect this behavior; in the first case, the 213

attention is highly sparse due to redundancy in rea- 214

soning, while in the second case, the model attends 215

more frequently to previously generated tokens and 216

demonstrates a more global structure. These results 217

highlight the potential of using attention scores to 218

identify redundant reasoning steps. 219

Attention score to </think>. To quantify to- 220

ken importance more systematically, we analyze 221

the attention scores directed to the special token 222

</think>, which marks the end of the reasoning 223

process. As shown in Fig. 1b, reasoning tokens 224

that contribute to the final answer tend to have 225

high attention scores to </think>. For example, the 226

</think> token frequently attends to sentences or 227

chunks that initiate the reasoning process or sum- 228

marize key conclusions. Interestingly, redundant 229

tokens often appear in contiguous chunks rather 230

than in isolation, suggesting that the </think> to- 231

ken selectively attends to informative reasoning 232

segments while ignoring irrelevant parts. 233

Based on this observation, we design a system- 234

atic token pruning strategy that leverages the end- 235

of-thinking token </think> and the chunked struc- 236

ture of the reasoning process to identify and remove 237

redundant reasoning tokens. 238
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Algorithm 1 Redundant Token Eviction via Self-
summarization
Require: Reasoning tokens T = {t1, . . . , tL},

eviction budget k, layers ℓ ∈ [1, L], heads
h ∈ [1, H]

Ensure: Set of k tokens to evict from KV cache
1: Inject summarization prompt Tsumm into the

input
2: Generate response including summarization

trigger token </think>
3: for each layer ℓ and head h do
4: for each token t ∈ T do
5: s

(ℓ,h)
t ← α

(ℓ,h)
</think>→t

6: end for
7: Segment Treason into steps {r1, . . . , rN}
8: for each step ri do
9: c

(ℓ)
ri ← 1

|H·ri|
∑

h∈H
∑

t∈ri s
(ℓ,h)
t

10: end for
11: Sort steps r̃(ℓ)1 , . . . , r̃

(ℓ)
N in ascending order

12: of c(ℓ)ri

13: krem ← k
14: for each sorted reasoning step r̃

(ℓ)
i do

15: e
(ℓ)
r̃i
← min

(
|r̃(ℓ)i |, krem

)
16: krem ← krem − e

(ℓ)
r̃i

17: Evict e(ℓ)r̃i
tokens with lowest s(ℓ,h)t in

18: r̃i per head h in layer ℓ
19: if krem = 0 then
20: break
21: end if
22: end for
23: end for

4 Improving Reasoning with Redundant239

Token Pruning240

In this section, we propose a novel KV cache evic-241

tion policy that can improve reasoning models’ ef-242

fectiveness and efficiency by removing redundant243

tokens. Specifically, we suggest a novel scoring244

function driven by self-summarization to identify245

redundant tokens (in Section 4.1), and introduce a246

stepwise eviction policy that aggressively removes247

KV cache in the redundant reasoning step (in Sec-248

tion 4.2). The overall procedure is illustrated in249

Algorithm 1.250

4.1 Identifying redundant tokens via251

self-summarization252

As shown in Fig. 1, the end-of-thinking token253

</think> serves as a crucial cue for identifying254

important reasoning tokens. Based on this, we 255

propose a novel scoring function for identifying 256

redundant tokens in the reasoning trace during the 257

intermediate decoding so that one can only pre- 258

serve important tokens. Specifically, we leverage a 259

short summarization prompt ending with </think>, 260

prompting the model to briefly summarize its own 261

reasoning. This forces the LLM to end the thinking 262

process, thereby effectively localizing the essential 263

part inside the reasoning trace. 264

Use of summarization prompts. During the in- 265

termediate step of the decoding, we periodically 266

trigger the model to summarize and answer the 267

question at every fixed interval. Here, to evaluate 268

the redundancy of tokens during reasoning, our key 269

idea is to forward the reasoning model with a short 270

summarization prompt Tsumm. which is constructed 271

as follows: 272

“Time is up. Given the time I’ve 273

spent and the approaches I’ve 274

tried, I should stop thinking and 275

now write summarization in one 276

sentence.</think>” 277

Especially, the prompt is designed to explicitly 278

shift the model from reasoning to summarization, 279

making the </think> token to capture informative 280

tokens in the reasoning trace without generating 281

explicit summarization. 282

Token importance score. To quantify the im- 283

portance of each token, we accumulate attention 284

weights assigned to previous tokens given the sum- 285

marization prompt Tsumm.. Specifically, for each 286

token t in the current reasoning trace, we define 287

its importance score s
(ℓ,h)
t at layer ℓ and head h 288

by aggregating attention values by injecting the 289

summarization prompt with </think>: 290

s
(ℓ,h)
t = α

(ℓ,h)
</think>→t, (1) 291

where α(ℓ,h)
</think>→t denotes the attention weight from 292

the </think> in summarization tokens Tsumm. at 293

layer ℓ and head h. This score reflects how much 294

each token contributes to the final summarization, 295

as perceived by the model. Since the scores are 296

computed separately for each layer and attention 297

head, pruning decisions are made independently 298

at each level, enabling fine-grained control over 299

which tokens are retained. 300
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4.2 Step-aware eviction with hierarchical301

budget allocation.302

We now present our eviction policy under a fixed303

token eviction budget k. Motivated by our observa-304

tion that reasoning traces often contain redundant305

steps, we aim to remove tokens from such steps306

while preserving essential ones. To this end, we307

first segment the reasoning trace into semantically308

coherent steps and then allocate the eviction bud-309

get hierarchically across these steps based on the310

importance score.311

Aggregating importance score per reasoning312

step. Following a previous work (Hammoud313

et al., 2025b), we first divide the reasoning trace314

into intermediate steps, and each steps consists of315

a consecutive set of tokens with logical continuity316

in reasoning (See Appendix A.2 for detail). Given317

importance score s(ℓ,h)t , we compute step score c(ℓ)r318

by taking the mean over all tokens t within the319

same reasoning step r across head h:320

c(ℓ)r =
1

|H · r|
∑
h∈H

∑
t∈r

s
(ℓ,h)
t , (2)321

where |H| is the number of heads and |r| is length322

of reasoning step.323

Hierarchical eviction. Given a token eviction324

budget k, we aim to evict tokens primarily from325

redundant reasoning steps, while preserving infor-326

mative ones. To achieve this, we suggest a hier-327

archical eviction policy that allocates the eviction328

budget k in a step-aware manner, considering the329

reasoning structure. Formally, given an importance330

score of reasoning step c
(ℓ)
r , we first sort all reason-331

ing steps r̃
(ℓ)
1 , r̃

(ℓ)
2 , . . . , r̃

(ℓ)
N in ascending order of332

c
(ℓ)
r̃i

(i.e., r̃(ℓ)1 is the most redundant step at layer333

ℓ). Then, following this order, we greedily allocate334

a step-level eviction budget e(ℓ)r̃i
to each reasoning335

step r̃
(ℓ)
i as:336

e
(ℓ)
r̃i

= min

|r̃(ℓ)i |, k −
i−1∑
j=1

e
r̃
(ℓ)
j

 , (3)337

where |r̃(ℓ)i | is the number of tokens in step r̃
(ℓ)
i , and338

k is the total token eviction budget. This allocation339

ensures that the total number of evicted tokens does340

not exceed k, while prioritizing the more redundant341

steps. After allocation, we evict tokens with the342

lowest token-level redundancy scores s(ℓ,h)t within343

each step r
(ℓ)
i . This strategy naturally favors highly 344

redundant reasoning steps while avoiding prema- 345

ture removal from important ones. 346

5 Experiments 347

In this section, we present a thorough evaluation of 348

our proposed framework, with the goal of verify- 349

ing its ability to improve both reasoning accuracy 350

and inference efficiency. Our evaluation is divided 351

into three parts: (1) effectiveness, which examines 352

how well our method improves final answer cor- 353

rectness across a range of mathematical reasoning 354

tasks (Table 1); (2) efficiency, which measures the 355

memory savings achieved by our token pruning 356

strategy (Table 2); and (3) ablation and analysis, 357

which assesses the contribution of each individual 358

component of our framework, and explores how 359

well it generalizes to other domains and tasks (Ta- 360

ble 3, Table 4, and Table 5). 361

We empirically demonstrate that our method 362

not only reduces the computational overhead typi- 363

cally associated with long-form reasoning, but also 364

improves accuracy by filtering out redundant and 365

misleading intermediate steps. Across all tested 366

datasets and model sizes, our approach outperforms 367

existing KV cache compression baselines, often 368

by a significant margin. Importantly, the gains 369

are achieved without retraining or additional su- 370

pervision, indicating that our method is broadly 371

applicable as a plug-and-play enhancement for any 372

autoregressive reasoning model. 373

5.1 Experimental setup 374

We provide a detailed description of the experimen- 375

tal setup, covering the datasets, models, baselines, 376

and evaluation protocol. 377

Datasets. We evaluate our method on a diverse 378

suite of publicly available benchmarks that span 379

a wide range of mathematical reasoning tasks, 380

difficulty levels, and linguistic diversity. Our 381

core evaluation includes three widely used En- 382

glish benchmarks: GSM8K (Cobbe et al., 2021), 383

which focuses on grade-school level arithmetic 384

and requires step-by-step calculations; MATH-500 385

(Hendrycks et al., 2021), a dataset of competition- 386

level problems across algebra, geometry, and com- 387

binatorics; and Minerva Math (Lewkowycz et al., 388

2022), which consists of high-school and advanced 389

math questions sourced from web documents. 390

To further assess the robustness of our method on 391

real-world and harder problems, we include recent 392
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Table 1: Effectiveness of the redundant token pruning. We compare the proposed method (Ours) with the standard
decoding (FullKV) under six reasoning-intensive mathematical benchmarks, including MATH-500 (MATH),
Minerva, GaoKao, AIME2024, AIME2025, AMC2023. All models, including Qwen2.5-7B and Llama3.1-8B, are
reasoning LLMs distilled from DeepSeek-R1. We report accuracy (%) with the corresponding average KV cache
length shown below in parentheses. Average accuracy and KV cache are presented in the final column. The bold
indicates the best accuracy within the group.

Dataset

Model Method MATH Minerva GaoKao AIME2024 AIME2025 AMC2023 Avgerage

Qwen2.5-7B

FullKV
87.0 59.9 65.8 36.7 23.3 55.0 54.6

(3397) (3391) (3845) (7060) (7133) (5004) (4972)

87.2 60.5 67.1 46.7 36.7 82.5 63.5Ours
(2926) (3471) (4219) (6841) (6905) (4488) (4808)

Llama3.1-8B

FullKV
81.0 45.9 67.1 33.3 13.3 80.0 53.4

(3389) (4060) (4689) (7067) (7088) (4949) (5207)

82.2 47.4 65.7 46.7 36.7 82.5 60.2Ours
(3365) (4186) (4507) (7163) (7057) (4759) (5172)

evaluation sets from mathematical competitions:393

AIME 2024 (AIME, 2024), AIME 2025 (AIME,394

2025) and AMC 2023 (AI-MO, 2023), all of which395

contain challenging, high-school level problems396

that demand precise logical deductions. Addition-397

ally, we include GaoKaoMath (Zhong et al., 2023),398

to assess the generality of our method on ques-399

tions originating from the Chinese college entrance400

exam. Finally, we further validate the general ap-401

plicability of our method by evaluating it on a non-402

mathematical reasoning dataset, namely the GPQA403

(Rein et al., 2024). Note that GQPA is a graduate-404

level question that consists of science fields, re-405

quiring intensive reasoning capability to reach the406

answer.407

Models. Our experiments are primarily based on408

the DeepSeek-R1-Distill family of models, which409

are designed to emulate the reasoning behavior410

of DeepSeek-R1 (Guo et al., 2025) using dis-411

tilled versions of popular backbones. We mainly412

consider three backbone models: Qwen2.5-1.5B,413

Qwen2.5-7B (Yang et al., 2024b), and Llama3.1-414

8B (Grattafiori et al., 2024), all trained with visible415

chain-of-thought reasoning traces. Across all mod-416

els, we observe consistent benefits of our method,417

suggesting that our framework is architecture-418

agnostic and works well across a wide range of419

capacities.420

Baselines. We mainly compare our method with421

the standard decoding strategy that uses the full422

KV cache (FullKV). Additionally, we compare our423

method against a range of recent decoding-time KV424

compression methods that can be applied without 425

retraining, including StreamingLLM (Xiao et al., 426

2024), which retains only the first and most recent 427

tokens; H2O (Zhang et al., 2023), which uses accu- 428

mulated attention scores to determine token impor- 429

tance; Pyramid-Infer (Yang et al., 2024a), which 430

performs layer-wise importance-based pruning. 431

Evaluation protocol. We adopt a standardized 432

evaluation protocol across all methods and datasets 433

to ensure fair comparisons. All models are eval- 434

uated using deterministic generation with a tem- 435

perature of 0.6 and top-p of 0.9 under fixed seed 436

to maximize replicability. The maximum gener- 437

ation length is capped at 8192 tokens, sufficient 438

for nearly all long-form reasoning examples. To 439

extract the final answer from the generated output, 440

we introduce a designated token such as </think> 441

to mark the end of the reasoning phase. Accuracy 442

is measured as the fraction of correctly answered 443

questions, based on an exact match with the ground 444

truth. For efficiency, we measure the average num- 445

ber of KV tokens stored during generation, normal- 446

ized by the total number of generated tokens, as 447

well as the total memory consumption when storing 448

the KV cache. 449

5.2 Redundant reasoning token pruning 450

improves the performance 451

We present that removing redundant tokens can im- 452

prove the accuracy. To this end, we compare our 453

method with the full KV (FullKV) cache method on 454

reasoning-intensive mathematical benchmarks. As 455
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Table 2: KV cache efficiency of the redundant token
pruning. We compare the proposed method (Ours) with
KV compression frameworks on MATH-500. We use
Qwen2.5-1.5B reasoning LLM distilled from DeepSeek-
R1. For reference, we report the standard decoding with-
out KV compression (FullKV) results with the accuracy
(%). We evaluate accuracy under two KV compression
ratios (25% and 50%). The bold indicates the best re-
sults within the group.

Compression ratio

Method 25% 50%

FullKV 42.6

Streaming-LLM 34.8 38.6
H2O 34.6 39.2
Pyramid-Infer 29.8 38.7
Ours 36.2 40.4

shown in Table 1, our method significantly and con-456

sistently outperforms FullKV in accuracy. For in-457

stance, our method improves the average accuracy458

of FullKV from 54.6% to 63.5% under Qwen2.5-459

7B. It is worth noting that our method only involves460

changing the inference strategy, thus showing wide461

applicability.462

Notably, our approach consistently outperforms463

FullKV decoding despite using significantly fewer464

tokens in the KV cache. This suggests that our prun-465

ing mechanism not only reduces memory usage but466

also acts as a form of implicit regularization that467

helps the model focus on essential reasoning steps468

by making LLM less distracted by unnecessary469

text (Shi et al., 2023). The forced summarization470

phase typically encourages the model to internally471

consolidate reasoning before producing an answer,472

leading to more coherent and accurate generations.473

Furthermore, more interestingly, our method474

yields greater improvements on more challeng-475

ing benchmarks such as AMC2023 or AIME476

datasets (i.e., mathematical competition problems).477

For example, the performance on the AMC2023478

dataset significantly improves from 55.0→82.5 on479

Qwen2.5-7B, and even uses 10% less KV cache.480

We conjecture that the LLM tends to struggle more481

and produce a more redundant reasoning path in482

challenging setups, thus pruning such redundant483

tokens is effective. These results validate our core484

hypothesis: not all tokens are necessary for reason-485

ing, and selectively pruning unhelpful tokens can486

enhance the final outcome.487

Table 3: Component analysis. We ablate the two main
components of our method: self-summarization (Summ)
and step-aware token eviction (Step). We report the
accuracy (%) on the AIME2024 and AMC2023 datasets.
Here, we use Qwen2.5-7B distilled from DeepSeek-R1,
where all decoding uses a temperature of 0.6. The bold
indicates the best results.

Summ Step AIME2024 AMC2023

✗ ✗ 40.0 70.0
✓ ✗ 36.7 77.5
✓ ✓ 46.7 82.5

5.3 Redundant token pruning efficiently and 488

effectively reduces KV cache budget 489

To evaluate the memory efficiency of our method, 490

we vary the token pruning budget and compare 491

the resulting KV cache size and model accuracy. 492

Table 2 shows the performance of all methods at 493

various relative cache budgets (e.g., 25% and 50% 494

compared to full KV cache size). Our method 495

achieves superior compression ratios without com- 496

promising accuracy, while other methods suffer 497

significant accuracy degradation under aggressive 498

pruning. 499

Unlike previous approaches that are not special- 500

ized to the reasoning process compression, our 501

method dynamically adapts to the reasoning pro- 502

cess by allocating eviction budgets fairly across rea- 503

soning chunks. This chunk-aware strategy ensures 504

that each reasoning step retains its most important 505

context, enabling robust final answers even under 506

tight memory constraints. In particular, our method 507

maintains over 95% of the full-KV accuracy at 508

just 50% memory usage, making it an attractive 509

solution for deployment in resource-constrained 510

environments such as mobile devices, embedded 511

systems, or large-batch inference setups. 512

5.4 Ablation and analysis 513

We further analyze the contributions of individual 514

components in our framework and investigate its 515

generalizability across domains and complemen- 516

tary methods. Throughout this section, unless oth- 517

erwise specified, we consider the Qwen2.5-7B rea- 518

soning model that is distilled from DeepSeek-R1. 519

Component analysis. To understand which parts 520

of our method drive the observed gains, we perform 521

an ablation study where we remove key compo- 522

nents one at a time. As shown in Table 3, both the 523

self-summarization phase and the stepwise eviction 524
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Table 4: Importance of deliberate token pruning.
Random or structure-agnostic pruning degrades accu-
racy (%), while our method improves performance by
pruning at semantically meaningful reasoning bound-
aries. We evaluate on Qwen2.5-7B distilled from
DeepSeek-R1 across mathematical reasoning bench-
marks, including AIME2024 and AIME2025. The bold
indicates the best results.

Score AIME2024 AIME2025

FullKV 36.7 23.3

Random 36.7 33.3
H2O 40.0 26.7
Ours 46.7 36.7

budget contribute meaningfully to performance.525

Removing the summarization step by just inserting526

the end-of-thinking </think> token leads to inac-527

curate importance scores, resulting in the removal528

of critical tokens. Conversely, removing the bal-529

anced budget allocation step results in over-pruning530

from certain chunks, reducing coherence. The full531

model, with both components, consistently yields532

the best results. This supports our design intuition533

that token importance is context-dependent and that534

a structured pruning policy is necessary to avoid535

harming the model’s reasoning ability.536

Does eviction alone improve performance? A537

natural question is whether token eviction it-538

self—regardless of how the evicted tokens are se-539

lected—can lead to improved performance. To540

verify this, we compare three strategies under our541

framework: (1) Random, which evicts tokens uni-542

formly at random at each step, (2) H2O, which543

prunes tokens with the lowest accumulated atten-544

tion scores, and (3) Ours, which step-aware evicts545

tokens based on a score triggered by an end-of-546

thinking token </think>.547

As shown in Table 4, both Random and H2O548

yield marginal performance improvements, indi-549

cating that even naive or structure-agnostic prun-550

ing can occasionally help by reducing redundancy.551

However, such approaches risk removing semanti-552

cally important context, leading to unstable gains.553

In contrast, our method significantly outperforms554

others by aligning token eviction with the semantic555

structure of the reasoning trace.556

We observe that using reflection markers as ter-557

minators enables more frequent pruning, and degra-558

dation in performance is due to the premature re-559

moval of context that is still relevant for the fi-560

Table 5: Effectiveness on non-mathematical reason-
ing benchmarks. We compare the proposed method
(Ours) with the standard greedy decoding (FullKV) un-
der a non-mathematical reasoning benchmark, GPQA
(science). We use Qwen2.5-7B reasoning LLM distilled
from DeepSeek-R1. We report the accuracy (%) and the
corresponding average KV cache length in the parenthe-
ses. The bold indicates the best results.

Method GPQA

FullKV 32.0 (6418)
Ours 36.4 (6277)

nal answer. Fixed-interval pruning also performs 561

poorly, as it fails to align with the logical struc- 562

ture of the reasoning path and often removes in- 563

formative tokens arbitrarily. Overall, our results 564

confirm that pruning at semantically meaningful 565

boundaries—particularly after conclusive reason- 566

ing segments—is critical for effectiveness. 567

Effectiveness on a non-mathematical reasoning 568

benchmark. Finally, we test whether our method 569

generalizes beyond mathematical reasoning. In 570

Table 5, we report results on GPQA (Rein et al., 571

2024), a dataset of expert-written multiple-choice 572

science questions. Despite the distinct nature of 573

these tasks, our method consistently improves the 574

performance over Full-KV, demonstrating its ro- 575

bustness across reasoning styles. We find that the 576

original model iteratively generates intermediate 577

justifications when tackling GQPA, which hurts 578

answer quality. Here, our method effectively sup- 579

presses such distractions, thus improving the per- 580

formance. 581

6 Conclusion 582

In this paper, we propose a test-time scaling method 583

for enhancing reasoning in large language models 584

by identifying and pruning redundant tokens dur- 585

ing the generation of reasoning traces. By introduc- 586

ing a forced summarization phase at intermediate 587

reasoning steps, we estimate the contribution of 588

each token to the ongoing reasoning process. Com- 589

bined with a stepwise budget allocation strategy, 590

our method demonstrates that targeted KV cache 591

pruning can not only serve as a compression mech- 592

anism but also improve reasoning performance. 593

Moreover, our eviction algorithm is plug-and-play, 594

making it suitable for memory-constrained settings, 595

where it outperforms existing baselines under high 596

compression scenarios. 597
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Limitations598

While our proposed framework demonstrates599

strong performance in both accuracy and mem-600

ory efficiency across a range of reasoning tasks,601

it also comes with several limitations that open av-602

enues for future work. First, our method relies on603

the presence of explicit reasoning traces in model604

outputs (e.g., chain-of-thought reasoning or inter-605

mediate steps marked by special tokens such as606

<think>). This restricts applicability to models607

trained with visible thoughts or intermediate super-608

vision. For models that operate in an end-to-end609

manner without exposing their internal reasoning,610

our summarization-based token importance estima-611

tion may not generalize directly. Second, our prun-612

ing strategy is applied only at test time and does613

not benefit from end-to-end training with pruning614

in the loop. While this makes our method widely615

compatible with existing models, it also limits its616

adaptiveness. Learning token importance jointly617

with model weights—potentially via reinforcement618

learning or differentiable attention masking—could619

further improve performance. Third, while our620

experiments span a diverse set of math and code621

reasoning datasets, the majority of our evaluation622

focuses on factual or symbolic reasoning tasks. Ex-623

tending our method to open-domain question an-624

swering, commonsense inference, or multimodal625

reasoning (e.g., visual QA) remains an open chal-626

lenge. These settings may require different forms627

of redundancy detection or finer-grained reasoning628

segmentation.629

References630

AI-MO. 2023. AIMO Validation AIME Dataset.631
https://huggingface.co/datasets/AI-MO/632
aimo-validation-aime.633

AIME. 2024. American invitational mathematics634
examination (aime). https://huggingface.co/635
datasets/HuggingFaceH4/aime_2024.636

AIME. 2025. American invitational mathematics637
examination (aime). https://huggingface.co/638
datasets/opencompass/AIME2025.639

Yushi Bai, Xin Lv, Jiajie Zhang, Yuze He, Ji Qi, Lei640
Hou, Jie Tang, Yuxiao Dong, and Juanzi Li. 2024.641
Longalign: A recipe for long context alignment of642
large language models. In Annual Conference of the643
Association for Computational Linguistics.644

Bowen Baker, Joost Huizinga, Leo Gao, Zehao Dou,645
Melody Y Guan, Aleksander Madry, Wojciech646
Zaremba, Jakub Pachocki, and David Farhi. 2025.647

Monitoring reasoning models for misbehavior and 648
the risks of promoting obfuscation. arXiv preprint 649
arXiv:2503.11926. 650

Jifan Chen, Shih-ting Lin, and Greg Durrett. 2019. 651
Multi-hop question answering via reasoning chains. 652
arXiv preprint arXiv:1910.02610. 653

Renze Chen, Zhuofeng Wang, and 1 others. 2024. 654
Arkvale: Efficient generative llm inference with re- 655
callable key-value eviction. In Advances in Neural 656
Information Processing Systems. 657

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, 658
Mark Chen, Heewoo Jun, Lukasz Kaiser, Matthias 659
Plappert, Jerry Tworek, Jacob Hilton, Reiichiro 660
Nakano, and 1 others. 2021. Training verifiers 661
to solve math word problems. arXiv preprint 662
arXiv:2110.14168. 663

Tri Dao, Dan Fu, Stefano Ermon, Atri Rudra, and 664
Christopher Ré. 2022. Flashattention: Fast and 665
memory-efficient exact attention with io-awareness. 666
In Advances in Neural Information Processing Sys- 667
tems. 668

Luyu Gao, Aman Madaan, Shuyan Zhou, Uri Alon, 669
Pengfei Liu, Yiming Yang, Jamie Callan, and Gra- 670
ham Neubig. 2023. Pal: Program-aided language 671
models. In International Conference on Machine 672
Learning. 673

Aaron Grattafiori, Abhimanyu Dubey, Abhinav Jauhri, 674
Abhinav Pandey, Abhishek Kadian, Ahmad Al- 675
Dahle, Aiesha Letman, Akhil Mathur, Alan Schelten, 676
Alex Vaughan, and 1 others. 2024. The llama 3 herd 677
of models. arXiv preprint arXiv:2407.21783. 678

Melody Y Guan, Manas Joglekar, Eric Wallace, Saachi 679
Jain, Boaz Barak, Alec Helyar, Rachel Dias, Andrea 680
Vallone, Hongyu Ren, Jason Wei, and 1 others. 2024. 681
Deliberative alignment: Reasoning enables safer lan- 682
guage models. arXiv preprint arXiv:2412.16339. 683

Daya Guo, Dejian Yang, Haowei Zhang, Junxiao 684
Song, Ruoyu Zhang, Runxin Xu, Qihao Zhu, Shi- 685
rong Ma, Peiyi Wang, Xiao Bi, and 1 others. 2025. 686
Deepseek-r1: Incentivizing reasoning capability in 687
llms via reinforcement learning. arXiv preprint 688
arXiv:2501.12948. 689

Hasan Abed Al Kader Hammoud, Hani Itani, and 690
Bernard Ghanem. 2025a. Beyond the last answer: 691
Your reasoning trace uncovers more than you think. 692
arXiv preprint arXiv:2504.20708. 693

Hasan Abed Al Kader Hammoud, Hani Itani, and 694
Bernard Ghanem. 2025b. Beyond the last answer: 695
Your reasoning trace uncovers more than you think. 696
arXiv preprint arXiv:2504.20708. 697

Shibo Hao, Sainbayar Sukhbaatar, DiJia Su, Xian Li, 698
Zhiting Hu, Jason Weston, and Yuandong Tian. 2024. 699
Training large language models to reason in a contin- 700
uous latent space. arXiv preprint arXiv:2412.06769. 701

9

https://huggingface.co/datasets/AI-MO/aimo-validation-aime
https://huggingface.co/datasets/AI-MO/aimo-validation-aime
https://huggingface.co/datasets/AI-MO/aimo-validation-aime
https://huggingface.co/datasets/HuggingFaceH4/aime_2024
https://huggingface.co/datasets/HuggingFaceH4/aime_2024
https://huggingface.co/datasets/HuggingFaceH4/aime_2024
https://huggingface.co/datasets/opencompass/AIME2025
https://huggingface.co/datasets/opencompass/AIME2025
https://huggingface.co/datasets/opencompass/AIME2025


Dan Hendrycks, Collin Burns, Saurav Kadavath, Akul702
Arora, Steven Basart, Eric Tang, Dawn Song, and Ja-703
cob Steinhardt. 2021. Measuring mathematical prob-704
lem solving with the math dataset. arXiv preprint705
arXiv:2103.03874.706

Aaron Jaech, Adam Kalai, Adam Lerer, Adam Richard-707
son, Ahmed El-Kishky, Aiden Low, Alec Helyar,708
Aleksander Madry, Alex Beutel, Alex Carney, and 1709
others. 2024. Openai o1 system card. arXiv preprint710
arXiv:2412.16720.711

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-712
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-713
guage models are zero-shot reasoners. In Advances714
in Neural Information Processing Systems.715

Aviral Kumar, Vincent Zhuang, Rishabh Agarwal, Yi Su,716
John D Co-Reyes, Avi Singh, Kate Baumli, Shariq717
Iqbal, Colton Bishop, Rebecca Roelofs, Lei M Zhang,718
Kay McKinney, Disha Shrivastava, Cosmin Paduraru,719
George Tucker, Doina Precup, Feryal Behbahani, and720
Aleksandra Faust. 2025. Training language models721
to self-correct via reinforcement learning. In Interna-722
tional Conference on Learning Representations.723

Hyunseok Lee, Seunghyuk Oh, Jaehyung Kim, Jinwoo724
Shin, and Jihoon Tack. 2025. Revise: Learning to725
refine at test-time via intrinsic self-verification. In726
International Conference on Machine Learning.727

Aitor Lewkowycz, Anders Andreassen, David Dohan,728
Ethan Dyer, Henryk Michalewski, Vinay Ramasesh,729
Ambrose Slone, Cem Anil, Imanol Schlag, Theo730
Gutman-Solo, and 1 others. 2022. Solving quan-731
titative reasoning problems with language models.732
Advances in Neural Information Processing Systems,733
35:3843–3857.734

Yuhong Li and 1 others. 2024. Snapkv: Llm knows735
what you are looking for before generation. In Ad-736
vances in Neural Information Processing Systems.737

Matanel Oren, Michael Hassid, Nir Yarden, Yossi Adi,738
and Roy Schwartz. 2024. Transformers are multi-739
state rnns. arXiv preprint arXiv:2401.06104.740

Ben Prystawski, Michael Li, and Noah Goodman. 2023.741
Why think step by step? reasoning emerges from742
the locality of experience. In Advances in Neural743
Information Processing Systems.744

Qwen. 2024. QwQ: Reflect deeply on the boundaries of745
the unknown. https://qwenlm.github.io/blog/746
qwq-32b-preview/. Accessed: 2025-05-13.747

David Rein, Betty Li Hou, Asa Cooper Stickland, Jack-748
son Petty, Richard Yuanzhe Pang, Julien Dirani, Ju-749
lian Michael, and Samuel R. Bowman. 2024. GPQA:750
A graduate-level google-proof q&a benchmark. In751
First Conference on Language Modeling.752

Zhihong Shao, Peiyi Wang, Qihao Zhu, Runxin Xu,753
Junxiao Song, Xiao Bi, Haowei Zhang, Mingchuan754

Zhang, YK Li, Y Wu, and 1 others. 2024. Deepseek- 755
math: Pushing the limits of mathematical reason- 756
ing in open language models. arXiv preprint 757
arXiv:2402.03300. 758

Freda Shi, Xinyun Chen, Kanishka Misra, Nathan 759
Scales, David Dohan, Ed H Chi, Nathanael Schärli, 760
and Denny Zhou. 2023. Large language models can 761
be easily distracted by irrelevant context. In Interna- 762
tional Conference on Machine Learning. 763

Huaijie Wang, Shibo Hao, Hanze Dong, Shenao Zhang, 764
Yilin Bao, Ziran Yang, and Yi Wu. 2024. Offline 765
reinforcement learning for llm multi-step reasoning. 766
arXiv preprint arXiv:2412.16145. 767

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten 768
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou, 769
and 1 others. 2022. Chain-of-thought prompting elic- 770
its reasoning in large language models. In Interna- 771
tional Conference on Machine Learning. 772

Tong Wu, Chong Xiang, Jiachen T Wang, and Prateek 773
Mittal. 2025. Effectively controlling reasoning mod- 774
els through thinking intervention. arXiv preprint 775
arXiv:2503.24370. 776

Guangxuan Xiao, Yuandong Tian, Beidi Chen, Song 777
Han, and Mike Lewis. 2024. Efficient streaming lan- 778
guage models with attention sinks. In International 779
Conference on Learning Representations. 780

Jundong Xu, Hao Fei, Liangming Pan, Qian Liu, Mong- 781
Li Lee, and Wynne Hsu. 2024. Faithful logical rea- 782
soning via symbolic chain-of-thought. In Annual 783
Conference of the Association for Computational Lin- 784
guistics. 785

Dongjie Yang, XiaoDong Han, Yan Gao, Yao Hu, Shilin 786
Zhang, and Hai Zhao. 2024a. Pyramidinfer: Pyra- 787
mid kv cache compression for high-throughput llm 788
inference. Preprint, arXiv:2405.12532. 789

Qwen An Yang, Baosong Yang, Beichen Zhang, 790
Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan 791
Li, Dayiheng Liu, Fei Huang, Guanting Dong, Hao- 792
ran Wei, Huan Lin, Jian Yang, Jianhong Tu, Jianwei 793
Zhang, Jianxin Yang, Jiaxin Yang, Jingren Zhou, Jun- 794
yang Lin, and 25 others. 2024b. Qwen2.5 technical 795
report. arXiv preprint arXiv:2412.15115. 796

Eric Zelikman, Yuhuai Wu, Jesse Mu, and Noah Good- 797
man. 2022. Star: Bootstrapping reasoning with rea- 798
soning. In Advances in Neural Information Process- 799
ing Systems. 800

Zhenyu Zhang, Ying Sheng, Tianyi Zhou, Tianlong 801
Chen, Lianmin Zheng, Ruisi Cai, Zhao Song, Yuan- 802
dong Tian, Christopher Ré, Clark Barrett, and 1 oth- 803
ers. 2023. H2o: Heavy-hitter oracle for efficient 804
generative inference of large language models. Ad- 805
vances in Neural Information Processing Systems, 806
36:34661–34710. 807

10

https://qwenlm.github.io/blog/qwq-32b-preview/
https://qwenlm.github.io/blog/qwq-32b-preview/
https://qwenlm.github.io/blog/qwq-32b-preview/
https://openreview.net/forum?id=Ti67584b98
https://openreview.net/forum?id=Ti67584b98
https://openreview.net/forum?id=Ti67584b98
https://arxiv.org/abs/2405.12532
https://arxiv.org/abs/2405.12532
https://arxiv.org/abs/2405.12532
https://arxiv.org/abs/2405.12532
https://arxiv.org/abs/2405.12532


Wanjun Zhong, Ruixiang Cui, Yiduo Guo, Yaobo Liang,808
Shuai Lu, Yanlin Wang, Amin Saied, Weizhu Chen,809
and Nan Duan. 2023. Agieval: A human-centric810
benchmark for evaluating foundation models. arXiv811
preprint arXiv:2304.06364.812

11



A Experimental Details813

A.1 Model details814

In our proposed framework, we use the DeepSeek-R1-Distill family of models, namely the Qwen2.5-1.5B2,815

Qwen2.5-7B3, and Llama3.1-8B4. All checkpoints are downloaded from Huggingface.816

A.2 Implementation817

Segment of reasoning steps. At the core of our method is segmenting the initial raw reasoning trace818

TReason into a sequence of meaningful intermediate steps. This segmentation aims to capture points where819

the model might pause, reflect, change direction, or move to a distinct next step in its reasoning. Following820

prior work (Hammoud et al., 2025b), we perform segmentation based on occurrences of words or phrases821

from a predefined set W . These markers often signal reflection, correction, sequencing, or the exploration822

of alternatives. The set W used in our experiments is:823

"Wait" "Alternatively" "Another angle" "Another approach" "But wait" "Hold on" "Hmm" "Maybe"
"Looking back" "Okay" "Let me" "First" "Then" "Alright" "Compute" "Correct" "Good" "Got it"
"I don’t see any errors" "I think" "Let me double-check" "Let’s see" "Now" "Remember" "Seems
solid" "Similarly" "So" "Starting" "That’s correct" "That seems right" "Therefore" "Thus"

824

Eviction budget. For the effectiveness setting, we consider a token eviction budget k, which denotes825

the number of tokens to be removed from the KV cache across all heads and layers at every predefined826

generation step p. In all experiments, we fix k = 5 and p = 200 for mathematical reasoning datasets and827

p = 300 for non-mathematical datasets.828

KV cache budget. For the efficiency setting, we define a maximum KV cache budget during decoding,829

computed based on the average KV length LFull of the Full KV baseline. Specifically, we compute830

compressed budgets by multiplying LFull with target compression ratios of 25%, 50%. Following prior831

works (Zhang et al., 2023; Li et al., 2024), we also preserve a recent window of KV entries by keeping832

the most recent tokens, and set this recent size to half of the allocated cache. For comparison solely833

focused on reasoning compression, all methods retain the full problem prompt in the KV cache throughout834

generation. This portion is excluded when measuring the fixed cache budget.835

2https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-1.5B
3https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Qwen-7B
4https://huggingface.co/deepseek-ai/DeepSeek-R1-Distill-Llama-8B
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Table 6: Effectiveness of the redundant token pruning on a small-sized reasoning LLM. We compare the
proposed method (Ours) with standard decoding (FullKV) under six reasoning-intensive mathematical benchmarks,
including MATH-500 (MATH), Minerva, GaoKao, AIME2024, AIME2025, AMC2023. We use Qwen2.5-1.5B
reasoning LLM distilled from DeepSeek-R1. We report accuracy (%) with the corresponding average KV cache
length shown below in parentheses. Average accuracy and KV cache are presented in the final column. The bold
indicates the best accuracy within the group.

Dataset

Method MATH Minerva GaoKao AIME2024 AIME2025 AMC2023 Avgerage

FullKV
42.6 21.7 34.2 0.0 0.0 10.0 18.1

(6125) (5663) (5825) (8192) (8192) (7398) (6899)

41.2 25.8 36.9 3.3 0.0 20.0 21.2Ours
(6166) (5690) (6071) (8071) (8192) (7477) (6945)

B More Experimental Results 836

B.1 Additional results on a small reasoning model 837

We also demonstrate the effectiveness of our method on a small reasoning LLM, namely the Qwen2.5-1.5B. 838

As shown in Table 6, our method significantly improves the overall reasoning accuracy across multiple 839

reasoning-intensive mathematical benchmarks even on small reasoning LLMs. Here, we also notice that 840

our method is effective on challenging benchmarks such as AMC2023, indicating the importance of the 841

deliberate token pruning based on redundancy. 842
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