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Abstract

Sentence paraphrasing involves understanding
the semantics and generating alternative expres-
sions that are equivalent to the original sen-
tence but not identical. However, there lack
of an evaluation metric for paraphrasing that
aligns well with human annotation and a lack of
high-quality Chinese paraphrase datasets which
makes it difficult to train a Chinese paraphrase
model. To address these challenges, we present
the first large-scale automatically constructed
Chinese sentence paraphrase corpus, consist-
ing of 9.45 million annotated sentence pairs for
paraphrasing. We also introduce a core dataset
with 2.5 thousand Chinese sentence pairs that
are completely paraphrased by the crowd and
annotated by experts. With this high-quality
data, we establish an automatic evaluation met-
ric for Chinese paraphrasing evaluation, achiev-
ing a Spearman coefficient of 0.726 in human-
annotated data and significantly outperform-
ing existing metrics. Additionally, we build a
strong baseline for Chinese paraphrasing gen-
eration with few entity and logical errors while
preserving the meaning of the sentence and
generating diverse and innovative sentences.!

1 Introduction

Sentence paraphrasing (Bhagat and Hovy, 2013)
aims to change expressions or improve the read-
ability of a sentence by altering its structure and
replacing words with synonyms. In machine trans-
lation, researchers find that paraphrasing the source
language sentence can enhance translation qual-
ity (Thompson and Post, 2020). Additionally, in
text summarization, sentence paraphrasing can as-
sist in generating more concise and accurate sum-
maries (Nayeem et al., 2018; Tang et al., 2023).
Furthermore, sentence paraphrasing plays a cru-
cial role in tasks such as question-answering sys-
tems (Gan and Ng, 2019) and information re-
trieval (Zhang et al., 2015; Ferguson et al., 2018).
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In recent years, with the advancement of deep
learning, methods utilizing neural network models
for English sentence paraphrasing (Kumar et al.,
2020; Huang and Chang, 2021) are widely applied
and researched. However, sentence paraphrasing
in Chinese still has two main challenges.

First of all, there is a lack of scientific and
systematic automatic evaluation metrics for sen-
tence paraphrasing, whether it is in English or Chi-
nese. Existing works (Ormazabal et al., 2022a;
Dou et al., 2022a) mostly adopt iBLEU (Sun and
Zhou, 2012) as the evaluation metric for paraphras-
ing, while others utilize traditional text evaluation
metrics such as BLEU (Papineni et al., 2002) and
BERTScore (Zhang et al., 2020). However, para-
phrasing sentence pairs exhibit high semantic sim-
ilarity while having significant differences in vo-
cabulary, phrases, and structure. This gap makes it
difficult for traditional evaluation metrics to evalu-
ate the quality of paraphrased sentences, as higher
scores indicate higher semantic similarity but lower
degrees of paraphrasing, thus failing to provide a
comprehensive assessment of paraphrase quality.
Shen et al. (2022) propose a new evaluation met-
ric, ParaScore, for sentence paraphrasing. However,
due to the low quality of the validation dataset used,
whose sentence pairs marked as high score only re-
tain the correct semantics and with a low degree of
paraphrase, ParaScore has poor generalization.

Secondly, there lack of a high-quality dataset for
Chinese sentence paraphrasing. Shen et al. (2022),
by utilizing the English paraphrase dataset BQ-
Para (Chen et al., 2018), construct pseudo-Chinese
paraphrase datasets through various paraphrase
generation algorithms and annotating scores. How-
ever, these paraphrase generation algorithms suffer
from several issues as shown in Table 1. For exam-
ple, back-translation paraphrase methods (Prabhu-
moye et al., 2018) may introduce semantic errors
and entity misalignment, while large model-based
approaches (Witteveen and Andrews, 2019) may
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Table 1: Limitations of different Chinese paraphrasing generation methods, where ST represents sentence transfor-
mation, SC represents semantic consistency, and SR represents synonym replacement.

exhibit few changes or omit crucial content. Most
examples annotated high scores in BQ-Para (Chi-
nese) can only guarantee semantic correctness and
basic synonym substitution, with a relatively low
degree of paraphrasing. Consequently, the exist-
ing Chinese paraphrase datasets suffer from low
quality. This makes it more challenging to train a
high-quality Chinese sentence paraphrasing model.

To address these challenges, we first establish a
core Chinese paraphrase corpus CSPC.q through
human paraphrasing and expert annotation. Based
on CSPC.q, We propose a neural-based compre-
hensive evaluation metric for automatically assess-
ing paraphrase qualities using 8 designed feature
extractors, achieving state-of-the-art correlation
with human annotations on CSPC,q.. Further-
more, we collect 17 million parallel translation data,
1.2 million back-translation data, and 140 thou-
sand sentences paraphrased by GPT-3.5 Turbo and
then filter them to obtain 9.45 million high-quality
Chinese paraphrase sentences, a new large-scale
and high-quality automatically constructed Chi-
nese sentence paraphrase corpus CSPC,yo. Finally,
through three stages of training, combined with
our proposed entity-aligned tokenizer, we present a
strong baseline for Chinese sentence paraphrasing.

The contributions are as follows:

e We introduce the first large-scale, high-quality
Chinese paraphrase dataset, which includes 9.45
million sentences, and over 2,585 human para-
phrased sentence pairs with experts annotated.

e We formulate 8 paraphrasing rules and design
their corresponding feature extractors. Through
feature engineering and pattern recognition, we de-
velop a neural-based evaluation metric for Chinese
sentence paraphrasing. In experiments, our metric

achieves state-of-the-art performance in terms of
correlation with human annotations.

e Considering the characteristics of Chinese sen-
tence paraphrasing, we propose a model-agnostic
entity-aligned training strategy. Building upon this
approach, we develop a strong baseline and our
proposed Chinese sentence paraphrasing models
can generate diverse, high-quality sentences that
meet application standards, as demonstrated by our
paraphrasing evaluation metric and case studies.

2 Related Work

Sun and Zhou (2012) use statistical machine
translation for paraphrase generation and propose
iBLEU to evaluate the quality of the paraphrases.
Witteveen and Andrews (2019) utilize pre-trained
language models for paraphrase generation and
evaluate the fine-tuned GPT-2 model using Rouge-
L and BLEU. Ormazabal et al. (2022b) employ par-
allel corpora for paraphrase generation and achieve
better results on iBLEU compared to round-trip
machine translation.

However, these approaches have some limita-
tions, either by using weak baselines for compar-
ison or inappropriate evaluation metrics to assess
the paraphrasing abilities of the models. Dou et al.
(2022b) propose new standards for paraphrase iden-
tification and train more powerful paraphrase gen-
eration models by creating high-quality English
datasets. Shen et al. (2022) point out that existing
evaluation metrics for paraphrasing cannot align
well with human annotations, and thus propose a
new evaluation method called ParaScore. They also
create the first Chinese paraphrase dataset, BQ-para
(Chinese), using paraphrase algorithms. However,
due to the limited capability of existing Chinese
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Figure 1: Pipeline of collecting Chinese paraphrase datasets, establishing paraphrase evaluation metrics, and training

a paraphrase generation model.

paraphrase generation algorithms, the quality of
this dataset is not high, resulting in poor generaliz-
ability of ParaScore.

Lin et al. (2020) enhance the quality of gener-
ated text using linguistic knowledge through the
retrieve, locate and generate pipeline, and estab-
lish a translation-based Chinese news paraphrase
as a benchmark for Chinese sentence paraphras-
ing. However, such data still suffer from the afore-
mentioned quality issues, which result in the weak
generalization of the generation model.

3 Dataset Construction

3.1 Core Dataset

Firstly, we create a completely human-paraphrased
and expert-annotated core dataset, CSPC.q. Each
crowd worker is assigned a number of Chinese sen-
tences and they are required to paraphrase these
sentences with the same semantics but different
expressions ($0.04 per valid sentence). These Chi-
nese sentences are extracted from various sources
such as novels, news, and books. However, consid-
ering the differences in the Chinese language com-
petence among the crowd workers and the practical
work environment, these human-paraphrased Chi-
nese sentences are not directly used as the dataset.
Instead, they are annotated by experts to assess
their quality of paraphrasing ($0.01 per sentence).

Based on the granularity of annotation, we di-
vide them into 730 pairs of fine-annotated Chinese
sentences and 1933 pairs of coarse-annotated Chi-
nese sentences. The fine-grained annotation scores
ranged from O to 5, with O indicating poor para-
phrasing quality and 5 indicating high paraphrasing
quality. The coarse-grained annotation scores were
either 0 or 1, with O indicating inadequate para-

phrasing and 1 indicating sufficient paraphrasing.

For the Chinese sentence paraphrasing during
dataset construction, we have three basic criteria:
1) Structural Transformation: Changes in time,
place, and narrative order are required; 2) Synonym
Replacement: Synonyms are preferred for nouns,
verbs, adjectives, and other words; 3) Semantic
Consistency: The paraphrased sentence must retain
all the semantics of the source sentence without
any additions or deletions. We instruct the crowd
workers to paraphrase the Chinese sentences ac-
cording to these three basic criteria and inform the
experts to score and annotate the paraphrased sen-
tence pairs based on these criteria as well.

3.2 Large Scale Annotated Dataset

As for the large-scale annotated dataset, CSPCyyo,
we start with the CSPCo,. in the previous step and
propose a new automatic evaluation metric called
SPScore-zh to evaluate the quality of paraphrasing
(details are described in Section 4). First, we filter
out Chinese sentences with less than 15 characters
from the en-zh data of the United Nations Parallel
Corpus. Then, we use Google Translate to trans-
late the English part into Chinese and combined
it with the original Chinese part in the corpus to
form Chinese sentence pairs. We collect a total
of 17 million unfiltered parallel translation data
as pseudo-paraphrase sentence pairs. We then use
SPScore-zh to score these data and filter 8.9 mil-
lion parallel translation data as a part of the final
Chinese paraphrase sentence pairs.

In addition, we utilize the m2m100 translation
model (Fan et al., 2021) to translate 1.2 million Chi-
nese sentences into Arabic and then perform back-
translation using the same translation model. Fur-
thermore, taking advantage of large language mod-
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Table 2: Paraphrase instructions for GPT-3.5 Turbo.

els, we attempt to generate paraphrased sentences
using GPT-3.5 Turbo. After various attempts, we
adopt the above prompt designs as shown in Ta-
ble 2, that allows GPT-3.5 to perform Chinese para-
phrase generation. Using this method, we generate
140 thousand pseudo-Chinese paraphrase sentence
pairs. Finally, we use the 1.2 million unfiltered
back-translated corpus and the 140 thousand un-
filtered GPT-3.5 paraphrase data as the original
corpora, and through SPScore-zh annotation fil-
tering, obtain 550 thousand high-scored Chinese
paraphrase sentence pairs.

Among these three sources of data collection,
we randomly select a few samples and find that,
under the same annotation score, the translation
data from parallel corpora has the lower quality,
while the data generated by GPT-3.5 has the higher
quality. This includes considerations of readability
and logical coherence. Therefore, in Section 5.3,
when dividing the dataset into three stages based
on the scores, we will take into account both the
scores and the data sources.

4 New Paraphrase Metric: SPScore-zh

In Section 3.1, we propose three basic criteria for
paraphrasing. Now, we further expand these three
basic criteria into eight computable features, mak-
ing them suitable for direct computation and au-
tomatic evaluation. Finally, through feature engi-
neering, we obtain this Chinese-specific automatic
evaluation metric SPScore-zh which is highly cor-
related with human annotations.

The Spearman and Pearson coefficients are sta-
tistical measures used to assess the correlation be-
tween automatic evaluation metrics and human-
annotated scores. The ablation studies on these
features are shown in Table 3.

4.1 Structural Transformation

First, for criterion one, structural transformation,
we expand it into four computable features for each

Chinese sentence pair:

e Appositive Character Similarity (ACS): Com-
paring the proportion of characters in the original
sentence and the paraphrased sentence at the same
positions. By examining the degree of character
overlap, this metric provides the fidelity of the para-
phrase and how the meaning and structure of the
original text are preserved.

e Substring Positional Alignment (SPA): Rela-
tive positions of substrings in the two sentences and
evaluate the positional transformations between
substrings. By examining the positional alignments
of substrings, we know how the sentences are struc-
tured and how the information is organized within
them. Function D, (a,b) means distance of two
words a and b in sentence « and function RD,,(a)
means relative distance of the word a in sentence
a. The input I in Equation (1) can be substrings,
phrases, words, and characters. Here, the input [ is
shared substrings in sentences A and B:

[l 1]
SPA(A, B)
= 1|2 >0 0
=0 j=i
IRD4(Z;) — RDp(I})|
Metric Core Dataset (Test Set)
Pearsont Spearmant
w/o ACS 0.6855 0.7089
w/o SPA 0.7013 0.7246
w/o PMD 0.7040 0.7254
w/o WPA 0.7049 0.7255
w/o LIS 0.6425 0.6594
w/o SBLEU 0.6767 0.7013
w/o SL 0.7049 0.7164
w/o LR 0.7034 0.7238
SPScore-zh 0.7059 0.7261

Table 3: Ablation study about SPScore-zh on CSPCqye.

e Phrase Mixing Degree (PMD): Degree of
phrase mixing based on comma separation. The de-
gree of phrase mixing can provide insights into the
syntactic complexity and cohesion of a sentence.
Function MD(S) calculates the mixing degree of
sentence S and for the phrase in sentences A, B and
their shared phrase I:
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e Word Positional Alignment (WPA): Evaluat-
ing the positional transformations between words.
It involves analyzing the structural correspondence
between words in order to understand how their
positions change or remain consistent when com-
paring two sentences. WPA is calculated by Equa-
tion (1) using shared words 1.

These four features calculate the degree of struc-
tural transformations at different granularities of a
sentence, from characters to substrings.

4.2 Synonym Replacement

Second, for criterion two, we expand it into two
computable features:

e [ongest Identical Substring (LIS): Finding the
longest substring that is exactly the same between
the original sentence and the paraphrased sentence.
This can help determine whether the paraphrase
maintains the structure, syntax, and sentence orga-
nization of the original text. If the longest identi-
cal substring is only a small fragment, it suggests
that the paraphrase may have undergone significant
changes in terms of structure or syntax.

e BLEU Score for Substrings (SBLEU): Con-
sidering only substrings with a length greater than
three and using the BLEU score. By only consid-
ering substrings with a length greater than three,
we can better capture the changes of key informa-
tion during paraphrasing. These substrings often
represent important modifiers in the sentence, and
their alterations are crucial for maintaining the co-
herence of the sentence.

These two features measure the degree of re-
placement and semantic similarity at different se-
mantic granularities, from words to substrings.

Metric Core Dataset (Test Set)

Pearsont Spearmant
BERTScore 0.467 0.521
BLEU 0.635 0.623
Self-iBLEU 0.649 0.665
METEOR 0.582 0.592
ROUGE-1 0.508 0.509
ROUGE-2 0.608 0.589
ROUGE-L 0.628 0.635
ParaScore 0.669 0.689
SPScore-zh 0.706 0.726

Table 4: Performance about different metrics on
CSPC. test set. Most of the existing metrics are nega-
tively correlated with human annotations and we com-
pare them by taking their absolute values.

4.3 Semantic Consistency

Finally, for criterion three, we expand it into two
computable features:

e Sentence Length (SL): Indicating the number
of characters in the sentence that needs to be para-
phrased. The length of a sentence can be used to
determine the extent of information conveyance
and grammatical structure.

e Length Ratio (LR): The length ratio can be
used to detect whether there is any information loss
or redundancy. If the length of the paraphrased
sentence is much longer than the original sentence,
it may indicate that additional information has been
added. Conversely, if the length of the paraphrased
text is significantly shorter than the original text,
it may indicate that some information has been
omitted or lost.

The design of these two features incorporates
some prior knowledge as constraints. Specifically,
if the paraphrased sentence and the source sentence
are semantically similar, their text lengths should
not differ significantly.

We obtain the SPScore-zh by fitting these eight
features to the expert-annotated scores. As shown
in Table 4 on the test set of CSPC., our evalua-
tion metric exhibits a higher correlation compared
to existing metrics.

Among them, we randomly selected 10% of the
data from CSPCq as the test set and the rest is
as train set. When training SPScore-zh, we only
use the train set to ensure that there is no data leak-
age, thus ensuring the fairness of the comparative
experimental results.

5 Paraphrase Generation

5.1 Establish Vocabulary

Regarding the Chinese sentence paraphrasing, we
find that the traditional pre-training and fine-tuning
paradigm performs poorly on such downstream
tasks. This is primarily due to the specific charac-
teristics of the sentence paraphrasing in Chinese.
Firstly, sentence paraphrasing requires semantic
consistency and diverse expressions between the
original and paraphrased sentences. In the gen-
eration process of such pre-trained models, if we
restrict the probability range of predicting the next
word to achieve semantic consistency, the model
is likely to preserve the original sentence without
making any substantial changes. On the other hand,
if we aim for diverse expressions, we need to ex-
pand the probability range of predicting the next



POS Example Words HF Words Ratio
General Noun SER 82823 17487 0.21
Verb B, %3] 34513 12750 0.37
Adjective B 5918 4840 0.82
Idiom BIEFTAC 8213 4419 0.54
Adverb ]’ dEH% 2226 2226 1.00
Person Name ane] 24316 1871 0.07
Geographical Name b 11862 1741 0.14
Other Noun-modifier KH 2338 1068 0.45
Quantity A, L 1035 1035 1.00
Other Proper Noun ~ #DUR¥%E 5065 1025 0.20
ALL - 188655 53562 0.28

Table 5: Number of different POS in THUCNews and
our vocabulary. HF words means high-frequency words.

word, which can easily result in significant devia-
tion from the original semantics.

This is mainly because the vocabulary of pre-
trained models is usually fine-grained which takes
many steps to generate synonyms, and this pro-
cess often results in shifts during the generation
process. However, sentence paraphrasing does not
require such fine-grained generation but focuses
more on synonymous replacements of entire words
and changes in the position of the entire words.

To address this challenge, we develop a vocabu-
lary based on high-frequency part-of-speech (POS)
tagging. Based on the expert annotation results,
Chinese sentence paraphrasing requires the extrac-
tion of key phrases that make up the sentence, in-
cluding nouns, adjectives, adverbs, and other parts
of speech. These key phrases need to be replaced
with words of the same part of speech and similar
semantics. Finally, these replaced words are com-
bined with appropriate connecting words to form a
complete sentence.

We first tokenize the THUCNews, a large-scale
Chinese corpus, into words using LTP (Che et al.,
2021), and classify the words based on part-of-
speech tagging. For each part of speech, we add
high-frequency words to our vocabulary as shown
in Table 5. The final distribution of part-of-speech
(POS) in the vocabulary is shown in Figure 2. It
can be observed that there is a higher proportion of
vocabulary selection of adjectives and verbs, which
are related to the paraphrase. On the other hand,
there is a lower proportion of vocabulary selection
for unique nouns, etc.

There are two key points to paraphrase. First,
the replaced words before and after should have
the same part of speech. By ensuring a similar
number of words of different parts of speech that
form the sentence before and after replacement, the
semantics of the keywords that form the sentence

abbreviation abbreviation

1.59%

verb
18.29%

temporal noun
0.93%

organization name

person name
other noun-modifier

12.89%

other proper noun

2.68% W punctuation
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verb

idio
4.35%
geographical name

Figure 2: Distribution of different parts of speech in
established vocabulary.

Example Regular Expressions Type
(L) {xn) Book
3A15H (\d1,100\s*[\./H -\s*(\d1,10\s* H ? Date
(SEFRLH) ((.*7) Explanation
CYRIZIRC TG “(E)” Quote

Table 6: Fixed patterns and regular expressions. These
phrases will be replaced by special tokens.

can be more preserved. This simplifies the Chinese
sentence paraphrasing task, as it only requires using
appropriate conjunctions to connect the replaced
keywords into a sentence.

The second point is that the replaced words
should be high-frequency words. In Chinese writ-
ing, high-frequency words are usually general
words and are often selected as replacement words
in Chinese paraphrasing. On the other hand, low-
frequency words usually represent places, names,
or other proper nouns, which are often retained in
Chinese paraphrasing. Because there are hardly any
alternative words for proper nouns, proper nouns
are easily misinterpreted by language models, lead-
ing to changes in the original meaning when gener-
ating paraphrased sentences.

Therefore, selecting high-frequency words from
each part of speech as the vocabulary for Chinese
paraphrase models helps the language model under-
stand the connection between words with similar
meanings in the same part of speech. This allows
the model to accurately identify replaceable words
and their corresponding replacement words when
generating paraphrased sentences.

5.2 Entity-aligned Tokenizer

A suitable vocabulary is not enough for a language
model to be effective in paraphrasing Chinese sen-
tences, an appropriate tokenization strategy is also
required. As mentioned before, when it comes
to paraphrasing Chinese sentences, not all key-



words are replaceable. This includes time, location,
names, and proper nouns, etc.

To address this challenge, we design an entity-
aligned tokenizer that performs entity alignment
during tokenization. It extracts entities with fixed
patterns as shown in Table 6, such as time, titles,
and numbers, using regular expressions and incor-
porates corresponding special tokens into the vo-
cabulary, such as a time token and a location token.
These special phrases are replaced by special to-
kens during tokenization.

Additionally, since these embeddings of special
phrases are shared across different sentences, the
model does not need to learn their semantics dur-
ing training but rather focuses on their positional
information within the sentence. In this case, we
can preserve these irreplaceable words entirely and
achieve changes in sentence structure.

Furthermore, after entity alignment and tokeniza-
tion, there may still be certain low-frequency words
that are not present in the vocabulary and do not
have fixed patterns. In this case, we divide them
based on their length. For words with fewer than
k characters, we split them into individual charac-
ters, while for words with k or more characters,
we replace them with other special tokens. This
is because, in terms of tokenization results, longer
and infrequently occurring words are typically non-
standard proper nouns, while shorter words often
function as connectors or compounds, with their se-
mantic information derived from the finer-grained
characters that compose them. Therefore, we split
them to enable the model to independently learn
the meanings of these individual characters.

5.3 Three-stage Training

Through the specifically designed vocabulary and
tokenization strategies mentioned above, we pro-
pose a strong baseline for Chinese sentence para-
phrasing, training on our proposed CSPC,y,, and
testing on CSPC,e Which is completely human-
paraphrased and expert-annotated.

In addition, we adhere to two key points. First,
the higher the quality of the data, the better training
performance of the model. However, high-quality
data is not always sufficient, and relying on such
a small amount of high-quality data may result in
a lack of generalization while incorporating low-
quality data can interfere with the training process.
Second, Chinese sentence paraphrasing is often per-
formed incrementally, starting with small detailed
changes and gradually making the paraphrase.

Load
Next
Stage
Data

Figure 3: Three-stage training pipeline. Acc means the
prediction accuracy of the language model. Cur score
means the current SPScore-zh on the test set and the best
score means the best SPScore-zh score that the model
can achieve before.

Therefore, inspired by self-paced curriculum
learning (Jiang et al., 2015), we propose a three-
stage training strategy. We divide the dataset into
three parts based on the scores and conduct three-
stage training from low to high. Low-scored data
typically has insufficient paraphrase or semantic
variations, making them relatively easy samples for
paraphrasing. High-scored data, on the other hand,
involves more comprehensive changes while pre-
serving high-quality semantics, making them more
challenging to learn. Additionally, we embed the
stage scheduling directly into the training process,
enabling it to autonomously determine whether to
progress to the next stage of learning without man-
ual control as shown in Figure 3.

First, we filter lower-scoring sentence pairs as
the first-stage data. During the training process, we
ensure the readability of text generation by validat-
ing whether the accuracy of text prediction exceeds
0.5. We then establish an early stop strategy based
on the SPScore-zh score. After the completion of
the first-stage fitting, the training automatically pro-
ceeds to the next stage. In the second stage, we
train on data with moderate scores from the dataset,
and in the third stage, we train on data with higher
scores. The training concludes after the completion
of the third-stage fitting.

6 Case Study

The generation results can be seen in Table 7. It
shows that our generation model can achieve ba-
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Table 7: Case study of our paraphrase generation model.

Method SPScore-zhtT  std.]
Back-Translation 0.617 0.213
GPT-3.5 Turbo 0.641 0.218
Human 0.711 0.167
Ours 0.724 0.157

Table 8: Comparison between our paraphrase generation
model and other paraphrase methods. It can be seen that
our model can generate sentences with higher scores
and more stable.

sic synonym replacement and sentence structure
transformation, with some weakness in maintain-
ing semantic consistency. This is mainly due to the
presence of semantic errors in the back-translated
corpus caused by the limitations of the translation
model. It is necessary to enhance the discrimina-
tive ability of detailed semantics consistency in
SPScore-zh. The SPScore-zh is only based on vec-
tor semantic similarity for comparison and filtering,
making it difficult to detect such detailed errors.
For example, the semantic similarity between a K
JEAT7 4 and a BRI is high.

In the first sentence of our generation samples,
IR BT s N BUR T 5 F 5 BN LB while
the paraphrased sentence changes it to “EA5%HIET
& BURT TAEZ= A4 & which alters the original
semantics, thus not achieving semantic consistency.
In the second example, changing “ & EfH %" to
“# )] % Z” and modifying the original sentence
structure with “[&| > makes this example a high-
scoring sentence paraphrase.

We also compared our generation model with

other paraphrasing methods, as shown in Table 8.
Our method achieves state-of-the-art results in

terms of both generation quality and stability. Note
that, as mentioned in Section 3.1, human paraphras-
ing often results in low-quality paraphrases due to
work fatigue or limited language proficiency. Apart
from that, human paraphrasing may also utilize
other tools such as translation or generation mod-
els, as well as text errors that arise due to rewriting
fatigue. In contrast, our generation model is not
subject to these limitations, which is why it slightly
outperforms human paraphrasing in overall scores.

7 Conclusion

In this paper, we emphasize the research gaps and
various challenges in Chinese sentence paraphras-
ing, including the lack of automatic evaluation
metrics which is aligned with human annotations,
the absence of high-quality Chinese paraphrasing
datasets, and the lack of language models capable
of performing paraphrase generation.

To address these challenges, we propose
SPScore-zh, a novel neural-based Chinese sen-
tence paraphrasing evaluation metric that is highly
aligned with human annotations. Additionally, we
propose a large-scale and high-quality Chinese sen-
tence paraphrasing dataset through automatic gen-
eration and filtering. Finally, using the established
SPScore-zh and the high-quality dataset, we in-
troduce a strong baseline for Chinese paraphrase
generation that is capable of consistently producing
high-quality paraphrased sentences. And we have
already launched the paraphrase application pro-
gramming interface (API) into production, which
effectively validates the applicability of our method
in practical applications.



8 Limitations

However, the evaluation metric SPScore-zh and
the paraphrase generation model we propose are
designed specifically for Chinese. In the future, we
plan to achieve more language adaptation in para-
phrase evaluation and generation. Additionally, our
proposed baselines currently do not achieve signif-
icant results in structural transformation, and the
degree of paraphrase generation is also not control-
lable, requiring further optimization.
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