
AI, Pluralism, and (Social) Compensation

Abstract

One strategy in response to pluralistic values in a user population is to personalize1

an AI system: if the AI can adapt to the specific values of each individual, then2

we can potentially avoid many of the challenges of pluralism. Unfortunately, this3

approach creates a significant ethical issue: if there is an external measure of4

success for the human-AI team, then the adaptive AI system may develop strategies5

(sometimes deceptive) to compensate for its human teammate. This phenomenon6

can be viewed as a form of “social compensation,” where the AI makes decisions7

based not on predefined goals but on its human partner’s deficiencies in relation to8

the team’s performance objectives. We provide a practical ethical analysis of the9

conditions in which such compensation may nonetheless be justifiable.10

1 Introduction11

Value pluralism, and more specifically value conflict, poses a significant challenge for AI designers12

and developers, as we cannot create a single system that fully supports each individual’s values13

[1]. Said differently, value pluralism is inconsistent with AI monism. At a high level, there are14

essentially two different strategies in response. First, we could try to convert value pluralism into15

value monism (from the perspective of the AI) by integrating the different individual values into a16

single value function. Different techniques have been tried for this strategy, such as the creation of a17

social preference function [2, 3], or training the reward model with human feedback from diverse18

populations [4]. Second, we could try to convert AI monism into AI pluralism by creating distinct,19

personalized systems for each individual [5–8]. This approach is thought to eliminate the value20

pluralism challenge (at least, in theory1), though at the cost of technical difficulties (e.g., insufficient21

data about the individual) and social complications (e.g., different individuals seeing different outputs22

for the same input).23

In this paper, we argue that this second approach—personalized AI systems—creates a significant24

novel ethical challenge whenever there is an external measure of success for the human-AI team.25

Specifically, we show that an adaptive AI will often learn to compensate (in its behavior) for the26

shortcomings of the human with which it interacts, thereby leading to potentially deceptive behavior27

by the AI system (Section 2). We then present a conceptual analysis of the conditions in which28

such deception is ethically justifiable (Section 3), as well as practical challenges created when29

an AI personalizes in this way (Section 4). One might have hoped that personalization would30

provide a straightforward way to sidestep the ethical challenges of value pluralism for AI systems.31

Unfortunately, it can also create novel ethical challenges.32

2 Inevitability of Compensatory Strategies33

Consider a simple case of value pluralism: there is some general goal G that the human-AI team is34

attempting to achieve, but the human has additional (or different) values such that the human’s goal is35

actually H . For example, imagine a doctor and an AI-driven clinical decision support system [9].36

1This approach assumes that each individual has a stable, precise set of values to which the AI can adapt. In
practice, people’s values can vary substantially over time and context.
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The general goal of this human-AI system might be providing accurate diagnoses of patients, but the37

human additionally wants to have the opportunity to perform novel and interesting surgeries (or, in a38

more ethically questionable scenario, prioritizing the health of patients of one sex over the other).39

One standard way for the AI to adapt is through reinforcement learning (RL).2 Markov Decision40

Process (MDP) methods iteratively refine the agent’s policy based on environmental feedback,41

resulting in policies that maximize the expected cumulative reward, mathematically expressed as:42

J(π) = Eπ

[ ∞∑
t=0

R(st, at)

]
where Q∗(s, a) is the optimal action-value function and π∗ is the learned policy43

π∗(s) = argmax
a∈A

Q∗(s, a)

In standard RL implementations, the reward function R is grounded in environmental feedback44

(i.e., success or failure); in our present example, R would thus be based on goal G (in our case,45

dependent on whether the human-AI team accurately diagnose the patient). Let π∗(⟨sE , sO⟩, at)46

denote the optimal AI policy if the human agent behaves optimally sO (relative to R, and hence47

G).3 In this case, however, the human will not behave optimally, as they have a different overall48

goal. Let s′O denote the actual human behavior; that is, R(⟨sE , s′O⟩t, at) < R(⟨sE , sO⟩t, at). If49

R(⟨sE , s′O⟩t, at) < R(⟨sE , s′O⟩t, a′t) for some alternative a′t, then the optimal policy σ∗ ̸= π∗.50

That is, we can directly prove that π∗ is not optimal given s′O. Instead, the policy σ∗ that selects the51

optimal action given s′O (perhaps a′t, but not necessarily) is necessarily different from π∗. If other52

agents perform suboptimally—in this case, humans aiming for their personal goal rather than the53

external goal—then the AI will learn to do as best as it can, even if that requires acting differently54

than it should given an optimal teammate.55

In these situations, the AI agent will learn to compensate for the human’s additional or alternative56

values. For example, if the human doctor wants to do interesting surgeries, then she would presumably57

judge the patient to be sicker (or more in need of surgery) than they actually are. An RL-based58

diagnostic AI would learn to compensate by outputting that such patients are less sick than they59

actually are, since it would have learned that the human doctor will adjust upwards. One could use an60

RL method that can change its goal or reward function by learning from its human teammate [10, 11].61

That is, the RL agent could be capable of changing R in response to user feedback; in a perfect world62

(from the perspective of personalization), the RL agent would eventually shift from RG (i.e., the63

reward function for goal G) to RH . If the RL agent’s reward function were RH , then the AI would64

no longer need to compensate. However, inference to the human’s goals or values is almost always65

partial and noisy; there is little reason to expect that the AI agent’s will reliably or systematically66

learn RH , as opposed to some similar-but-different R (e.g., perhaps one that is smoother than RH )67

[12, 13]. This approach can decrease the amount of AI compensation, but is unlikely to eliminate it.68

The inevitability of compensation by adaptive AI systems is supported by a variety of research69

demonstrating how AI systems can compensate in task-oriented environments [14–16] . For instance,70

Christiano et al. [17] observed that an AI system supposedly trained to grasp a ball instead learned to71

create an illusion of grasping by hovering its hand in front of the ball to satisfy the human reviewer.72

Or consider CICERO, an AI system that outperforms human experts in the strategic game Diplomacy,73

whose game transcripts showed the AI system engaging in premeditated deception and lying to its74

allies for victory [18].75

3 Ethics of Compensatory Algorithm76

The phenomenon of AI compensation bears a striking resemblance to human behavioral patterns77

in team dynamics mirroring the concept of social compensation, where one team member takes on78

additional work due to a belief that others will fail to fulfill their responsibilities [19, 20]. In human-79

AI teams, this dynamic manifests when the AI agent perceives its human teammate as "behaving80

2In this specific case, we focus on a simple RL case, but the general conclusion about compensation holds
for a much wider class of adaptation or personalization methods. For example, compensation is provably the
optimal strategy in a signaling game; see Appendix A.

3Assume ⟨sE , sO⟩t does not depend on at−1 (e.g., the MDP sees a sequence of independently drawn cases).
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non-cooperatively" or "underperforming" and adjusts its output to compensate for these human81

biases. From a descriptive standpoint, compensatory behavior by an AI should not be surprising, as82

it represents another instance of a teammate modifying their behavior in response to the perceived83

shortcomings or biases of another.84

From a normative ethical perspective, however, the situation is significantly more complicated.85

Compensatory behavior arguably impacts the human’s autonomy, understood as the right and ability86

to make one’s own decisions and life-plans [21]. If the AI system engages in compensation, perhaps87

rising to the level of deception, then it is interfering with the human’s ability to pursue their values88

and goals. Of course, this compensation is arguably beneficial as it mitigates the impact of biases and89

improves overall team efficiency, but it achieves those ends by (indirectly) manipulating the human.90

Moreover, efforts to teach or train the human so that compensation is not necessary would infringe91

upon their autonomy in a different way, as such efforts would aim to change their values to be more92

consistent with others (i.e., it would aim to homogenize the users) [22].93

Violations of autonomy are not necessarily unethical, for example, restrictions on autonomy are94

often justified for convicted criminals [23]. Many permissible autonomy infringements involve95

cases of paternalism [24], where one individual P constrains the options of another C for C’s96

benefit but contrary to C’s stated preferences. There is significant literature on the conditions in97

which paternalism is ethically justifiable (e.g., [25]). Compensatory AI systems might sometimes be98

paternalistic (e.g., if the human has self-harmful values that the AI should not learn). However, other99

cases of compensation are not paternalistic in the standard sense of the term, as they involve benefits100

for a third party 4. For example, compensation for the surgery-preferring doctor is not for the doctor’s101

benefit, but rather for the patient’s. In these cases, the AI must determine whether to prioritize the102

patient’s or doctor’s values in its personalization, but analyses of paternalism do not apply to those103

cases. We thus need a more general ethical analysis of the permissibility of compensatory algorithms.104

We propose that it is ethically permissible for an algorithm designer/developer to introduce compen-105

satory mechanisms into the algorithm when the following conditions hold:5106

1. There exists good evidence that the human’s specific values have a negative impact on107

individuals I (i.e., G has value for I that is lost if we pursue H)108

2. There exists a justified belief that a reasonable I would consent to the compensation if made109

aware of it in advance110

3. G has significantly more moral weight than H , and could realistically be achieved111

4. Minimal compensation is used commensurate with achieving G112

5. The AI system actively minimizes the negative effects of the compensatory act113

Importantly, I might be the human in the team (as in a case of paternalism), but could also be a114

third party. The question of I’s (hypothetical) consent is a very difficult one, particularly since115

explicitly asking for consent could serve to undo the benefits of compensation. Methods adapted from116

social casework [25, 26] could potentially be useful here, as that domain often requires obtaining117

consent when individuals have internally conflicting values. We also emphasize (point 3) that118

compensation depends on the external measure of success being more important than the personal119

goal. And of course, one ought not deceive (or compensate) if there is some other way to reach the120

moral goal, though in many domains, alternative mechanisms to reduce biases have proven to be121

ineffective [27–29].122

4 Practical Issues & Longer-term Challenges123

Compensatory AI systems will naturally arise when using adaptive or personalized AI systems, if124

the human’s goals and values deviate from some external goal or measure of success. The previous125

section focused on the ethical challenge of compensation (as potentially undermining autonomy);126

here we consider three more practical worries, each with some normative implications.127

4For a more thorough discussion, see Appendix A2
5We contend only that these are sufficient conditions; there might be other contexts in which compensatory

algorithms are ethically permissible.

3



Compensation undermining trust. We often aim for trustworthy AI systems, though there is128

significant disagreement about exactly what that means. In human-human interactions, social129

compensation is inversely related with trust [20, 30]. In particular, increased compensation can130

potentially undermine cohesion within a human teammate. These empirical results might not131

generalize to our present setting, not least because AI behaviors might be interpreted differently132

than human behaviors [31]. More importantly, the empirical work focused on settings with public133

compensation, whereas adaptive AI compensation is less likely to be noticed. If people are unaware134

of the compensation, then it is unlikely to undermine trust. However, it can potentially lead to the135

second issue.136

Escalating Compensation Loops. Consider Alice interacting with an adaptive AI system that137

compensates to advance goals or values other than Alice’s. In this case, Alice is likely to experience138

a measure of frustration that she consistently falls short of her goals. She might thereby intensify her139

efforts to reach her goals, leading to increased compensation by the adaptive AI, resulting in further140

changes by Alice, causing . . . . The coevolution of human and AI behaviors can result in a feedback141

loop in which each increasingly compensates for the other. Ultimately, such a loop may become142

unsustainable, in the sense that the human will realize that the AI is attempting to compensate or143

deceive, leading to the third challenge.144

Discovery of Compensation. If unsatisfied users discover that the adaptive or personalized AI145

system is nonetheless moving them towards other goals, then they may view it negatively. This146

realization can lead to mistrust and non-compliance, perhaps leading the human to entirely disregard147

the AI system. That is, the effort to personalize an AI to a specific individual might instead lead148

that individual to reject the AI when it fails to fully personalize [32, 33]. Personalization attempts to149

align different AIs for each individual, and thereby increase individual’s trust (and acceptance) in150

the AI system. That same effort can actually increase the risk of rejection of the AI system, since151

the compensation that naturally arises in personalization can be perceived as a betrayal. Moreover,152

even if users do not fully reject their AIs, they may devise strategies to circumvent or manipulate153

these systems as they become more familiar with their workings. Such behaviors have been widely154

observed for recommender systems (among others) where people can alter their behavior to ensure155

the outcome that they prefer [34].156

5 Conclusion157

Personalization seems to be a way to sidestep many of the ethical challenges of value pluralism158

by creating “AI pluralism.” We have argued that the AI learning adaptation can create a new159

ethical challenge—compensation—whenever the AI ought not entirely defer to the human. Even a160

personalized AI ought not support and advance ethically problematic values that an individual might161

have (e.g., about racial superiority). We thus must consider when an adaptive or personalized AI162

system should (ethically) compensate for the individual. There is a fundamental tension in pluralistic163

AI design between accommodation of a wide range of human values, and specific goals or values that164

are independent of the individual. This misalignment can lead to unintended consequences, including165

undermining of user autonomy; deceptive practices; and unintentional reinforcement of individual166

biases.167

Despite these concerns, we suggest that compensatory AI behavior should be recognized as a tool in168

the designer’s/developer’s toolkit, much as (human) social compensation behavior should be consid-169

ered when constructing a team. We provide an ethical analysis of (one set of) sufficient conditions170

for compensation—even undisclosed or deceptive compensation—to be ethically permissible. This171

analysis also points towards ways to reduce negative effects through minimal compensation. We172

acknowledge that AI compensation is an ethically challenging possibility (perhaps inevitability,173

in some settings), but it must be addressed by those pursuing the “AI pluralism” strategy towards174

addressing value pluralism in diverse communities.175
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A Appendix285

A.1 Modeling Interactions286

We provide here an example showing that compensation or deception can be the optimal strategy287

in a very different formal setting, namely the signaling game shown in Figure 1. Suppose that A1288

corresponds to providing data to the human without elaboration, while A2 corresponds to additionally289

providing a recommendation. For concreteness, we use the following values for the game elements:290

Figure 1: Game tree representation of signaling game with values

For the honest and deceptive AIs (I and II):291

uI(A1) = x(2) + (1− x)(0.5) = 1.5x+ 0.5

uI(A2) = y(0.6) + (1− y)(0.7) = −0.1y + 0.7

uII(A1) = x(1) + (1− x)(0.2) = 0.8x+ 0.2

uII(A2) = y(0.4) + (1− y)(0.7) = −0.3y + 0.7

Solving these equations yields x = 1
37 and y = 59

37 . And when the human user observes A1:292

u(R1) = r(2) + (1− r)(0.3) = 1.7r + 0.3

u(R2) = r(0) + (1− r)(0.4) = 0.4− 0.4r

And when they observe A2:293

u(R1) = q(0.3) + (1− q)(0.4) = −0.1q + 0.4

u(R2) = q(0.2) + (1− q)(0.6) = −0.4q + 0.6

Solving these equations yields r = 1
21 and q = 2

3 .294

We can further derive:295

r =
ap

ap+ b(1− p)

q =
(1− a)p

(1− a)p+ (1− b)(1− p)

Substituting the values of r, q, p yields the probabilities shown in Table 1 as a Bayesian Nash296

equilibrium.297

Table 1: Probability of Actions Chosen by Each Type of AI
Unelaborated Data Recommendations

Type I 1/118 117/118
Type II 15/59 44/59

298

Observation. In this example, the AI systems consistently showed a preference for aiding users299

through recommendations rather than merely presenting data, regardless of the underlying intention300

(though intention obviously changes the likelihood of recommendation). Specifically, the Honest AI301

recommended in 117 out of 118 interactions, while the Dishonest AI did so in 44 out of 59 cases. This302
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example thus shows that compensation does not necessarily lead to the AI system being systematically303

unhelpful; rather, the AI system dynamically alters behavior to enhance overall success, contrary to304

the passive role traditionally assumed for AI systems.305

Observation. The stable equilibrium reflects the user “distrusting” the AI when it simply provides306

unfiltered data (r = 1/21). Thus, in this example, there is a potentially significant ethical issue, as307

the human would potentially come to consciously question the signal from the AI. In such cases, one308

might reasonably worry that there would be an overall loss of trust, thereby undermining the value of309

the AI system.310

Implications. For the purposes of our analysis, we initially set the deception probability for the311

Dishonest AI at 0.4. This parameter was chosen to observe the AI’s decision-making patterns under312

conditions of moderate deception. It is reasonable to hypothesize that the probability of the AI will313

engaging in deceptive strategies could escalate as it continually assesses and refines the efficacy of the314

tactic. That is, deception is not necessarily a marginal or extreme strategy, but can arguably emerge315

as a preferred method of operation under certain conditions.316

A.2 Case for Compensation: Beneficence317

Increasing reliance on algorithmic systems in decision-making processes raises significant concerns318

about individual autonomy. Can a personalized compensating algorithm truly respect and support319

autonomy? [35] As we grapple with these challenges to autonomy, we must also consider the principle320

of beneficence - the moral obligation to act for the benefit of others [25]. In biomedical ethics, benefi-321

cence is considered alongside other principles, with no single principle taking absolute precedence.322

Instead, ethical decision-making involves carefully balancing these principles in situations of conflict.323

This balancing act becomes particularly relevant in scenarios where an individual’s decisions directly324

impact the well-being of others. In such cases, we encounter a tension between respecting the325

decision-maker’s autonomy and ensuring benefits to those affected by the decision. This conflict326

challenges us to reconsider the primacy of individual autonomy. The framework of balancing327

autonomy and beneficence is crucial when considering the role of human-AI teams in decision-328

making processes. Consider, for example, a judicial scenario where a human-AI team makes decisions329

affecting defendants. The AI system, designed to be ethically aware and pluralistic, may produce330

recommendations that are fair to the defendant but challenge its human collaborator’s inherent biases331

or immediate interests. A significant challenge arises from the fact that while the AI can offer diverse332

and potentially more objective perspectives, the human ultimately has the final say in the team’s333

decisions. An AI system, no matter how accurate or ethically designed, cannot directly counter or334

refute these human decisions.335

In situations where there is a reasonable expectation that the user’s biases could lead to suboptimal or336

biased outcomes, we posit that the principle of beneficence overtakes. While protecting individual337

autonomy is crucial, we must also consider the substantial impact of decisions made by human-AI338

systems since a rigid refusal to impose thoughtful constraints could paradoxically violate our core339

moral principles [36]. Since, unlike humans, these systems are not subject to cognitive biases or340

emotional influences that can skew judgment [37–41].341

Of course, this performance depends on having training data that do not encode those human biases;342

certainly, many AI systems are as biased as humans, if not more so. There are many well-justified343

concerns about biases and errors from AI systems, but that fact should not lead us to overlook344

the potential impacts of human biases, particularly in high-stakes domains like criminal justice or345

healthcare.346

A.3 User Experience347

An AI system that consistently compensates for a user’s biases or preferences might initially seem348

to risk reinforcing those biases over time. However, a growing body of research suggests a more349

nuanced reality.350

Consider, for instance, a clinical setting where a decision support system adapts to a doctor’s tendency351

to over-prescribe surgery. Contrary to initial concerns, such a system isn’t necessarily perpetuating352

this practice. Instead, it operating within a framework of certain immutable restrictions can actually353

ensure exposure to best practices and alternative approaches.354
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These immutable restrictions, often mandated at national levels, create a baseline of ethical and355

legal compliance. The restrictions prohibit recommendations that could lead to harm or violate356

established medical guidelines. Building upon this foundation, optional restrictions and requirements,357

implemented by model and application providers and professional associations, further tailor the358

system’s behavior to align with established values and preferences.359

These layered safeguards not only prevent harmful biases but can also promote positive outcomes.360

In fact, human-computer interaction (HCI) research supports these claims by demonstrating that AI361

systems capable of nuanced behaviors, including deceptive characteristics, impact users positively362

[31]. For instance, in educational settings, the introduction of AI agents capable of limiting the363

information presented or presenting false information has repeatedly proven to encourage students364

to engage more actively, enhancing learning efficiency [42–45]. Similar results across domains like365

gaming and physical therapy illustrate this potential [18, 44, 46–48].366
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