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ABSTRACT

Off-policy learning and evaluation scenarios leverage logged bandit feedback
datasets, which contain context, action, propensity score, and feedback for each
data point. These scenarios face significant challenges due to high variance and
poor performance with low-quality propensity scores and heavy-tailed reward
distributions. We address these issues by introducing a novel estimator based on
the log-sum-exponential (LSE) operator, which outperforms traditional inverse
propensity score estimators. our LSE estimator demonstrates variance reduction
and robustness under heavy-tailed conditions. For off-policy evaluation, we derive
upper bounds on the estimator’s bias and variance. In the off-policy learning
scenario, we establish bounds on the regret—the performance gap between our
LSE estimator and the optimal policy—assuming bounded (1 + €)-th moment
of weighted reward. Notably, we achieve a convergence rate of O(n~¢/ (1)),
where n is the number of training samples for the regret bounds and € € [0, 1].
Theoretical analysis is complemented by comprehensive empirical evaluations
in both off-policy learning and evaluation scenarios, confirming the practical
advantages of our approach.

1 INTRODUCTION

Off-policy learning and evaluation from logged data are important problems in Reinforcement
Learning (RL) theory and practice. The logged bandit feedback (LBF) dataset represents interaction
logs of a system with its environment, recording context, action, propensity score (i.e., the probability
of action selection for a given context under the logging policy), and feedback (reward). It is used in
many real applications, e.g., recommendation systems (Aggarwall 2016} |Li et al., 201 1)), personalized
medical treatments (Kosorok & Laber;, [2019; Bertsimas et al.,2017)), and personalized advertising
campaigns (Tang et al., 2013} Bottou et al.|, 2013). The literature has considered this setting from two
perspectives, off-policy evaluation (OPE) and off-policy learning (OPL). In off-policy evaluation, we
utilize the LBF dataset from a logging (behavioural) policy and an estimator, e.g., Inverse Propensity
Score (IPS), to evaluate (or estimate) the performance of a different target policy. In off-policy
learning we leverage the estimator and LBF dataset to learn an improved policy with respect to

logging policy.

In both scenarios, OPL and OPE, the IPS estimator is proposed (Thomas et al.,[2015; Swaminathan
& Joachims| [2015a). However, this estimator suffers from significant variance in many cases
(Rosenbaum & Rubin, [1983). To address this, some improved importance sampling estimators
have been proposed, such as the IPS estimator with the truncated ratio of policy and logging policy
(Tonides}, 2008b), IPS estimator with truncated propensity score (Strehl et al.||2010), self-normalizing
estimator (Swaminathan & Joachims, |[2015b)), exponential smoothing (ES) estimator (Aouali et al.,
2023)), implicit exploration (IX) estimator (Gabbianelli et al.,|2023)) and power-mean (PM) estimator
(Metell1 et al., 2021).

In addition to the significant variance issue of IPS estimators, there are two more challenges in real
problems: estimated propensity scores and heavy-tailed behaviour of weighted reward due to noise
or outliers. Previous works such as Swaminathan & Joachims|(2015a)), Metelli et al.| (2021])), and
Aouali et al.|(2023) have made assumptions when dealing with LBF datasets. Specifically, these
works assume that rewards are not subject to perturbation (noise) and that true propensity scores are
available. However, these assumptions may not hold in real-world scenarios.
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Noisy or heavy-tailed reward: three primary sources of noise in reward of LBF datasets can be
identified as (Wang et al.,[2020): (1) inherent noise, arising from physical conditions during feedback
collection; (2) application noise, stemming from uncertainty in human feedback; and (3) adversarial
noise, resulting from adversarial perturbations in the feedback process. Furthermore, In addition to
noisy (perturbed) reward, a heavy-tailed reward can be observed in many real life applications, e.g.,
financial markets (Cont & Bouchaud, 2000) and web advertising (Park et al.| 2013)), the rewards do
not behave bounded and follows heavy-tailed distributions ]

Noisy (estimated) propensity scores: The access to the exact values of the propensity scores may not
be possible, for example, when human agents annotate the LBF dataset. In this situation, one may
settle for training a model to estimate the propensity scores. Then, the propensity score stored in the
LBF dataset can be considered a noisy version of the true propensity score.

Therefore, there is a need for an estimator that can effectively manage the heavy-tailed condition and
noisy rewards or propensity scores in the LBF dataset.

1.1 CONTRIBUTIONS

In this work, we propose a novel estimator for off-policy learning and evaluation from the LBF dataset
that outperforms existing estimators when dealing with estimated propensity scores and heavy-tailed
or noisy weighted rewards. The contribution of our work is three-fold.

First, we propose a novel non-linear estimator based on the Log-Sum-Exponential (LSE) operator
which can be applied to both OPE and OPL scenarios. This LSE estimator effectively reduces variance
and is applicable to, noisy propensity scores, heavy-tailed reward and noisy reward scenarios.

Second, we provide comprehensive theoretical guarantees for the LSE estimator’s performance in
OPE and OPL setup. In particular, we first provide bounds on the regret, i.e. the difference between
the LSE estimator performance and the true average reward, under mild assumptions. In particular,
our theoretical results hold under the heavy-tailed assumption on weighted reward. Furthermore, we
studied the convergence rate of regret under heavy-tailed assumption which also holds for unbounded
reward. Then, we studied bias and variance analysis for the LSE estimator and the robustness of the
LSE estimator under noisy and heavy-tailed reward scenarios.

Finally, we conducted a set of experiments on different datasets to show the performance of the LSE in
scenarios with true, estimated propensity scores and noisy reward in comparison with other estimators.
We observed an improvement in the performance of learning policy using LSE in comparison with
other state-of-the-art algorithms under different scenarios.

1.2 PRELIMINARIES

Notation: We adopt the following convention for random variables and their distributions in the
sequel. A random variable is denoted by an upper-case letter (e.g., Z), an arbitrary value of this
variable is denoted with the lower-case letter (e.g., z), and its space of all possible values with the
corresponding calligraphic letter (e.g., £). This way, we can describe generic events like {Z = z}
for any z € Z, or events like {g(Z) < 5} for functions g : Z — R. Pz denotes the probability
distribution of the random variable Z. The joint distribution of a pair of random variables (Z7, Z5)
is denoted by Pz, z,. The cardinality of set Z is denoted by |Z|. We denote the set of integer

numbers from 1 to n by [n] = {1,---,n}. In this work, we consider the natural logarithm, i.e.,
log(z) := log, (z). For two probability measures P and () defined on the space Z, The total variation
distance between two densities P and @, is defined as TV(P, Q) := [, [P — Q|(d2).

2 LoOG-SUM-EXPONENTIAL ESTIMATOR

Main Idea: Inspired by the log-sum-exponential operator with applications in multinomial linear
regression, naive Bayes classifiers and tilted empirical risk(Calafiore et al., 2019; Murphy, 2012}

'A heavy-tailed random variable has a tail distribution heavier than the exponential distribution. For some
heavy-tailed random variables, the variance is not well defined.
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Williams & Barber, |1998; [Li et al.| 2023)), we define the LSE estimator with parameter A < 0,
LSE\(Z) log( Zekzl) (D

where Z = {z;}1_, are samples from the negative random variable Z. The key property of the LSE
operator is its robustness to noisy samples in a limited number of data samples. Here a noisy sample,
by intuition, is a point with abnormally large positive z;. Such points vanish in the exponential sum
as lim,, , o, e** = 0. Therefore the LSE operator ignores terms with large values for negative \.
The robustness of LSE has also been explored in the context of supervised learning by |L1 et al.| (2023)
from practical perspective.

Motivating example: We provide a toy example to investigate the behaviour of LSE as a general
estimator and its difference from the Monte-Carlo estimator (a.k.a. simple average) for mean
estimation. Suppose that 7 is distributed as a Pareto dlStI'lbuthl‘ﬂ with scale x,,, and shape (. Let
¢ = 1.5 and x,, = 3, then we have E[Z] = gf”{ = 1. The objective is to estimate E[Z] with n
independent samples drawn from the Pareto distribution. We set n € {10, 50, 100, 1000, 10000} and
compute the Monte-Carlo (a.k.a. simple average) and LSE estimation of the expectation of Z. Table
shows that LSE (with A = —0.1) effectively keeps the variance and MSE, (Bishop & Nasrabadi,
2000), low without significant side-effects on bias. We also observe that the LSE estimator works
well under heavy tail distributions.

Table 1: Bias, variance, and MSE of LSE (with A\ = —0.1) and Monte-Carlo estimators. We run the
experiment 10000 times and report the variance, bias, and MSE of the estimations.

Estimator n=10 n=50 mn=100 n=1000 n = 10000

Bi Monte-Carlo  0.0154  0.0155 0.0083 0.0061 0.0044
as LSE 0.1576  0.1606 0.1616 0.1624 0.1629
Variance Monte-Carlo 1.5406 1.5289 1.3229 1.0203 0.8384
! LSE 0.1038  0.0616 0.0443 0.0335 0.0268
Msg  Monte-Carlo 15409 1.5292 1.3229 1.0203 0.8384
LSE 0.1287  0.0874 0.0704 0.0598 0.0534

3 RELATED WORKS

We categorize the estimators based on their approach to reward estimation. Estimators that incorporate
reward estimation techniques are classified as model-based estimators. In contrast, those that
work without reward estimation are termed model-free estimators. Below, we review model-based
estimators, and model-free estimators. Furthermore, we study the estimators which are designed for
unbounded reward (heavy-tailed) scenarios in general RL scenarios.

Model-free Estimators: In model-free estimators, e.g., IPS estimators, we have many challenges,
including, high variance and heavy-tailed scenarios. Recently, many model-free estimators have
been proposed for high variance problems in model-free estimators (Strehl et al.| 2010} Ionides)
2008bj; Swaminathan & Joachims) |2015b}; |Aouali et al., [2023; Metelli et al.|, 20215 [Neul 2015} |/Aouali
et al., 2023} Metelli et al.| 2021} [Sakhi et al., 2024)). However, under heavy-tailed or unbounded
reward scenario, the performance of these estimators degrade. In this work, our proposed LSE esti-
mator demonstrates robust performance even under heavy-tailed assumptions, backed by theoretical
guarantees.

Model-based Estimators: The direct method for off-policy learning from the LBF datasets is
based on the estimation of the reward function, followed by the application of a supervised learning
algorithm to the problem. However, this approach does not generalize well, as shown by Beygelzimer
& Langford| (2009). A different approach where the direct method and the IPS estimator are
combined, i.e., doubly-robust, is introduced by |Dudik et al.|(2014). A different approach based
on policy optimization and boosted base learner is proposed to improve the performance in direct
methods (London et al.|[2023)). Our approach differs from this area, as we do not estimate the reward

¢y

2For Z ~ Pareto(xm, ¢) as a heavy-tailed distribution, we have fz(z) = s
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function in the LSE estimator. A combination of the LSE estimator with direct method is presented in
App. @] Furthermore, the optimistic shrinkage (Su et al.,|2020) and Dr-Switch (Wang et al., [2017)
as other model-based estimators. In this work, we focus on model-free approach.

Unbounded Reward: Unbounded rewards (or returns) have been observed in various domains,
including finance (Lu & Rong, [2018) and robotics (Bohez et al.,2019). In the context of multi-
arm bandit problems, unbounded rewards can emerge as a result of adversarial attacks on reward
distributions (Guan et al.,|2020). Within the broader field of Reinforcement Learning (RL), researchers
have investigated poisoning attacks on rewards and the manipulation of observed rewards (Rakhsha
et al., 2020; 2021} [Rangi et al., 2022). These studies highlight the importance of considering
unbounded reward scenarios in RL and bandits algorithms. In particular, in our work, we focus on
off-policy learning and evaluation under heavy-tailed (unbounded reward) assumption, employing a
bounded (1 + €)-th moment of weighted-reward assumption for € € [0, 1].

4 PROBLEM FORMULATION

Let X be the set of contexts and .4 the set of actions . We consider policies as conditional distributions
over actions, given contexts. For each pair of context and action (z,a) € X x A and policy 7y € Iy,
where Ilg is defined as the set of all policies (policy set) which are parameterized by € € ©, where ©
is the set of parameters, e.g., the parameters of a neural network. Furthermore, the my(a|x) is defined
as the conditional probability of of choosing an action given context x under the policy 7y

A reward functionE]r : X x A — R, which is unknown, defines the expected reward (feedback) of
each observed pair of context and action. In particular, 7(z,a) = Ep, ,_, ,_ [R] where R € R* is
random reward and Pp|x—; A—, i$ the conditional distribution of reward R given the pair of context
and action, (x, a). Note that, in the LBF setting, we only observe the reward (feedback) for the chosen
action a in a given context x, under the known logging policy 7o (a|z). We have access to the LBF
dataset S = (x;, a;, pi, i), with n 1.i.d. data points where each ‘data point’ (z;, a;, p;, ;) contains
the context x; which is sampled from unknown distribution Px, the action a; which is sampled from
the known logging policy 7o (:|;), the propensity score p; £ mq(a;|7;), and the observed feedback
(reward) r; as a sample from distribution Pp|x—g, a—q, under logging policy mo(a;|x;).

We define the expected reward of a learning policy, mg € Iy, which is called the value function
evaluated at the learning policy, as

V(7o) = Epy [Exy(a1x) [r(A, X)[X]] = Epy [Ery(a1x)[Epg x4 [B]]- @
We denote the importance weighted reward as wg(A, X)R, where wy(A, X) is the weight,
™o (A|X)
AX)= —"—=.
w0 = )

As discussed by |[Swaminathan & Joachims|(2015b), the IPS estimator is applied over the LBF dataset
S (Rosenbaum & Rubin, [1983) to get an unbiased estimator of the value function by considering the
weighted reward as,

N 1 n
V(mg, S) = gZTiWQ(aiyxi); 3
i=1

mo(ailzi)

where wy(a;, z;) = rolalz)”

The IPS estimator as an unbiased estimator has bounded variance if the my(A|X) is absolutely
continuous with respect to 7y (A|X) (Strehl et al., |2010; Langford et al.,|2008). Otherwise, it suffers
from a large variance.

3In more details, consider an action space A with a o-algebra and a o-finite measure . For any policy 7 and

context x, let 7(.|z) be a probability measure on A that is absolutely continuous with respect to u, with density
drc(alz)
dp
*The reward can be viewed as the opposite (negative) of the cost. Consequently, a low cost (equivalent
to maximum reward) signifies user (context) satisfaction with the given action, and conversely. For the cost
function, we have ¢(z, a) = —r(z, a) as discussed in (Swaminathan & Joachims| [2015a)).

w(.|x) = where 7. (a|z) is absolute continuous with respect to .
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LSE in OPE and OPL scenarios: The LSE estimator is defined as
LbE(S 7T9) - LSE}\( log ( ZGAT ol ) 4

where A < 0 is a tunable parameter which helps us to recover the IPS estimator for A — 0.
Furthermore, the LSE estimator is an increasing function with respect to A.

OPE scenario: One of the evaluation metrics for an estimator in OPE scenarios is the mean squared
error (MSE) which is decomposed into squared bias and the variance of the estimator. In particular,
for the LSE estimator, we consider the following MSE decomposition in terms of bias and variance,

MSE( I):E(Svﬂ-e)):B( LSE(S 779)) +V( LSE(S 79))5
B(Ve (S, 7)) = Elwg (A, X)R] — E[V,(S, )], )
V(Visn (S, m6)) = E[(Ven(S, 1) — B[V (S, m0)])?,

(S, 7)) and V(Vi‘SE (S, 7)) are bias and variance of the LSE estimator, respectively.

{\]
_<\/_

where B(V7,

LSE
OPL scenario: Our objective in OPL scenario is to find an optimal 7y, one which maximize V' (),
ie.,
mgr = argmax V (mg). (6)
me€Elle

We define the generalization error (or concentration), as the difference between the value function
and the LSE estimator for a given learning policy 7y € 1lg, i.e.,

genA(T‘-@) = V(ﬂ-9) LSE(S 7'1'9) @)

For the OPL scenario, we also define 7 as the maximizer of the LSE estimator for a given dataset 5,

m5(S) = arg max VL\SE(& o). 8)

mo€lle
Finally, we define regret, as the difference between the value function evaluated at g« and 7,
Ri(mg,8) = V(me~) — V(7m5(5)). ©)]
More discussion regarding the LSE properties is provided in Appendix (App)[Cl

5 THEORETICAL FOUNDATIONS OF THE LSE ESTIMATOR

In this section, we study the regret, bias-variance and robustness of the LSE estimator. We compare
our LSE estimator with other model-free estimators in Table[2] All the proof details are deferred to

AppD|

Non-linearity of LSE: The LSE estimator is a non-linear model-free estimator with respect to the
weighted reward or reward, which is different from linear model-free estimators. In particular, most
of estimators can be represented as the weighted average of reward (feedback),

V(mo, S an we(ai, 7)), (10)

where g : R — R is a transformation of wg(a;, x;) and is defined for each model-free estimator.
For example, we have g(y) = y in the IPS estimator, g(y) = min(y, M) in the truncated IPS
estimator (Ionides, [2008b), g(y) = ((1 — X)ug -+ X)l/s in the PM estimator (Metelli et al., [2021)),
g(y) = y? for 5 € (0,1) in the ES estimator (Aouali et al., 2023) and g(y) = =17 in the optimistic
shrinkage (OS) (Su et al.,[2020). For the IX-estimator with parameter 7 (Gabblanelh et al.l|2023)),
we have g(y) = 7 +3 Tro" Furthermore, recently a logarithmic smoothing (LS) estimator and the
linear version of LS (LS-LIN) are proposed by [Sakhi et al|(2024)). However, the LSE estimator is a
non-linear function with respect to weighted reward or reward. Therefore, the previous techniques
for regret and bias-variance analysis under linear estimators are not applicable.
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Table 2: Comparison of estimators. We consider the bounded reward function, i.e., Ryax =
SUP(q,)eAxx T(a, ) for all estimators except LSE. BSN and VSN are the Bias and the Efron-Stein

estimate of the variance of self-normalized IPS. For the ES-estimator, we have TS = BES 4
(1/n)(Dkw(mol|mo) + log(4/8)). where Dky(mgllmo) = [, mo(alz)log(me(alz)/mo(alz))da. We
also define power divergence as Py, (7g||m0) := [, mg(alz)*mo (a]z)(1=*)da is the power divergence
with order . For the IX-estimator, C,, () is the smoothed policy coverage ratio. We compare the
convergence rate of the generalization error for estimators. B and C' are constants. For LS estimator,
S5 (mg) is the discrepancy between 7 and 7.

Generalization Error Convergence

Conmea s Heavy-tailed  RegretBound  Noisy Reward  Differentiability ~ Subgaussian Like Tail

Estimator

1PS R, O(n=112) x v x v x

[Sw ms 20155 Rux (B 4 x x x v «
{fonides 20&3:) Oo(n='7?) x v x x v
;GAxbhlzljl(cgl’J;:I) 5023, O(n=172) x v x v v
\Ml:?gll(l/\cixlu 211%1 O(n~1/2%) x x x v v
wA(I;;:aixﬁci\in zlﬁfzz FRma ((log(n)/n)*/?) x v x v B
Sestarfa O(ntt=7%) x x x v o
ws;.klil?iﬁz.;:. '212)24 O(n~1?) x v x v v
e "lnu:s’)md; <o O(n=/t1+9) v v v v v

Theoretical comparison with other estimators: The comparison of our LSE estimator with other es-
timators, including, IPS, self-normalized IPS (Swaminathan & Joachims, [2015b), truncated IPS with
weight truncation parameter M, ES-estimator with parameter o (Aouali et al.} 2023), IX-estimator
with parameter 1, PM-estimator with parameter A (Metelli et al., 2021), OS-estimator with parameter
7 (Su et al.;|2020) and LS-estimator with parameter A (Sakhi et al.,|2024) is provided in Table
Note that the truncated IPS (IPS-TR) (Ionides| 2008a) employs truncation, resulting in a non-
differentiable estimator. This non-differentiability complicates the optimization phase, often neces-
sitating additional care and sometimes leading to computationally intensive discretizations (Papini
et al.,|2019). Furthermore, tuning the threshold M in IPS-TR is sensitive and can result in matching
of the learning policy and logging policy in OPL scenario (Aouali et al., 2023)).

In the following sections, we provide more details regarding heavy-tail assumption and theoretical
results for the LSE estimator.

5.1 HEAVY-TAIL ASSUMPTION

In this section, the following heavy-tail assumption is made in our theoretical results.

Assumption 1 (Heavy-tail weighted reward). The reward distribution Pg|x 4 and Px ® mo(A|X)
are such that for all learning policy 7wy (A|X) € Iy and some € € [0, 1], the (1 4 €)-th moment of the
weighted reward is bounded,

Epy 9mo(AIX)®Pr x.a [(we(A,X)R)1+E] <. (11)

We make a few remarks. First, in comparison with the bounded reward function assumption in
literature, (Metelli et al., 2021} |Aouali et al., [2023)), in Assumptionm the reward function can be
unbounded. Moreover, our assumptions are weaker with respect to the uniform overlap assumption
El In heavy-tailed bandit learning (Bubeck et al.,2013;[Shao et al.,|2018; Lu et al.,|2019)), a similar
assumption to Assumption [Ifon (1 + €)-th moment for some ¢ € [0, 1] of reward is assumed. In
contrast, in Assumption [I] we consider the weighted reward. Note that, under uniform coverage
(overlap) assumption, Assumption (1| can be interpreted as a heavy-tailed assumption on reward.
Furthermore under a bounded reward, Assumption [I] would be equivalent with the heavy-tailed
assumption on the (1 + €)-th moment of weight function, wy(a, ). More detailed theoretical

comparison is provided in App.
5.2 REGRET BOUNDS

In this section, we provide an upper bound on the regret of the LSE estimator as discussed in the OPL
scenario.

>In the uniform coverage (overlap) assumption, it is assumed that SUP(q,z)cAxx WO (a,z) = U < 0.
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We will use the following novel and helpful lemma to prove some results in this section.

Lemma 5.1. Consider the random variable Z > 0. For € € [0, 1], the following upper bound holds
on the variance of e*? for \ < 0,

V () < |AMTE[ZM. (12)

In the following Theorem, we provide an upper bound on the regret of learning policy under the LSE

estimator.

(2\)\|1+6u+ 'y) log ln@‘

vy exp(2)\ul/<1+€))
such that the following upper bound holds on

, with

Theorem 5.2 (Regret bounds). Given Assumption and assuming n >
1

probability at least 1 — ¢, then there exists vy € (0,
the regret of the LSE estimator,

0<mym,s) < P, 12-y)  lgf 2oy [N wlop 2
= M7y, ~1+e 3(1—7)n)\exp(/\y1/(1+e)) (1—7))\ nexp(z/\yl/(u.g))v

where Ty is defined in equation @

Sketch of Proof. First, using Bernstein’s Inequality, [Boucheron et al) 2013| and Lemma @ we
provide lower and upper bounds on generalization error for a fixed learning policy 7g. Then, we
consider the following decomposition of regret,

V(WG*) - V(ﬂ-eA) = genk(ﬂ@*) +<\/SSE(S’ 7T9*) - {\/QSE(S7 71—5) _gen/\(ﬂ?) : (13)
1 I I
1 2 3

Note that, the term I is negative. We can provide upper bounds for terms /7 and /3 using derived
upper and lower bounds on generalization error (Theorem [D.1I] and Theorem [D.2] in App. @])
respectively. To obtain the final result, we apply the union bound.

As the regret bound in Theorem depends on A, we need to select an appropriate A in order to
study the convergence rate of regret bound with respect to n.

Proposition 5.3 (Convergence rate). Given Assumption [I| for any 0 < v < 1, assuming n >
(21/+ 37) log \Hel
P exp(gyl/(uo)
upper bound is max(O(n='¢), O(n=¢), O(n(=¢=1/2)) for a finite policy set.

Remark 5. 4 Using Proposition 5.3 the regret upper bound has the convergence rate of O(n ¢/ (1+5))
for ¢ = g +E Note that, if Assumpt10n holds for ¢ = 1, then we have the convergence rate of

O(n=1/?).

and setting \ = —n "¢ for ( € R, then the overall convergence rate of the regret

Our theoretical results on regret can be applied to unbounded weighted reward under Assumption [T}
compared to other estimators where the bounded reward or weighted reward is needed. Furthermore,

the dependency of regret or generalization bound on  can be polynomial O((%)a) for a > 0,

og(1/6)
v

sub-exponential O(l ) or subgaussian O( M). We also study achieving subgaussian

concentration for LSE estimator in App.[D.]

Finite policy set: The theorems in this section assumed that the policy set, Ily, is finite; this
is for example the case in off-policy learning problems with a finite number of policies. If this
assumption is violated, we can apply the growth function technique which is bounded by VC-
dimension (Vapnik} 2013) or Natarajan dimension (Holden & Niranjan, |1995) as discussed in (Jin
et al.;|2021). Furthermore, we can apply PAC-Bayesian analysis (Gabbianelli et al.,2023) for the
LSE estimator. More discussion regarding the PAC-Bayesian approach is provided in App.[D.5

5.3 BIAS AND VARIANCE

In this section, we provide an analysis of bias and variance for the LSE estimator.

Proposition 5.5 (Bias bound). Given Assumption|l] the following lower and upper bounds hold on
the bias of the LSE estimator with A\ < 0,

(n—1)
2n| Al

1
V(e wo(AX)R) < B(Y LSE(S m9)) < Fwﬁ v+ 7v( Awo(AX)Ry (14)
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Remark 5.6 (Asymptotically Unbiased). By selecting A as a function of n, which tends to zero as
n — oo, e.g. A(n) = —n~° for some ¢ > 0, the bounds in Propositionbecomes asymptotically
zero. The overall convergence rate for upper bound is O(n~¢(1+€)) by choosing ¢ = 1;. For
example, if Assumptionholds for e = 1, then by choosing ¢ = 1/2, we have the convergence rate
of O(n~'/2) for the bias of the LSE estimator. Consequently, the LSE estimator is asymptotically
unbiased.

For the variance of the LSE estimator, we provide the following upper bound.

Proposition 5.7 (Variance Bound). Assume that E[(wg(A, X)R)?] < vy Hholds. Then the variance
of the LSE estimator with A < 0, satisfies,

V(TAe(8,m0)) < V(wo(A, X)R) < S0 (1s)

Remark 5.8 (Variance Reduction). We can observe that the variance of the LSE is less than the
variance of IPS estimator for all A < 0.

Combining the results in Proposition [5.5] and Proposition [5.7] we can derive an upper bound on
MSE of the LSE estimator using equation[5] An upper bound on the moment of the LSE estimator
is provided in App.[D.3] The bias and variance comparison of different estimators is provided in

App.
5.4 ROBUSTNESS OF THE LSE ESTIMATOR: NOISY REWARD

In this section section, we study the robustness of the LSE estimator under noisy reward. We also
investigate the performance of the LSE estimator under noisy (estimated) propensity scores in the

App.[El

Suppose that due to an outlier or noise in receiving the feedback (reward), the underlying distribution
of the reward given a pair of actions and contexts, Pr|x, 4 is shifted via the distribution of noise or
outlier, denoted as Ppx, 4. We model the distributional shift of reward via distribution Pg x4 due
to inspiration by the notion of influence function (Marceau & Rioux}2001}; (Christmann & Steinwart,

2004). Furthermore, we define the noisy reward LBF dataset as S with n data samples. For our result
in this section, the following assumption is made.

Assumption 2 (Heavy-tailed Weighted Noisy Reward). The noisy reward distribution ﬁR‘ x,4 and
Px ®@mo(A|X) are such that for all learning policy mg(A|X) € Il and some € € [0, 1], the (1+¢)-th
moment of the weighted reward is bounded,

1+4+€ ~
]EPX®WO(A|X)®13R‘X,A [(wﬂ(A’X)R) ] v (16)

Under noisy reward LBF dataset, we derive the following learning policy,
m(S) = arg max Vs (7, ). (17)
Tolle

In the following theorem, we provide an upper bound on the regret of 7r§(§ ) as the learning policy
under noisy reward LBF dataset.

2|)\\1+Ey+.§'y log@ .
( ~2 exp(2)jjl;(l+e))5 , with
probability at least 1 — 0, then there exists v € (0, 1) such that the following upper bound holds on
the regret of the LSE estimator under noisy reward logged data,

Theorem 5.9. Given Assumption Assumptionand assuming n >

€ 41| 14+e7; 4[|
o |l 4(2 — ) log 2 3 (2—7) [4A[*Tviog =
0 <R\(7m5(5),9) < — _
= F(m(S), ) < 1+e 3(1 =) nAexp(ApY/(A+a) (1 — )X | nexp(2 vt/ (1+e))
~ 1 1
+ TV(PR‘X,Aa PR|XA) ( |)\| eXp()\ﬁl/(H“-)) + ‘A| eXp(Aljl/(l—i_e)) )7

(18)
where 775(5 ) is defined in equation

6Assumptionfor e=1.
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Table 3: Bias, variance, and MSE of LSE, ES, PM, IX, and IPS-TR estimators. The experiment is run
10000 times with 1000 samples. The variance, bias, and MSE of the estimations are reported. The
best-performing result is highlighted in bold text, while the second-best result is colored in red for
each scenario.

a=1.1 a=14
Estimator Bias Variance MSE Bias Variance MSE
PM 0.004 0.063 0.063 —0.301 164.951 165.041
ES —0.001 0.054 0.054 1.959 0.396 4.232
LSE 0.052 0.006 0.009 0.615 0.292 0.670
IPS-TR 0.020 0.052 0.052 0.053 133.688  133.691
X 0.237 0.002 0.058 1.340 0.048 1.842
SNIPS —0.005 0.059 0.059 —0.029 133.520 133.521
LS-LIN 0.284 0.001 0.082 2.164 0.005 4.687
LS 0.082 0.007 0.013 0.564 0.458 0.776
oS 0.521 0.020 0.292 0.623 23.589 23.977

1 1
NexpOw/0Fa) T \A|exp(xu1/<1+‘>))’
can be interpreted as the cost of noise associated with noisy reward. This cost can be reduced by
increasing |\|. However, increasing |A| also amplifies the term %V in the upper bound on regret.
Therefore, there is a trade-off between robustness and regret, particularly for A < 0 in the LSE

estimator.

Discussion: This term in equation . TV(Pgrx,4, ﬁR‘ X.A) (

6 EXPERIMENTS

We present our experiments for OPE and OPL. Our aim is to demonstrate that our proposed estimators
not only possess desirable theoretical properties but also compete with baseline estimators in practical
scenarios. More details can be found in App[F} Furthermore, an experiment on a real-world dataset,
KUAIREC (Gao et al.| [2022), is provided in App.

6.1 OFF-POLICY EVALUATION

We conduct synthetic experiments to evaluate our proposed LSE estimator performance in OPE
setting. For this purpose, we consider an LBF dataset which has only a single context (state), denoted
as wo. We consider the learning and logging policies as Gaussian distributions, 74 (-|z0) ~ N (1, 0?)

and 7o (+|zg) ~ N(p2,0?). The reward function is a positive exponential function ¢®* which is
unbounded. We also set our parameters to observe different tail distributions. We fix pq = 0.5, g2 =
1,02 = 0.25 and change the value of a which controls the tail of the weighted reward variable,
a € {1.4,1.6}. We also examine different values of « and the effect of number of samples for a fixed
« in App.[G.I] Moreover, we conduct a similar experiment when logging and learning policies are
Lomax distribution{] in App.

Baselines: For our experiments in OPE setting, we consider truncated IPS estimator (Swaminathan
& Joachims, 2015al), PM estimator (Metelli et al., [2021), ES estimator (Aouali et al., [2023), IX
estimator (Gabbianelli et al.l 2023)), SNIPS (Swaminathan & Joachims, 2015b), LS-LIN and LS
estimators (Sakhi et al., |2024])), and OS (shrinkage) (Su et al.,|2020) estimator as baselines.
Metrics: We calculate the Bias, Variance, and MSE of estimators by running the experiments for
10K times each one over 1000 samples.

Discussion: The results presented in Table [3| demonstrate that the LSE estimator has better per-
formance in terms of both MSE and variance when compared to other baselines. There is a close
performance comparison between LSE and LS. More experiments are provided in App.

6.2 OFF-POLICY LEARNING

In off-policy learning scenario, we apply the standard supervised to bandit transformation (Beygelz-
1mer & Langford, 2009) on a classification dataset: Extended-MNIST (EMNIST) (Xiao et al., 2017)
to generate the LBF dataset. We also run on FMNIST in App|G.Z]. This transformation assumes that
each of the classes in the datasets corresponds to an action. Then, a logging policy stochastically
selects an action for every sample in the dataset. For each data sample z, action a is sampled by

"The Lomax distribution is a Pareto Type II distribution which is a heavy-tailed distribution.
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Table 4: Comparison of different estimators LSE, PM, ES, IX, BanditNet, LS-LIN accuracy for
EMNIST with different qualities of logging policy (7 € {1,10}) and true / noisy (estimated)
propensity scores with b € {5,0.01} and noisy reward with Py € {0.1,0.5}. The best-performing
result is highlighted in bold text, while the second-best result is colored in red for each scenario.

Dataset T b Py LSE PM ES X BanditNet LS-LIN Logging Policy
— - 88.49+0.04 89.19+0.03 88.61+0.06 88.33+0.13 66.58+6.39 88.70 +0.02 88.08
5 —  89.164+0.03 88.94+0.05 88.48+0.03 88514023 65.10£0.69 88.38+0.18 88.08
1 0.01 —  86.07+£0.01 85.62+0.10 85.714+0.04 81.394+4.02 66.55+3.11 84.64+0.17 88.08
— 0.1 89.29+£0.04 89.08£0.05 88.45+0.09 88.14+£0.14 59.90 £3.78  88.30£0.12 88.08
EMNIST - 0.5 88.72+0.08 88.78£0.03 87.27+0.10 87.084+0.14 56.95+3.06 87.20+0.32 88.08
- —  8859+0.03 88.61+£0.04 883840.08 8743+£0.19 8548+£3.13 88.58+0.08 79.43
5 - 88.424+0.07 88.43+0.07 88.3940.10 88.39+0.06 84.90+3.10 88.23+0.27 79.43
10 001 — 8215+0.21 80.85+0.29 81.07£0.07 77.49£2.77 27.02+1.92 7843+3.13 79.43
— 01 88.29£0.06 8822+0.02 83.19+0.08 87.9340.35 84.80+321 87.50=+0.17 79.43
— 0.5 88.71+£0.16 88.52+0.07 84.424+0.34 83.25+3.45 63.35+13.39 85.7540.04 79.43

logging policy. For the selected action, propensity score p is determined by the softmax value of that
action. If the selected action matches the actual label assigned to the sample, then we have r = 1,
and r = 0 otherwise. So, the 4-tuple (z, a, p, r) makes up the LBF dataset.

Baselines: For all of our experiments in OPL, we compare our LSE estimator against several
non-regularized baseline estimators, including, truncated IPS (Swaminathan & Joachims, |[2015a),
PM (Metelli et al., 2021), ES (Aouali et al.,2023), IX (Gabbianelli et al.,2023)), BanditNet (Joachims
et al.,[2018)) and LS-LIN estimator (Sakhi et al., |[2024)).

Noisy (Estimated) propensity score: For noisy propensity score, motivated by [Halliwell| (2018)
and the discussion in App we assume a multiplicative inverse Gamma noise on g for b € R™,
To = ™o, where 7(a|a) is the estimated propensity scores and U ~ Gammal(b, b). @

Noisy reward: Inspired by [Metelli et al.| (2021)), we also consider noise in reward samples. In
particular, we model noisy reward by a reward-switching probability Py € [0, 1] to simulate noise in
the reward samples. For example, a reward sample of » = 1 may switch to r = 0 with probability Pry.
Logging policy: To have logging policies with different performances, given inverse temperatur

7 € {1,10}, first, we train a linear softmax logging policy on the fully-labeled dataset. Then, when
we apply standard supervised-to-bandit transformation on the dataset, the results obtained from the
linear logging policy which are weights of each action according to the input, will be multiplied by
the inverse temperature 7 and then passed to a softmax layer. Thus, as the inverse temperature T
Increases, we will have more uniform and less accurate logging policies.

Metric: We evaluate the performance of the different estimators based on the accuracy of the trained
model. Inspired by |London & Sandler|(2019)), we calculate the accuracy for a deterministic policy
where the accuracy of the model based on the argmax of the softmax layer output for a given context
is computed.

For each value of 7, we apply the LSE estimator and observe the accuracy over three runs on EMNIST.
The deterministic accuracies of LSE, PM, ES, IX and BanditNet for 7 € {1, 10} are presented in
Table ]

Discussion: The results presented in Table d] demonstrate that the LSE estimator achieves maximum
accuracy (with less variance) in most scenarios compared to all baselines. More discussion and
experiments are provided in App.

7 CONCLUSION AND FUTURE WORKS

In this work, inspired by the log-sum-exponential operator, we proposed a novel estimator for
off-policy learning application. Subsequently, we conduct a comprehensive theoretical analysis of
the LSE estimator, including a study of bias and variance, along with an upper bound on regret
under heavy-tailed assumption. Furthermore, we explore the performance of our estimator in
scenarios involving estimated propensity scores or heavy-tailed weighted reward. Results from
our experimental evaluation demonstrate that our estimator, guided by our theoretical framework,
performs competitively compared to most of baseline estimators in off-policy learning and evaluation.
In future work, we plan to study the effect of regularization on the LSE estimator from both theoretical
and practical perspectives. Moreover, we envision extending the application of our estimator to more
challenging RL setups, (Chen & Jiang| 2022 |Zanette et al.,|2021; Xie et al.,|2019al). Inspired by the
application of LSE operator in supervised learning for positive tilt (Li et al.| 2023), we can explore
the performance of the LSE estimator for positive A as future work.

8If Z ~ Gamma(a, ), then we have fz(z) = £z 1e P2,

I(a)
exp(h(z,ai)/T)

[ . Iy N o
The inverse temperature 7 is defined as 7o (a;|z) = ST exp(h(r.0/7) where h(z, a;) is the i-th input to

the softmax layer for context x € X’ and action a; € A.
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A  OTHER RELATED WORKS

In this section, we provide other related works.

Other methods: A balance-based weighting approach, which outperforms traditional estimators, was
proposed by [Kallus|(2018)). Other extensions of batch learning as a scenario for off-policy learning
have been studied, |Papini et al.|(2019) consider samples from different policies and [Sugiyama et al.
(2007) propose Direct Importance Estimation, which estimates weights directly by sampling from
contexts and actions. |Chen et al.| (2019)) introduced a convex surrogate for the regularized value
function based on the entropy of the target policy.

Pessimism Method and Off-policy RL: The pessimism concept originally, introduced in offline
RL(Buckman et al.|[2020; Jin et al., 2021), aims to derive an optimal policy within Markov decision
processes (MDPs) by utilizing pre-existing datasets (Rashidinejad et al.,[2022; 2021} |Yin & Wang]
2021;|Yan et al.| |2023)). This concept has also been adapted to contextual bandits, viewed as a specific
MDP instance. Recently, a ‘design-based’ version of the pessimism principle was proposed by Jin
et al.| (2022) who propose a data-dependent and policy-dependent regularization inspired by a lower
confidence bound (LCB) on the estimation uncertainty of the augmented-inverse-propensity-weighted
(AIPW)-type estimators which also includes IPS estimators. Our work differs from that of Jin et al.
(2022)) as our estimator is non-linear estimator. Note that for our theoretical analysis, we consider
heavy-tailed assumption for (1 + €)-th moment for some € € [0, 1]. However, (Jin et al.| 2022) also
considers 3rd and 4th moments of weights bounded.

Action Embedding and Clustering: Due to the extreme bias and variance of IPS and doubly-robust
(DR) estimators in large action spaces, Saito & Joachims| (2022)) proposed using action embeddings
to leverage marginalized importance weights and address these issues. Subsequent studies, including
(Saito et al., |2023]; [Peng et al., 2023} |Sachdeva et al., 2023)), have introduced alternative methods
to tackle the challenge of large action spaces. Our work can be integrated with these approaches
to further mitigate the effects associated with large action spaces. We consider this combination as
future work.

Individualized Treatment Effects: The individual treatment effect aims to estimate the expected
values of the squared difference between outcomes (reward or feedback) for control and treated
contexts (Shalit et al.,[2017). In the individual treatment effect scenario, the actions are limited to two
actions (treated/not treated) and the propensity scores are unknown (Shalit et al., 2017; Johansson
et al.,[2016};|Alaa & van der Schaar, 2017; |Athey et al.,|2019; |Shi et al.| 2019; |Kennedy, |2020; Nie &
Wager, 2021)). Our work differs from this line of works by considering multiple action scenario and
assuming the access to propensity scores in the LBF dataset.

Noisy/Corrupted Rewards: |Agnihotri et al.| (2024) utilized offline data with noisy preference
feedback as a warm-up step for online bandit learning. In linear bandits, [Kveton et al.| (2019)
estimated a set of pseudo-rewards for each perturbed reward in the history and used it for reward
parameter estimation. [Lee & Lim|(2022)) assumes a heavy-tailed noise variable on the observed
rewards and proposes two exploration strategies that provide minimax regret guarantees for the
multi-arm bandit problem under the heavy-tailed reward noise. In the linear bandits, |[Kang et al.
(2024) [Huang et al.| (2024) tackles the issue of heavy-tailed noise on cost function by modifying the
reward parameter estimation objective. The former one uses Huber loss for reward function parameter
estimation and the latter one truncates the rewards. [Zhong et al.| (2021} and |Xue et al.| (2024) propose
the median of means and truncation to handle the heavy-tailed noise in the observed rewards. In
this work, we study the performance of our proposed estimator, the LSE estimator, under noisy and
heavy-tailed reward.

Estimation of propensity scores: We can estimate the propensity score using different methods,
e.g., logistic regression (D’Agostino Jr, |1998; |Weitzen et al., 2004), generalized boosted models
(McCaffrey et al.|[2004)), neural networks (Setoguchi et al., | 2008), parametric modeling (Xie et al.,
2019b)) or classification and regression trees (Lee et al., 2010; [2011)). Note that, as discussed in
(Tsiatis, 2006; Shi et al., [2016), under the estimated propensity scores (noisy propensity score), the
variance of the IPS estimator is reduced. In this work, we consider both true and estimated propensity
scores, where the estimated propensity scores are modeled via Gamma noise. Our work differs from
the line of works on the estimation methods of propensity scores.
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Bandit and Reinforcement learning under Heavy-tailed Distributions: Some works discussed
the heavy-tailed reward in bandit learning (Medina & Yang) 2016} Bubeck et al.,|2013};|Shao et al.,
2018;|Lu et al., 2019; Zhong et al., [2021)). Furthermore, some works also discussed the heavy-tailed
rewards in RL (Zhuang & Suil [2021} Zhu et al.,[2024). However, off-policy learning with LBF dataset
under a heavy-tailed distribution of weighted reward is overlooked.

Mean-estimation under heavy-tailed distributions: In (Lugosi & Mendelson, [2019}2021; Hop-
kins| 2018)), the performance of median-of-means and trimmed mean estimators have been studied
and the sub-Gaussian behavior of these estimators are studied. However the median-of-mean has
computational overhead and can introduce discontinuities that complicate gradient computation.

B PRELIMINARIES

B.1 NOTATIONS AND DIAGRAM

All notations are summarized in Table[5] An overview of our main theoretical results is provided in

Fig. [T}

the LSE
estimator

Off-Policy . Off-Policy
Evaluation Kebusiness Learning
Bias Variance Noisy reward Wotkyy Pz Generalization Regret
> sity score Error
Generalization
Bias Bounds Variance Bound Regret Bound Regret Bound Elrjrorel;(gvoernzr;d Regret Bounds
(Proposition 5.5) osition 5.7) (Theorem 5.9) heorem E.6) pper Bou (Theorem 5.2)

(Theorem D.2
& Theorem D.1

Figure 1: Overview of the main results

Table 5: Summary of notations in the paper

Notation Definition | Notation Definition
X Context A Action
r(X,A) Reward function R Reward
n The number of logged data samples Px Distribution over context set
S LBF dataset Di Propensity score (o (a;|z;))
o Learning policy wy(A|X) weight (mg(A|X)/mo(A|X))
V(S me) the LSE estimator V(o) Value of learning policy g
v Upper bound on (1 + €)-th moment of weighted reward (Assumptionm mo(alX) Logging policy
gen, (mg) Generalization error of the LSE estimator R (75, 5) Regret of the LSE estimator
B(V)ss (S, m0)) Bias of the LSE estimator V(V2(S,mp))  Variance of the LSE estimator
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B.2 DEFINITIONS

We define the softmax function

softmax (1, o, -+ ,xy) = (81,82, , Sn)s
evi
$i=———, 1<i<n.
EA_ xTi
=1
The diag function, diag(ay, as,- - ,a,) € R™"*™, defines a diagonal matrix with a1, az, - - , a, as

elements on its diagonal.

Definition B.1. (Cardaliaguet etal.,2019) A functional U : P(R™) — R admits a functional linear

derzvatzve if there is a map 5 : P(R™) x R™ — R which is continuous on P (R"), such that for all
m,m’ € P(R™), it holds that

U(m’ / / (mx,a) (m' —m)(da) d,
where my = m + A(m’ —m).

B.3 THEORETICAL TOOLS

In this section, we provide the main lemmas which are used in our theoretical proofs.

Lemma B.2 (Kantorovich-Rubenstein duality of total variation distance, see (Polyanskiy & Wu,
2022)). The Kantorovich-Rubenstein duality (variational representation) of the total variation
distance is as follows:

1
TV(m1,ms) = 57 sup {Ezmm, [9(2)] = Ezam,[9(2)]}, (19)
geyL

where G, = {g: Z = R, [|gl[oc < L}.

Lemma B.3 (Hoeffding Inequality, Boucheron et al., 2013). Suppose that Z are sub-Gaussian
independent random variables, with means p; and sub-Gaussian parameter 0 , then we have:

n 42
P (Z(Zz — i) > t) < exp (22nt02> (20)
i=17i

i=1

Lemma B.4 (Bernstein’s Inequality, Boucheron et al., 2013). Suppose that S={Z }5,1 are i.i.d.
random variable such that |Z; — E[Z]| < R almost surely foralli, and V(Z) = Then the
Sollowing inequality holds with probability at least (1 — §) under Ps,

1 n
SEEFPNIE

402 log(2/0) n 4R 1og(2/9)
n 3n ’

2

The rest of the lemmas are provided with proofs.

Lemma B.5 (Change of variables). Assume that the following equation holds,

Ag?
TP\ Broa S

for some positive parameters A, B,C,e > 0and 0 < § < 1. Then, we have,

Clogl Blog *
< € 6.
‘<=7 2

w then we have § < D.

Also, for some D > 0, if A >

20
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Proof. We have

e AP a? Clog 16— Blo 0
€ = ex —_—— —_ —0 — -_=
PU B+Cs & 8

Given § > 0 and solving the quadratic equation, we have

logl [ flogt  [logt
5= Clog1+\/0210g21+4ABlog1 Og Oge Og “ 4
24 € €
/ 1 B
C'log

1 Blog
— € + g € ,
A A
where the inequality is derived from va + b < v/a + \f

For the second part, similar argument works for a =

B

m\»—l

VA as the variable ,

Clog = | Blog = /
og Og€<D<—>Da— Blog — a—C’log >0

which is satisfied if a is greater than the bigger root

\/Blog% + \/Blog% +4DC'log
a >
So,

2D

A Blog 1 +2DClog

L \/Blogg + \/Blogg +4DClog L
D? =

where the last inequality comes from

2D
a —2|-b > a-+b
than the largest root and the proposed inequality holds.

. Bl 2DCI
2) Hence if A > 26« + 08 ¢

<, ais bigger

Lemma B.6. Assume A, B,C € R*. For any x € R such that

02

~ 2AC + B’
we have,

Ax +vVBzx < (C

A2 —

(22)
Proof. Given Az < C, equation equation[22)is equivalent to the following quadratic form

(B+2AC)z+C? >0

Let 0 < r; < 7y be the roots of the abovementioned quadratic form. If X < r;, Az < C holds and
the quadratic form is positive. So we have the following condition on z to satisfy Equation 22}
. B+24C - V(B +2AC)
T =

—4A2C? 202
242 "~ B+2AC + /(B +2A0)? — 4A2C?
Since,
Cc? 202
2AC+ B = B+2AC + /(B +2AC)2 — 4A20?’
the condition in the lemma is sufficient for equation 22]to hold

O
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Lemma B.7. Let us consider the functions hy,(y) = log(y) + 5zy? and hq(y) = log(y) +
#yQ for a <y < b. Then hy(y) and ho(y) are concave and convex, respectively.

Proof. Taking the second derivative gives us the result, % (log(y) + By?) = —y% + 28.

Lemma B.8. We have the following inequality for y < 0 and € € [0, 1],

|y '+

v<] . 23
e = +y+l+e 23)

Proof. For y = 0, equality holds. If suffices to prove that the derivative of LHS of equation 23]is
more than the derivative of RHS Vy < 0, i.e.,
eV — 14yl >0.
Note that for y < —1, |y| > 1 and the inequality trivially holds. For y > —1, |y|¢ is minimized at
€ = 1, so it is sufficient to prove the inequality only for ¢ = 1, which is,
eV—1—y>0ev>y+1
and holds Vy < 0. O

Lemma B.9. For a positive random variable, Z > 0, suppose E[Z1*€] < v, for some
€ € [0, 1]. Then, the following inequality holds,

E[Z] < Vzl/(1+6)

Proof. Due to Jensen’s inequality, we have,
E[Z] = E[(Zl+6)l/(1+e)] < E[Zl+€]l/(1+€) < V;./(1+6)'

Lemma B.10. For a positive random variable, Z > 0, suppose E[Z11€] < oo for some
€ € [0, 1]. Then, following inequality for A < 0 holds,

1 \Z 1 € 1+e€
> = > - .
E[Z] > § logE[e*] 2 E[Z] - 1—IA[E[Z"+]

Proof. The left side inequality follows from Jensen’s inequality on f(z) = log (z). For the right side,
we have for z < 0,
1
1+2<e€” §1+z—|——|z|1+6.
1+e€
Therefore, we have,

1 1
T logE[e”] > <
_1

1
logE[l + AZ + —— |\ Tez1te]
1+e€

1
log [ 14+ ME[Z] + —— |\ E[Z1**
os 1+ XE[Z] + 1N E[2 ]

>

%

% (AE[Z] 4

1 1+ 1+
- EE Z €
AT E(Z 1

&=

1
7] — ——|\[FE[Z1 €.
[Z] 1+6\I [ ]

22



Under review as a conference paper at ICLR 2025

C OTHER PROPERTIES OF THE LSE ESTIMATOR

Proposition C.1 (LSE Asymptotic Properties). The following asymptotic properties of LSE
with respect to X holds,

P IS
;\%VQSE(S) = ﬁ (z; Tiwe(aiazi)> )

lim VSSE(S) = min rywg(a;, z;),
A——o0 (

lim V), (S) = max rswe(a;, ;).
A—00 i

Proof. For the first limit, we use L’Hopital’s rule:

n

log (Zz;l 64”"”9(%’%))
S) = lim
() A—0 A
(Z?’:1 riw (@q,a;)eXivo (%6 i) )

n Arjwg(a;,x;
Zi:le iwo(ai@i)

lim V>
A—0 5F

/\12% 1
_ Z;Ll riwg(a;, ;)
n

For the second limit for A — —oo we have:

1 no Aming rywe (aq,z4) 1 no S Ariwe (aq,xi)
miin riwe(a“xi) = X log (21—1 € - > < X log (Zz—l e _ )
1 e)\ min; rywe (a;,x;)
<glog| ——
A n

. 1
= minr;wy(a;, ;) — ~ logn.
3

A
As both lower and upper tends to min; r;wg(a;, ;) we conclude that:

1 n Ariwe (aq,e;)
_ 1Og (Zz—l €
A n

lim
A——o00

) = min r;we(a;, ;).
1

A similar argument proves the third limit (A — 00). O

Derivative of the LSE estimator: The derivative of the LSE estimator can be represented as,

n
VoV (S, mp) = % Z rie’\(”w"(“““)_VESE(S’”))ngg(ai, z;). (24)
i=1

Note that, in equation[24] we have a weighted average of the gradient of the weighted reward samples.
In contrast to the linear estimators for which the gradient is a uniform mean of reward samples, in
the LSE estimator, the gradient for large values of r;wg(a;, 2;), Vi € [n] (small absolute value),
contributes more to the final gradient. It can be interpreted as the robustness of the LSE estimator
with respect to the very large absolute values of r;wg(a;, x;) (i.e. high wg(a, x)), Vi € [n].

It is interesting to study the sensitivity of the LSE estimator with respect to its values.

Lemma C.2. The gradient and hessian of the LSE estimator with respect to its values are as
follows,

VVQSE(S, mg) = softmax(Aciwg (a1, 1), -+, Acnwy(an, Tn)), (25)
V2Vee(8) = Miag(Sy) — AS, ST, (26)
where S,, = softmax(Aciwg (a1, 1), , Aenwo(an, T)). Also, LSE is convex when A > 0

and concave otherwise.
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Proof. The two equations can be derived with simple calculations. About the convexity and concavity

of \A/QSE, we prove that for A > 0 the Hessian matrix is positive semi-definite. The proof for concavity
for A < 0 is similar.

n n 2
2"V 7= A (2" diag(Sn)z — 2" S, S z) = A Z S, ()22 — (Z Sn(z)zz>
i=1 i=1

n n n 2
=A (Z 571(1')23) (Z Sn@)) — (Z Sn(i)zi> > 0.

Where the last inequality is derived from the Cauchy—Schwarz inequality. O

Using Lemma we can show that \A/i‘SE is convex for A > 0 and concave for A < 0. Applying
Lemma@], we can prove that the derivative of the LSE estimator is positive and less than one, i.e.,

0< VVA(S, 7m) < 1. 27)
Furthermore, we prove equation [24] by applying Lemma[C.2
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D PROOFS AND DETAILS OF SECTION[3]

D.1 DETAILS OF THEORETICAL COMPARISON

In this section, we compare our estimator with PM, ES, IX, LS and OS from a theoretical perspective
in more details.

D.1.1 BIAS AND VARIANCE COMPARISON

In this section we present the bias and variance comparison of different estimators in Table [6] We
define power divergence as P, ( 71'9”71'0 = [, mola Yemo(a|z)~*)da is the power divergence
with order «. For a fair comparison, we consider the bounded reward function, i.e., Ry.x =
SUP(q,2)cAx x T(@, 7). Therefore, we have v < R;J;;Plﬁ(mnwo) and vo < R2, Po(mgl|mo). We
can observe that LSE has the same behavior in comparison with other estimators.

Table 6: Comparison of bias and variance of estimators. BSN and VSN are the Bias and the Efron-
Stein estimate of the variance of self-normalized IPS. For the ES-estimator, we have 775 = BES +
(1/n)(Dxw(mo||mo) + log(4/8)). where Dxy(mg||mo) = [, wg(alx)log(me(alz)/mo(alz))da. For
the IX-estimator, C;, () is the smoothed policy coverage ratio. We compare the convergence rate
of the generalization error for estimators. B and C' are constants. For LS estimator, S5 () is the
discrepancy between 7 and 7.

Estimator Variance Bias
1PS Ry P2 (o[ m0) 0
SN-IPS N o
(]Swaminathan &J oachimsl |2015b} RinaxV Rumax B
IPS-TR (M > 0) 5 Pa(mllmo) Py (0|0
Tonides| 2008a) Roax— 0 Rmax =37
IX (n > 0)
(Gabbianelli et al.|2023) RmaxCy () /n RunaxnCy (o)
PM (A € [0,1]) R, Py (mllmo)
(Metelli et al.| 2021) T Runax APy (mo|[mo)
ES (a € [0,1]) R —
(Aouali et al.| 2023) R Rinax(1 = By [mo"])
I—IOS (z > 0) BaPo(mom0) R, Pamslm)
Su et al. 2020} n max T
LS (A > 0) S5 (7o) Yo
(Sakhi et al.| 2024) n AS5 ()
LSE(O > A> —occande€ € |0,1]) R2, Pa(mo|m P P
(o [0,1] FnssPalmollmo) 1|5\ RLte Py y o (mollmo) — 525

Note that in variance comparison between IPS and LSE, the LSE variance is less than IPS. However
in Table [f] we use a looser upper bound to compare bounds in terms of the same parameter Rpax.

D.1.2 COMPARISON WITH PM ESTIMATOR

In (Metelli et al.} [2018)), the authors proposed the following PM estimator for two hyper-parameter
(Aps 8),

~ 1 < 1
Vo (8,m9) = — (1= Apwe(as, z3)* + Ap)* 7

i=1
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An upper bound on generalization error of PM estimator for (A, s = —1), is provided in (Metelli
et al.,[2018], Theorem 5.1),

(28)

1 1 1_5
QPQ(TI'QHWQ)“*l log 3
3(a—1)2n ’

genpy(S,m0) < [[Rlloc(2 + V3) (

where genpy (S, m9) = V() — Vem(S, mg) and v € (1, 2]. In contrast to the bound presented in
equation , which necessitates a bounded reward, exhibits a dependence on log(1/4) ™+ and two
hyper-parameter (s, A, ), our work offers several advancements. We derive both upper and lower
bounds on generalization error, as detailed in Theorem[D.2]and Theorem [D.1] respectively. These
bounds help us for our subsequent derivation of an upper bound on regret. Notably, our bounds
demonstrate a more favorable dependence of log(1/6)'/2. This improvement not only eliminates the
requirement for bounded rewards but also provides a tighter concentration. Furthermore, we provide
theoretical analysis for robustness with respect to both noisy reward and noisy propensity scores, and
we just have one hyperparameter. Note that the assumption on P, (mg||mo) for & = 1 + € in (Metelli
et al.,|2018)) is similar to bounded (1 + ¢)-th moment of weight function, wy(a, z) for a bounded
reward function.

D.1.3 COMPARISON WITH ES ESTIMATOR

The ES estimator (Aouali et al.|[2023)is represented as,

= 1 n Wg(ai‘xi)

V& = — i—— € |0,1]. 29

s (o) n;T olaja,)” a € [0,1] (29)

In (Aouali et al., 2023} Theorem 4.1), an upper bound on generalization error is derived via PAC-
Bayesian approach for « € [0, 1],

S KL;(mg) o KLa(mg)
_ < 2\ T/
|V (rq) — Vigs(mg)| < 5y T Bn(m) +—~
+ SV (mq)

4
where KL (mg) = Dk (Q|P) + In %, and

(30)

4
KLs(mg) = Dk, (Q|P) +In 3

1 n Y
By (mg) =1~ ZanQ(-\ri) (76~ *(alz:)] ,
=1

n-

_ 1< no(alz;) no(ailz:)|| R
V. - E E ~mo(-|z; 5
w (ma) n olle:) {wo(aL’ci)Qa mo(as] ;)2

where Q and PP are posterior and prior distributions over the set of hypothesis, ﬁg (mq) is ES estimator
and R(mq) is true risk. The ES estimator’s bound exhibits several limitations. Primarily, it requires a
bounded reward. Moreover, the upper bound on the generalization error of the ES estimator converges
at a rate of O(log(n)n~'/2), which is suboptimal. A notable drawback is the presence of the term
B&(mg), which remains constant for @ > 1 and does not decrease with increasing sample size n. In
contrast, we derive an upper bound on the Regret with a convergence rate of O(n~'/2) under the
condition of bounded second moment (¢ = 1) and can be extended for heavy-tailed scenarios under
bounded reward. This improved rate not only eliminates the logarithmic factor but also demonstrates
a tighter concentration. Furthermore, we have a theoretical analysis for robustness with respect to
both noisy reward and noisy propensity scores. Finally, the noisy reward scenario is not studied under
the ES estimator.
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D.1.4 COMPARISON WITH IX ESTIMATOR

The IX estimator (Gabbianelli et al, [2023)) is defined as for 5 > 0,
- 1 - TolQ;|X;
Vs (S.mg) 1=+ 3 el

n < mo(a;|zi) +n°

The following upper bound on regret of IX estimator is derived in (Gabbianelli et al., 2023], Theo-

rem 1),
It II
R(mg-) < ) B 90, 0) 1 1), 61)
where
_ T (alX)
Cn(ﬂo) = E 2@: m . T(X, a)‘| . (32)

In equation it is assumed that reward is bounded. The term C;,(my) can be large if 7 is small.
While a small 7 is desirable for reducing bias, it can simultaneously increase C,,(my), potentially
compromising the tightness of the bound. The bounded reward in [0, 1] is needed for the proof of
regret bound as R? < R for R € [0, 1]. Moreover, the process of tuning 7 in the IX estimator is
particularly sensitive.

D.1.5 COMPARISON WITH LOGARITHMIC SMOOTHING

We provide theoretical comparison with the Logarithmic Smoothing (LS) estimator (Sakhi et al.|
2024).

The LS estimator is,

~ 5 I -1 <
VM) = - Z 3 log(1 + Awg(x;, a;)r;),

for A > 0. As mentioned in (]Sakhi et al.L |2024|), a Taylor expansion of LS estimator around A=0

yields,
o5 . e é)\ﬁ 1 1 n ;
M) = V() + Z - Z(wg(xi, a)r;)" | -
=2

i=1

Furthermore, the authors introduced,

Ss () :E{

(wo (X, A)r)? }
(1 + M, (X, A)r)

where in (Sakhi et all, [2024] Proposition 7), a bounded second moment is needed to derive the
generalization error bound. Furthermore, for PAC-Bayesian analysis, the author proposed a linearized
version,

~ 5 1 m(a;|x;) AT
VAN Gy = DN T o (g AT )
w () n Z A & ( mo(ai|z;)

Note that, the linearized version of LS estimator is bounded by IPS estimator due to log(1 + z) < z
inequality. Then, for LS-LIN estimator the PAC-Bayesian upper bound on the Regret of LS-LIN
estimator is derived in 2024, Proposition 11) as follows,

RSN () + 2(KL(QIIII;)T:r 111(2/5))’

IN

I:IN — %}
where S)\ () E|:7|—O(a|r)+>\ﬂ'o(a‘-r)r ’

Theoretical Comparison: The key distinction between the LS estimator and our LSE estimator is
that we explicitly assume the heavy-tailed weighted reward and can drive the better convergence rate.
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In (Sakhi et al.| 2024} Proposition 7), the authors demonstrate that under the assumption of a bounded
second moment of the weighted reward, the convergence rate is O(1//n).

However, if the second moment is not bounded, from (Sakhi et al.| 2024) we only know that:

(w(X, A)r)? 2
L du(X, A)r E [w(X, A)r] E [(w(X, A)r)?] ).

S, () :E[ %

}Smin(

If we replace S5 (m) with +E [w(X, A)r] in (Sakhi et al., 2024] Proposition 7), we get O(1) as
convergence rate. In contrast, our analysis yields a convergence rate of

O(n—e/(lJrE))7

for bounded (1 + €)-th moment.
This result demonstrates that our assumption is both precise and necessary to achieve the optimal

convergence rate for regret under the heavy-tailed assumption.

D.1.6 COMPARISON WITH OPTIMISTIC SHRINKAGE

The OS estimator 2020)) is represented as for 7 > 0.

~ 1 — we(a;, x;
VOS(T['H) = - Z Lri- (33)

In (Metelli et al.} 2021}, Theorem E.1), an upper bound for the right tail of the concentration inequality
for the OS estimator is established, which depends on Ps(my||7o). Consequently, this estimator fails
to ensure reliable performance under heavy-tailed assumptions, even when the reward is bounded.
Furthermore, due to applying the Bernstein inequality in the proof, theoretical results can not be
extended to unbounded reward.

D.2 PROOFS AND DETAILS OF REGRET BOUNDS

Lemma(Restated). Consider the random variable Z > 0. For € € [0, 1], the following
upper bound holds on the variance of e’ for A < 0,

V (e}?) < |AIME[Z' ). (34)

Proof. We have,

Az
7 — X1 = / eVdy| < [A(z — C)]em* A=A < [N][z - Cyl.
ACy
Then it holds that
V(e/\Z) — min F [(e/\Z _ e)\Cl)Q] — min FE [le/\Z _ e,\01|1—6|e,\z _ e)\Clll—i-e}
01€R+ 016R+
= min E [|e/\Z — A Ime )Mz — Cl|1+€}
C1ERT
< min E[|]A"T¢|Z — '] < |A'TE[Z1 ],
C1eR+
where the last inequality holds due to the fact that [e}? — A1 |17¢ < 1. O

Furthermore, we are interested in providing high probability upper and lower bounds on gen, (7g),

P(geny (mp) > gu(d,n, X)) < 4§, and, P(gen,(mp) < g1(d,m,A)) <.
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where 0 < § < 1 and n is the number of samples in LBF dataset. We first provide an upper bound on
generalization error.

Theorem D.1. Given Assumption|l| with probability at least 1 — 6, then the following upper
bound holds on the generalization error of the LSE for a learning policy mg € Iy

1 1 \/ 4| \|[Fev log(2/9) 41og(2/5)

gen, (7g) <

A — = - .
1+e| v A\ nexp(2Avt/(+9))  3xexp(Avl/(1+e))pn

Proof. To ease the notation, we consider Yy(A, X) = wy(A, X)R. Using Bernstein’s inequal-
ity (Lemma [B.4)), with probability (1 — §), we have,

E[GXP(A%(A,X))]_% zn:eXp(AYe(ai,xi)) > _\/W(exp()%(AX))) log(2/5) 4log(2/9)

n 3n

Using Lemma V(exp(AYp(4, X))) < |A\1Fev, we have,

Elexp(AY (A, X))] - %Zexp(m(awi)) N _\/4|)\|1+ez/log(2/§) _ 4log(2/8)
i=1

n 3n

As the log function is an increasing function, the following holds with probability at least 1 — ¢,

(]E[&YMA»X)] N \/4|)\|1+eylog(2/5) . 410g(2/6)> .

-~ 1
VI:\SE(Sa 779) > < IOg

A n 3n

where recall that \A/QSE(S, m9) = 3 log (% S exp(Ayo(ai, xl))> With probability at least 1 — 4,
using the inequality log(x + y) < log(x) + y/x for > 0,

-~ 1 4\ tevlog(2 4log(2
P (5me) > Log (E[MA,X)] . ¢ A[F<vlog(2/5) | 4log( /6))
A n 3n
1 AYa(A,X) 1 \/4|)\|1+€V10g(2/6) 4log(2/6)
2 A log (E[e ])) + AE[erYo (4,.X)] n * 3AE[eAYo (A X)]n
Using Lemma[B.10} we have with probability at least 1 — 4,
~ 1
Vhen(S.70) 2 BIY(A, X)] — 1 A E[Ya(4, X)' ]
1 \/4|)\1+6ylog(2/6) 41og(2/6)
+ AE[eAYo(A.X)) n + 3AE[eMYo (A-X)]n
1
> E[Yp(4, X)] — mWEE[Yb(AX)HE]
1 \/4|A1+6u10g(2/5) 41og(2/6)
T B[ (X)) n TR AN,

1[4\ evlog(2/4) 41og(2/6)
> E[Yo(A, X)] — ——|\¢ N .
= EfYs(4, X)] 1+ e‘ v+ A\/nexp(?)\yl/(lJrE)) + 3N exp(Avl/(+9))p
The final result holds by by applying Lemma|[B.9]to E[e*Y?(4-X)] > exp(Aw!/(1+)), O

Next, we provide a lower bound on generalization error.
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(2IA* T v+ 4v) log %
~v2 exp(2Av1/(A+e)) 2
exists v € (0,1) such that with probability at least 1 — 0, the following lower bound on
generalization error of the LSE for a learning policy g € 11y holds

1 4|)\|1+6y10g(2/5) 410g(2/5)
NI =) |/ nexp@wl/049) BT =3 Aexp(w )

then there

Theorem D.2. Given Assumption and assuming n >

gen, (mp) >

Proof. To ease the notation, we consider Yy(A, X) = Rwg(A, X). Using Bernstein’s inequal-
ity (Lemma [B.4)), with probability (1 — §), we have,

AV(exp(A¥y(A, X)))log(2/6) | 4log(2/9)

n 3n

Blexp(o(4, X)) - - 3" exp(A (ar,)) <
i=1

Using Lemmal5.1} V(exp(A\Yp(A4, X))) < |A|*+v, we have,

4|\ Hevlog(2/4) . 4log(2/9)
n 3n

Elexp(A\Yy(4, X))] — %Zexp(/\Yg(ai,xi)) < \/

i=1
As the log function is an increasing function, the following holds with probability at least 1 — 6,

ALsE(S my) < 1 10g ( le AYg(A,X)] _ \/4|)\|1+evlog(2/5) B 410g(2/5)> .

n 3n

where recall that V7, (S, m9) = 1 log (% > exp(Aye(ai, xz))) Without loss of generality, we
can assume that,

\/4|/\1+eylog(2/5) n 4log(2/9) < 7}E[exyg(,q,x)} (35)
3n -

n
for some « € (0, 1). Using the inequality log(z — y) > log(z) — ﬁ for z > y > 0, and assuming

2z =E[eNeAX) ] andy = 4/ 4|M1+61;Ll°g(2/5) + 410%’(”2/6) and combining with equation then with

probability (1 — §), we have,
Do (E[ewA,X)] ) \/4|A|1+eulog<2/6> . 4log<2/6>>

i7§sx«:(57 71—9) <

A n 3n

1 AY (A, X) 1 \/4|)\|1+€V10g(2/5)
<= 8 (4,X))
= ylee (E[e ]) A1 — 7)E[ers(A.X)] n

4log(2/9)
(1 — 7)A3E[e\Yo(4.X)]p,
ﬁquatloncan be considered as quadratic equation in terms of f Then, using lemma. we
ave,

(2IA]* v + 3) log(2/6)

72 exp(2Ap1/(1+e)) =n (36)
Using Lemma[B.10} with probability at least (1 — &) we have
1 4[A[Ttevlog(2/0) 41og(2/96)
<
LSE(S 7T9) E[YQ(A X)] )\(1 _ ,Y)E[GAYe(A,X)]\/ n ( ) [e/\Ya (A, X)]n
1 4A[Ttevlog(2/0) 41og(2/96)
]E[YG(A X)] - (1 — 'y))\E[eAYG(A’X)] \/ n ( ) [e/\Yg (A, X)]

1 [aprelog(2/s) 41og(2/5)
<E[Yy(4,X)] - -
[Yo (4, X)) A1 =) \/n exp(2Av1/0+9))  3(1 — y)Xexp(Avt/0+9))n
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The final result holds by applying Lemma[B.9]to E[e*Y?(4:X)] > exp(Av!/(1+9)), O

Using the previous upper and lower bounds on generalization error, we can provide an upper bound
on the regret of the LSE estimator.

(2" T v+iy)logd .

h
~v2 exp(2Avl/(+e)) 2 wil
probability at least 1 — b, then there exists v € (0, 1) such that the following upper bound
holds on the regret of the LSE estimator,

Ale 42-4)  logiMl @fw¢4w“w%%w

< - 8) < )
0 <Ri(mp,85) < = 3(1 — ) nAexp(Ww 70+ (1 —7)A \ 7 exp(2rt/a+9)

Theorem (Restated). Given Assumption|l|and assuming n >

Proof. We have,

V(ﬂ-G* )7V(ﬂ-§) = V(ﬂ'e*) - {\]QSE(S’ 779*) + {/QSE(S’ 7T9*) - {}QSE(S7 7T§) + {\/QSE(S’ 775) - V(Tl’g) .

Il 12 I3

(37
Using upper bound on generalization error, Theorem [D.I] and union bound (Shalev-Shwartz &
Ben-David, 2014), with probability at least 1 — 4, the following upper bound holds on term /7,

V(mg-) — Vg (S, m9-) < sup V(mg) — Vaiu(S, m6)

mo€llg
! U [ logIl/5)  Alog(2ITTel/8)
< — N\ v -~ _ -
lt+e A nexp(2Av1/(1+9) 3Xexp(Avl/(1+e))p
(38)

Using lower bound on generalization error, Theorem [D.2] and union bound (Shalev-Shwartz &
Ben-David, 2014)), with probability at least 1 — ¢, the following upper bound holds on term I3,

véSE(S’ 71-5) - V(T@) < Sg% vi\sr:(*i 7T9) - V(WQ)
mp€llp

< - .
T AL—9) nexp(2Av!/(1+9) 3(1 —y)Aexp(At/(+))n

(39)

-1 ¢Mmewmu® 41og(2[TT|/5)

Note that the term I3 is negative as the 75 is the maximizer of the LSE estimator over ITy. Combining
equation 38| and equation [39 with equation[37] and applying the union bound, completes the proof.

O

Proposition 5.3] (Restated). Given Assumption[l] for any 0 < ~ < 1, assuming n >

2v+37)log § ;
% and setting \ = —n~¢ for ( € R, then the overall convergence rate of the

regret upper bound is max(O(n=17¢), O(n=¢), O(n(=¢=1/2)) for finite policy set.

Proof. Without loss of generality, we can assume that A > —1. Therefore, we have |)\|1+6 <1 and

4 1 T4e, 0 4. op L
1/(14¢) . . (2u+37) log 5 (2\A| y+3'y) og 3
v > 0, which results inn > —3 (=2 7Ty T exp (N 7T

. Using Theorem
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with probability at least 1 — §, we have

m)\(ﬂ-ﬁa S)
|A|€ L 4(2 — ) log 4|H"| (22— 4|\ v log @ 40)
“14+e  3(1—7)nA exp()\ul/(1+€)) (1 =)\ nexp(2Apt/(1+e)
€ . 1 4|He| _ 4\ lev 1 4|11 |

< _
“14+e  3(1—7)nA exp(/\ul/ 1+6)) i (1 —7) exp(Avt/(+e))

Since A > —1, we have exp(Av'/(179)) > exp(—*/(1+9)) (note that v*/(1+9) > 0and —1 < X <
0). Replacing A with \* = —n~¢ and exp (Av'/(1+9)) with exp (—1/(1+9)), then we have the
overall convergence rate of max(O(n =), O(n= 1<), O(n(=¢—1/2)), O

D.3 PROOFS AND DETAILS OF BIAS AND VARIANCE

Proposition [5.5] (Restated). Given Assumption[l] the following lower and upper bounds
hold on the bias of the LSE estimator,

(n—1)
2n| Al

1 1
Awg (A, X)R < < € Awg (A, X)R )
V(e ) < BT Aa(S,m0)) < T AY + Ve )

Proof. In the proof, for the sake of simplicity of notation, we consider Yy (A, X) = wy(A, X)R. For
lower bound we need to prove the following,

V(mg) —E [\A/QSE(& m,)} > ﬂv( m(AxX)R) :

Setting yg(a;, z;) = r;we(a;, x;), according to Lemma-for b=1, f(z) = log(z) + 32% is
concave. So we have,

S eMvolanT) 1 (" etvolanai) R
1 e e e > _ 1 ( yo(a;,x; )) 2)\1}9((117 5)
og ( - + 5 - Z og 4 =

n

_ 1 2Ayo (ai,x;)
= E Elya(ahl.i)—’_?n Ele 0 .
i= =

Hence,

no SAye(as,x;)
E{“%(Z““fﬂ
A n

n n - 2
1 2Age(asms) 1 Z ' e o (ai ;)
LS o) + 55 30 ;

1 n )\ye(a“wb) 2
—E Y . E QAYQ(A X _
s o

a a;,T; 2
L (g ] y (B[R )
2/\ .

<E

E [Yy(A, X)]

n

E[Yy(A, X)] 21/\ (IE 2)\Y9(A X) lV( AYp (A, X)) E[ AYg(A,X)}2>

B[Y (4, X)] + v (0 X>)

Note that E[Yp(A, X)] = V(mp). It completes the proof for lower bound.
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For upper bound, we need to prove the following

1

S V(e A0R) > %log (B[ A0]) — E [Vu(S,70)] (42)

Z(L ekri'we(ai,mi)
i=1

Note that, an upper bound 1 on holds. Now, we have,

- 1 n o oAye(ai,Ti)
n Qg ,T; n a;,r; 2 n : i wi 2
= lE log w + w _1 w
A n i 5 ~

n Ayo(ai,zi) n Ayo(ai,ai) 12 n Ayo(ai,zi) \ 2
l <10g (E [Zz—le :|> +1]E |:Z7,—le :| _E]E <Zz—16 ) ‘|>
n

N | — 3

V

>3 - ] n 2
— Liog (i [eran]) - Ly (Bl

n
= ilog (]E {e’\%(’“ax)}) _ ﬁv (eAYg(A,X)) 7

where the first inequality is derived by applying Jensen inequality on function
2

n 2 n

which is concave based on Lemrnafor b = 1. Then, we have,

Slog (B [940]) “B[T,(5,m)] < 5 1V (009)).

Finally, we combine the upper bound in equation[d2].
~ 1 1
A _ 2+ )\YQ(A,X)]) S ( AYp(4,X)

E[V (S, )] \ log (E [6 = 277)\V e ) ,
and the upper bound in Lemma[B.10]

1 1

1 log (]E {emm,x)]) > E[Yp(4, X)) = 1 AIE[Ya(4, X))

€

Therefore, we have,

N 1
B[V} (S, )] > E[Ya(A, X)] — ﬁIAIGE[IYe(AvX)IHE]
by aweax)r
QnAV (e ) ’

It completes the proof. ]

(43)

Proposition Assume that E[(wg (A, X)R)?] < vq (Assumption or € = 1) holds. Then
the variance of the LSE estimator with A < 0, satisfies,

V(TAen(8,m0)) < ~V(wp(4, X)) < 05, @)

Proof. Let Yy(A, X) = wg(A, X)Rand Y? = Yj(A, X)—E[Ys(A, X)] be the centered Yy (A, X).
‘We have,

(e) (¢)
o~ 1 n AYi0 1 n A(y; 5 —me) 1 n Ay
Vi\SE(Svﬂ'@):Xln <Z:ZIe> )\111(2116 = Xln 2317176 +mg

n n n
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where my = E[Yy(A, X)]. Note that, we also have V(Y,?) = V(¥}).

s eky«gce)
Now, setting Z = == we have,

A

Furthermore, using Jensen’s inequality for A < 0, we have,

V(VAL(S, 1) = V (1 log z)

Hence we have,

no (07?2
Dict yw]

Z?:l yz(ce)

It completes the proof. O

For the moment of the LSE estimator, we provide the following upper bound.

Proposition D.3 (Moment bound). Given Assumption|l| the following upper bound hold on
the moment of the LSE estimator,

1 Z?_l Ao (ai, )i | (1 14€
— = < .
s (B2 )

s eAriwg (ag,z;)
i=1

Proof. Suppose that Z =
negative A < 0 and Z > 0, we have,

. Also set y; g(a;, z;) = ri(a;,z;)wg(a;,x;). For

~ 1
VI):SE(S7 7T9) = X IOg(Z)
< Z?Zl Tz'w&(ahxi).
n

Since log Z < 0 for 0 < Z < 1, we have,

1 1+e
E U)\logZ’ } <E

1 n
’E Zwe(auxi)m
=1

< Efjwg (A, X)R|'*]
<v

=Y,

1+e]

where the second inequality holds due to Jensen inequality. [
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D.4 PROOF AND DETAILS OF ROBUSTNESS OF THE LSE ESTIMATOR: NOISY REWARD

Using the functional derivative (Cardaliaguet et al., 2019), we can provide the following results.

Proposition D.4. Given Assumption|l] then the following holds,

TV (Prx,a, ISR|X7A)

1 log(Ep, [exp(Awg (A4, X)R)]) — ilog(Epz [exp(Awg (4, X)R)]) < N exp(Owi/(+9)
(46

A

where P, = Px ® mo(A|X) ® Prjx,a and P» = Px ® mo(A|X) ® Pgx,a-

Proof. We have that

S 108(Er, fexp(uwn(4, X)R))) — 5 log(Er, lexp(Ovwa (4, X)R))
(@) /RXXXA )\T;I{’e(;\;lziﬁ’(ﬁ)jl)]px ® 770(,4|X)(15R|X’A — IBR|X’A)(dad33d1") (47)

(2) TV(Pgx,a, ﬁR|X,A)
|\ exp(Ap1/(+e))

where (a) and (b) follow from the functional derivative and Lemma[B.2] O

Combining Proposition[D.4] with generalization error bounds, Theorem [D.2]and Theorem [D.T] we
derive the upper bound on the regret under noisy reward scenario.

1+e, 4 g |
Theorem Given Assumption Assumptionand assuming n > (2:! explg )\ﬁ)(lfi))‘s 5
with probability at least 1 — 0§, then there exists v € (0,1) such that the following upper

bound holds on the regret of the LSE estimator under noisy reward logged data,

5 5 o DI
0 < Ry\(m5(S), 5) < Trc
42 -19) log@ _(2-9) 4|)\|1+€§log@
3(1 — ) nAexp(A/(+9) (1 =) | nexp(2A01/(1+9))

-~ 1 1
+ TV(PR\X,A>PR\X,A)(‘)\| eXp(}\»Iﬂ/(lJre)) + |>\| exp()\l/l/(”rf)))’

where 775(5) = arg maxr,, i\/i‘SE (70, S).

Proof. We have,

V(mg-) — V(m3(S)) = V(o) — Ve (S, m0+) + Vi (S, mo-) — Vi (S, m5(S))
I Iz
+ Vi (S, m5(8)) — V(75(9)) -

I3

(48)
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Using upper bound on generalization error, Theorem [D.I] and union bound (Shalev-Shwartz &
Ben-David, 2014)), with probability at least 1 — ¢, the following upper bound holds on term /5,

V(mg+) — Viu(S, ma-)

= V(mp+) — ilog(Ep1 [exp(Awg (A, X)R)])

+ §1og(EP1 lexp(Awo (A, X)R)]) — ilog(Epz lexp(\wg (A, X)R)))

+ L 1og(En, lexp(hwg (A, X)R)]) — V2o, (5, mp-)
A (49)

IN

1 €
Toe 6|)\| v
TV(Prix,a; Prix,a)
N exp(AL/(Fa)
1¢Mﬂﬂm%@mM® 41og(2|TT|/5)

M nexp@apt/0+9) T 3hexp(w/0F))n

Using lower bound on generalization error, Theorem and union bound (Shalev-Shwartz &
Ben-David, 2014), with probability at least 1 — 4, the following upper bound holds on term s,

Ve (S, m5(8)) = V(15(S))
= V2, (8. 715(8)) — * log(Ep, [exp(Muz(4, X)R)])

A
+ 1 Tog(Ep, fexp(wg (4, X)R))) — 1 log(Ep, fexpOg(4, X)R))
+ 1 o8(Ep, lexp(ug(A, X) B)]) — V(m5(3)) (50)
o1 [N Tloa(2l/0)  4log(2(MTy/6)
“AM1=7)\ nexp(2Apl/(+te) 3(1 — y)Aexp(A\t/(+e))n

TV(Prix 4, Prix.4)
Al exp(Apt/(1+9))

Note that the term I is negative as the 7r§(§ ) is the maximizer of the LSE estimator over ITy.
Combining equation 9] and equation [50] with equation 48] and applying the union bound, completes
the proof. O

D.5 PAC-BAYESIAN DISCUSSION

In this section, we explore the PAC-Bayesian approach and its application in extending our previous
results. Given that the methodology for deriving these results closely resembles our earlier approach,
we will outline the key steps in the derivation process rather than providing a full detailed analysis.

For this purpose, we introduce several additional definitions inspired by Gabbianelli et al.[(2023). For

PAC-Bayesian approach, we focus on randomized algorithms that output a distribution @,, € P(Ily)
over policies. Our interest lies in performance guarantees tl/l\at satisfy two conditions: (1) they hold in
expectation with respect to the random selection of 7, ~ @, and (2) they maintain high probability
with respect to the realization of the LBF dataset. For this purpose, we define the following integral
forms of our previous formulation,
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V(@ = [ Vim)dQm)
VA.(5,Q) = / VA (8, m)dQ(r), (51)

RO, S) :/m(w $)d

These expressions capture relevant quantities evaluated in expectation under the distribution Q €
P(I1p) where P(Iy) is the set of distributions over policy set. Let P € P(Ily) a prior distribution
over policy class.

We can relax the uniform assumption on (1 + €)-th moment Assumption m as follows,

Assumption 3. The reward distribution Pg|x 4 and Px ® mo(A|X) are such that for a posterior
distribution @ over the set of policies ITy and some € € (0, 1], the (1 + €)-th moment of the weighted
reward is bounded,

ETFQNQEP)(@TF()(A‘X)@PR'}QA [(we(A, X)R)1+€] < Vgq- (52)

In order to derive the upper bound on regret, we need to derive the upper and lower PAC-Bayesian
bound on generalization error. For this purpose, we can apply the following bound from (Tolstikhin
& Seldin,, 2013, Theorem 2) which holds with probability 1 — ¢ and for a fixed ¢; > 1,

[ Bl X)) - / " Zexpmmz,zzm
o~ Ty~ 53)

)

n

<+ cl)\/(e — 2)Eq[V(exp(A\Yy(4, X)))] (KL(Q|P) +1n %)

where Yy (a;, x;) = wg(a;, x;)r; and

1 (e —2)n
n= ’Vlncl In ( 4ln(1/5)>-‘ 1 54

Similar to Theorem and Theorem [D.1} we can replace Eq[V(exp(AYy(A, X)))] with
IN'TE[Ya(A, X)'T€]. Given Assumption 3] the following upper bounds holds on generalization
error,

(1+c1) \/ (= DAMry (KLQIP) +In %) o

1
Ergnolgeny(mo)] < 7= —[A|v —
6~Q A 1+e q A\ exp(QAV;/(He))n

For lower bound, given Assumption [3| there exists ng such that for n > ng and v, € (0,1) the
following holds with probability (1 — 9

(1+c1) \/(e — 2)|\[T ey, (KL(Q|IP) + In 22
AT =) /%) '

Combining equation [S6| and equation E we can derive an upper bound on ER(Q S) in a similar
approach to Theorem under Assumption [3|and assuming Qn = arg maxgep(i,) VLSE (S,Q).

(56)

Ero~olgeny (mo)] >

exp(2Avg n

R(Qn, 5) < —— Ay

(4 )_Apyq) \/(e — 2) [y (KL(QIP) +1n 2%8t) )

(1= exp(2Avy/ T )p

Note that, the PAC-Bayesian approach in (London & Sandler;, 2019} Sakhi et al.| [2023};[2024; |Aouali
et al.|[2023)) is different. However, their PAC-Bayesian model can also be applied to our LSE estimator.

*1—|-
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D.6 SUB-GAUSSIAN DISCUSSION

In this section, we investigate the sub-Gaussianity concentration inequality (generalization error)
under LSE estimator.

We first present the following general result.
Proposition D.5. Given Assumption [I| for any 0 < ~ < 1, assuming n >

2v+2~)log L log 2 R
max (m %83 ) and setting

Y2 exp(2v/(Fa) >
1
2\ Tte
N log 5
vn ’

then with a probability at least 1 — § for § € (0, 1), the absolute of generalization error of the LSE
estimator satisfies for a fixed mg € 1y,

3

e € (e Y ()
n, (m yTHe .
ST =\ T e (1 — ) exp(v1/(+e) n

2

Proof. Choosing n > 210#, we have A > —1, |[\|'*¢ < 1 and v > 0, which results in n >
4 1 1+e 4 1

(2v+37)log 3 > (2w ) tog 3 . Using Theoremand Theorem we have with probability

y2 exp(2vite) = ~v2 exp(2Avite)
at least 1 — 6,

|gen, (7o)

1
< AV —
1+4+¢€

- 58
A1 =7) 8

1 4|\ Hevlog(2/9) 4log(2/96)
nexp(2Av/A+e))  3(1 — y)dexp(Avt/(+e))n

Since A > —1, we have exp(Av!T¢) > exp(—v!*¢) (note that v > 0). Replacing A with \* =

1
2\ 15 .
— (&) " and exp (Av1) with exp (117¢), we have,

vn

I3 1 e

vire (log 2\ T 4y T log 2
<
!gen/\(m)| = 1+e ( n + 3(1 — ) exp(v1/(+9) n

e

n 21/1716 log% T+e
(1 — ) exp(v1/(+9) n

1 4 1 10g% 1+4e€
< + vite
“\1l+e (1—7)exp(rt/(+) n

with a probability at least 1 — §. As the upper bound on absolute value of the generalization error
holds. =

Remark D.6. Suppose that the second moment of weighted reward is bounded which is equal
to Assumption [[] with ¢ = 1. As a result, using Proposition [D.3] for ¢ = 1, we can establish a
concentration inequality (generalization bound) for the LSE even in cases where the rewards are
unbounded.

D.7 IMPLICIT SHRINKAGE
(2020) proposed the optimistic shrinkage where the weights are less than the main weights
of IPS estimator. Other transformation of weights in other estimators are also lower bound to main

weights of IPS estimators. For example, in TR-IPS, we have min(M, wy(a, 2:)) which is a lower
bound to wy(a, z). Our LSE estimator is also a lower bound to IPS estimator,

1 1 & 1 &
Zlog(— E ) < = E e Vs
2\ Og(’ﬂ - eXp()‘wG(auxz)Tz)) = v w@(awxz)ru (59)

which can be interpreted as implicit shrinkage.
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E ROBUSTNESS OF THE LSE ESTIMATOR: ESTIMATED PROPENSITY SCORES

In this section, we study the robustness of the LSE estimator with respect to estimated (noisy)
propensity scores.

To model the estimated propensity scores, we consider 7 (a|z) as the noisy version of the logglng

policy mo(alz). Similarly, we define V2, (S, my) for the LSE estimator on the noisy data samples S,
with estimated propensity scores. In this section, we made the following definitions.

Definition E.1 (Discrepancy metric). We define the general discrepancy metric between wy(A, X)R
and wg (A, X)R with bounded 1 + e-th moment as,

dry (g (A, X) R, wg(A, X)R) := E[(@4(A, X) — wy(A, X)) R]. (60)

Definition E.2. The log-sum error of the noisy (or estimated) propensity score 7o(a|x) is defined as

1 1
AL, (To, 7o) = — log Ep, [exp(AWp (A, X)R)] — — log Ep, [exp(Awe (A, X)R)]. (61)

A A
where Wy (A, X) = ;ig;“l;{(? and where P = Px ® mo(A|X) ® Ppjx, -

Definition [E.2| captures a notion of bias in the noise that is applied to the propensity score. It indicates
the change in the population form of the LSE estimator. Similarly, for the Monte Carlo estimator,
the change in the expected value shows the bias of the noise, and for additive noise, the zero-mean
assumption ensures that in expectation, the noisy value is the same as the original value. For the LSE
estimator instead, we require the exponential forms to be close to each other. It is also inspired by
influence function definition and robust statistic (Ronchetti & Huber, 2009} (Christmann & Steinwart,
2004).

We made the following assumption on estimated propensity scores.

Assumption 4 (Bounded moment under noise). The reward function (A, X) and Px are such that
for all learning policy 7y (A|X) € Iy, the moment of weighted reward is bounded under estimated
propensity score scenario, Epy g, (4] x)® Pp x4 [(We(A, X)R)1T€] < 1.

Remark E.3. Under Assumption 4] and Assumption [I]and using Lemma[B.9] it can be shown that the
discrepancy metric in Definition [E.T]is bounded,

_1/(+e) < dn, (We(A, X)R,we(A, X)R) < o1/ (1+e) (62)

We define the achieved policy under the estimated propensity scores as
75(S) 1= arg max\Afi‘SE(g, ).
mog€lle

In order to derive an upper bound on the regret under noisy propensity score, the following results are
needed.

Proposition E.4. Given Assumption [l and Assumption [ the following upper and lower
bound hold on A, (To, ™),

A[Y

d7\'0 (we(A7 X)R7@9(A7X)R) - S Aﬂ'e (%0777-0)7
€
and, By (Foym0) < P2 4 (04, X)R, wo((4, X)R).

\. J

Proof. Tt follows directly from applying Lemma to 1 logEp, [exp(Awy(A, X)R)] and
1log Ep, [exp(Awg(A, X)R)] and combining the lower and upper bounds. Then, we have,
AlY

+e€

Al

< Ag, (T, o) < T1e

E[(wo(A, X) —we(A, X))R] — +E[(wg(A, X) —wo(A, X))R].

O
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4
e . . . 3 Mmin+4 4
Proposition E.5. Given Assumpnon and assuming n > 2—5"— m: log 5 where jimin =

min

min (6)‘V1/(1+€) , 6)\91/(1+5))’ then with probability at least (1 — §) for a fixed my € Iy, we

have,
-~ ~ -~ - 2v(9) 1 1
|VéSE(S77T9) - Vi\SE(Sv 7T9) - Aﬂ'e (770’770)} < 2\ (e)\{,\l/(1+e) + e)\ul/(1+e))’
. log 4 log 4
where, v(§) = —-% =
Proof. Set Yp(A,X) =  we(4,X)R, Ye(A,X) = @A X)r(AX), uw =
%(6@\72 _eAAw(Tro,m))’u) and v; = %(eye(amwi) — 1), where y = E[e)‘YG(A’X)]. We hav
M 1 u PRV (’Trg,’lr())u 1 Mg (*oﬂro)u . .
-5 <y < y—%ad ———F—F < wu; < ¢ — =————=*. Then, using the one-sided

xS X T =
Bernstein’s inequality (Lemma @, and changing variables (Lemma[B.3)), we have:

n _ 1 AYp (A, X 1
P 1 Ze,\y@(ai,ggi) _ R[] 5 (1 —p)log 5 N \/V (eXYe(4.X)) log 1 <,
nia 3n n
n 1 AYp(A,X 1
pll 3 welanm) _ B[AYe(AX)] < _ilogs \/V (eMo(4) log 5 <
i 3n n
n AAn, (Fom 1 /\?s(A,X)) 1
pll 3 M — A FomE[AYe(AX)] (1 — e*mo(Tomo) ) log 4 v (6 log 5 <5
nia 3n n =0,
AA,, (Foum 1 AY, (A,X))l 1
pll Xn:em Ay (o mo) AV (4.X)] < e o (T0.70) 1y Jog B v (e ’ 085 <
i3 3n n =

Therefore, with probability at least 1 — 26, for vp < 2E[e*Y?(4:X)] we have,

i\[éSE(é\’ 7T9) - VQSE(S7 7T9)

1 oA
A Zi:l e NYolai,Tq
1 e/\Aws(?O,ﬂo)E[eAYg(A,X)} +
< —log
A E[e)\Ye (4. X)] — oy,
= 5 (log (A8n0 FrmIBNHAD] 1y ) — g (BAHAD] 1)
1 )\A’,r (%0,7‘(‘0) )\YQ(A,X) Ul
<5 <log (e 0 Ele ]) + A o BT ]

AYo(A,X U2
_ <log (E[e ( )]) - E[eXYs(4.X)] — v2> >

R 1 U1 209
< A (Fo,m0) + 3 (]E[e)\f’s(A,X)} + ]E[eAYG(A,X)]>

N 2 U1 U2
< ATre (7T077T0) + X <]E[€)‘?9(A’X)} + E[ekYG(AaX)]> '
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where

(1-E[*@X])logl |V (6*%(“‘)) log 5
U1 = + ’
3n n

E[e/\Yg(A,X)] log % \/V (eAYe(A’X)) log %
+ .
3n

Vg =
n

Similarly, with probability at least 1 — 25 we have, given v3 < %]E[e/\?e(A’X ],

~ ~ ~ 2 v v
A A ~ 3 4
VLSE(S771—6) - VLSE(S7 7T9) > Ar, (7T0,7T0) - b (E[ + ]E[e)\Ye(A,X)}> ’

e,\?g(A,X)]
where,
]E[GA?G(A’X)} log% A\ (e)\?e(AvX)) log %
v3 = + ’
3n n
. (1— E[e)\Ya(A,X))] log % N \/V (e/\Ye(A,X)) log %
4 = .
3n n

Therefore, with probability at least 1 — 40 we have,

~ 2 U3 V4 ~ A ~
Ay (o, m0) — By (E[eA%(A X)] + ]E[eAY9(A’X)}> < VI)J\SE(S77T9) - ViSE(‘S? u)

=N 2 U1 V2
< A, (T, m0) + Y (E[eA?S(A»X)] + E[GAYQ(A,X)]> ‘

We have for i € [4],
log & log &
v < 88 L[ %85
3n n

So, replacing 0 with ¢ /4, we have with probability at least 1 — ¢,

\71>A\SE(§’ 7T9) - i\/éSE(S7 779) —Ax, (7/1:05 770)‘

4 4
A\ 3n n E[eAYo(4.X)] E[eXYo(4,X)]
4 4
Sg 1ogg+ log 5 %( Al N 1 )
A 3n n A 6)\1/1/(1+6) e)\,,l/(1+e) )

which is true given 103gn§ + 4/ loi% < Zmin (]E[e’\YG(A’X)LE[e’\?"("‘vx)]). According to

Lemma [B.6] this is satisfied by

In the following theorem, we study the regret of the LSE estimator under 75(S) policy.
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Theorem E.6. Suppose that,

7T§(§) = arg maXVLSE(§ ),

e Ellg

where S is the data with noisy propensity scores. Given Assumption |l and |4} and

4 1+e 4IH9\
4 pmint4 | 4] (2\A| v+4v)log S
2 log B9 o exp(Q)\yl/(l+5)) where fimin =

assuming that n > max :
min (e’\”l/(lJre),e’\al/(lJre) , then there exists v € (0,1) such that the following upper
bound holds on the regret of the LSE estimator under 73(S) with probability at least 1 — §

ford € (0,1),

2|\|€ Al° .
m)\(ﬂ'g,S)S 1|+|6V+ 1|_i v
4 H . 41
_42-9) log 4ol (2= 4M| ulog%
3(1 — ry) n\ exp(Ayl/(l'i'e)) (1 — ’y))\ neXp(Z/\l/l/(H'E)) (63)
+ dr, (7:0\5(14, X)R, ’wg(A7 X)R) + dr, (’&)\g(A, X)R, wg(A, X)R)
Wigm), 1 1
+ 4|H9| ( 1/(1+e€ + 71/(14+€ )
)\ 6)\1/ /(1+e€) 6)\1/ /(1+¢€)

lo,
where, v(0) = g5 —1—\/

Proof. Let 5 be,

m5(S) = arg max \A/QSE(S, ).
e €E€llg
We decompose the regret as follows,

9‘{)\(71'5, S)
= V(ms-) ~ V(my)
= WSE(S m5) — V()

LSE(S Uy ) + VQSE(‘/S\? 7T§)
- VéSE(S7 7T§> + VSSE(S7 7T§)
- WSEG 7+ Vise(S,m5)
LSE(S 770) + VLSE(S o= )

LSE(S7 To* ) + V(WG* )
Using the generalization error bounds at Theorem [D.2]and Theorem [D.1]and using the union bound,
with probability (1 — &) we have,

(S, 7) =V (rs) < — 1 4[A[T v log(2[Lp|/0) 41og(2|TTy|/0)
Vise 0 = MN1=y)\ nexp@A/ta)  3(1 —y)Aexp(Awl/(+))n

; (64)

~ 1 1 4|\ Fevlog(2]TTg|/6) 41og(2|TIg|/0)
Vimg:) — VA (S, 7p) < ——|\|v— = — . (65
(779 ) LSE( 777(9 ) - 1 +€| | v )\\/ nexp(Z)\yl/(1+€)) 3)\exp()\l/1/(1+€))n ( )

In addition, using Proposition [E.3] we have,

LSE(S 7T9) LSE(S 7T9) < Ax (77'0771'0) + 2U(5/|H0|) ( = ! + ! ) s (66)

) VAV NS RV EERS

LSE(S 770) LSE(S 7'r0) < A (7T077T0) + 2U(6/|H0|) ( = ! + ! > . (67)

b\ 6)\1,1/(1+f> eAyl/(He)

42



Under review as a conference paper at ICLR 2025

As my is the maximizer of V2, (S, mg), we have,

Vi (8, m5) = Vi (8, m5) <0, (68)
and as 7 is the maximizer of \A/Q\SE (S, mp) we have,

Vi (8, mp) = V(8. m5) < 0. (69)

So putting all together, using the union bound we have with probability at least 1 — J,

€ 4H | c 4|11
|| 4(2 — ) log 21el (2—7) [4A\[*Feviog \6e|
nexp(2Avt/(1+e)’

~) — ) < — -
V(mg) = Vime-) < 1+e 3(1—7) n/\exp()\vl/(1+e)) (I=7)A

+ Aws (0, m0) — Az (7o, m0)

2U< e ) 1 1
+ 2\ (e,\y1/<1+e> AP/ (F) )
1611y 16114
where U( 4‘1‘%9‘ ) _ e (3716 ) + log (n ) . The final result holds by applying Proposmonto

Az (o, m0) — Az (o, m0)-

Discussion: The term d, (W5(A, X )R, wz(A, X)R)+dr, (W5(A, X)R,wz(A, X)R) in equation
can be interpreted as the cost of estimated propensity scores which is independent from n. Similar to
Remark (5.4} we have the convergence rate of O(n~/ (1)) for all remaining terms in equation

In the following Corollary, we discuss that the small range of variation of the noise gives an upper
bound on the variance of the LSE estimator under estimated propensity score.

~ ~

Corollary E.7. Under the same assumptions in Proposition[E.3] then the following upper
bound holds on the variance of the LSE estimator under estimated propensity scores with
probability at least (1 — §),

V(véSE(§7 7T9)) < ZV( LSE(S 7T9)) + 23282,

where € =

>
7 N
9]
w
Ll
ol
o
3|
SO

_ 1 1
»and B = <e>\al/<1+e) + Svae )

\. J

Proof. As Ar, (T, o) is a constant with respect to VLSE(g, ) and V.. (S, 74). then we have,

’\,\ 2Be 2 9 5
( LSE(S 71—9) LSE(S77T-0)) < T = B*¢”.
Therefore,

V(Ve(8,70)) = V(V (8, 70) — Visn (S, m0) + Vie(S, o))
= V(Veu(S,m0) — Ve (S, m0)) + V(Vs (S, 7))
+2Cov(Vis (S, m9) — Vi (S, 7). Vi (S, mg))
< V(Ve(S,m0) = Vie(S,m)) + V(Vi(S, ma))

+ 2 VTS, 1) V(A0 (5, 70) — Vs (S, m0)

- (W(Vasasz 7))+ VT n(8o0) ~ Vs ,70) )

2

< ( V(V LSE(S 7)) +Bs> < 2V(V LSE(S, 7)) + 2B%&2.
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From Corollary we have an upper bound on the variance of the LSE estimator under estimated
propensity scores, in terms of the variance of the LSE estimator under true propensity scores.

Therefore, if V(V2,, (S, m)) is bounded, then we expect bounded V(\A/I:\SE(:S'\, 7))

LSE

E.1 GAMMA NOISE DISCUSSION

For statistical modeling of the estimated propensity scores, as discussed in (Zhang et al.| 2023b)),
suppose that the logging policy is a softmax policy with respect to a.

mo(A|X) = softmax(fp- (X, A)), (70)

where fy is a function parameterized by 6 that indicates the policy’s function output before softmax
operation and 6™ is the parameter of this function for the true logging policy.

We have an estimation of the function fp- (X, A), as fz(X, A) and we model the error in the
estimation of fy« (X, A) as a random variable Z which is a function of X and A,

f3(X,A) = for (X, A) + Z(X, A).
Then we have,
7o = softmax(f5(X, A))

= softmax(fp- + Z)

o eZmg.
Motivated by Halliwell| (2018)), we use a negative log-gamma distribution for Z, which results in
an inverse Gamma multiplicative noise on the propensity scores. Negative log-gamma distribution
is skewed towards negative values, resulting in inverse gamma noise on the logging policy which
is skewed towards values less than one. This pushes the propensity scores :—3 towards the higher
variance, i.e., the logging policy is near zero and the importance weight becomes large.

In particular, we consider a model-based setting in which the noise is modeled with an inverse Gamma
distribution. We use inverse gamma distribution 1/U as a multiplicative noise, so we have,

1
%o = Eﬂ'o — '&J\Q(A,X) = U’LUQ(A,X)

which results in a multiplicative gamma noise on the importance-weighted reward. We choose
U ~ Gammal(b, b), so E[U] = 1. Hence, the expected value of the noisy version is the same as the
original noiseless variable.

E[Uws(A, X)R] = E[U]E[ws(A, X)R] = E[we(A, X)R).

Note that we have
1

E [eAwe(A,X)RU} =E [(1 — )\wg(AX)R/b)b

Therefore, E[e*V™e(A-X)E] converges to E[ere(A-X)E] for h — oo. Furthermore, we assume that
for a large value b, A, (o, mo) ~ 0 and using Proposition with a probability at least 1 — §, we
have,

)

1
E[er@s (A X)ER]

V2505, ma) = Vu(S,m0)| < e + )

1
E[eXwe(4,X)R] )
The impact of inverse Gamma noise on the LSE estimator is constrained when the noise’s domain is
sufficiently small. This property ensures that the LSE remains relatively stable under certain noise
conditions. Furthermore, we can reduce the deviation from the original noiseless LSE by increasing
the size of the Logged Bandit Feedback (LBF) dataset. This relationship demonstrates the estimator’s
robustness and scalability in practical applications.
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Table 7: Statistics of the datasets used in our experiments. For image datasets the 2048-dimensional
features from pretrained ResNet-50 are used.

DATA SET  IPS-TRAINING SAMPLES TEST SAMPLES NUMBER OF ACTIONS DIMENSION

FMNIST 60,000 10000 10 2048
EMNIST 60,000 10000 10 2048
KUAIREC 12,530,806 4,676,570 10,728 1555

F EXPERIMENT DETAILS

Datasets: In addition to dataset EMNIST, we also run our estimator over Fashion-MNIST (FM-
NIST) (Xiao et al.,[2017)).

Setup Details: We use mini-batch SGD as an optimizer for all experiments. The learning learning
used for EMNIST and FMNIST datasets is 0.001. Furthermore, we use early stopping in our training
phase and the maximum number of epochs is 300. For the image datasets, EMNIST and FMNIST,
we use the last layer features from ResNet-50 model pretrained on the ImageNet dataset (Deng et al.
2009).

F.1 HYPER-PARAMETER TUNING

In order to find the value for each hyper-parameter, we put aside a part of the training dataset as a
validation set and find the parameter that results in the highest accuracy on the validation set, and
then we report the method’s performance on the test set.

In order to tune A we use grid search over the values in {0.01,0.1, 1,10, 100} and to tune (3 parameter,
we use Optuna, a hyper-parameter optimization Python-based library, over the range [0.01, 10] with 3
trials and 3 runs for each trial. The reason for using Optuna is to reduce the number of trials and find
reasonable values for hyper-parameters more efficiently.

Hyper-Parameter Tuning for PM, ES, and IX Estimators: For the PM, ES, and IX estimators, grid
search will be used for hyper-parameter tuning. To tune the PM parameter A\, we will use data-driven
approach proposed in (Metelli et al.| 2021). For the ES estimator, the parameter o will be varied
across « € {0.1,0.4,0.7,1}. For the IX estimator, the y parameter will be tested with values in the
sety € {0.01,0.1,1,10,100}.

F.2 CoODE

The code for this study is written in Python. We use Pytorch for the training of our model. The
supplementary material includes a zip file named rl_without_reward.zip with the following files:

* preprocess_raw_dataset_from_model.py: The code to generate the base pre-processed
version of the datasets with raw input values.

* The data folder consists of any potentially generated bandit dataset (which can be generated
by running the scripts in code).

* The code folder contains the scripts and codes written for the experiments.

— requirements.txt contains the Python libraries required to reproduce our results.
— readme.md includes the syntax of different commands in the code.

— accs: A folder containing the result reports of different experiments.

— data.py code to load data for image datasets.

— eval.py code to evaluate estimators for image datasets and open bandit dataset.
— config: Contains different configuration files for different setups.

— runs: Folder containing different batch running scripts.

— loss.py: Script of our loss functions including LSE.

— train_logging_policy.py: Script to train the logging policy.
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— train_reward_estimator.py: Script to train the reward estimator for DM and DR
methods.

— create_bandit_dataset.py: Code for the generation of the bandit dataset using the
logging policy.

— main_semi_ot.py: Main training code which implements different methods proposed
by our paper.

— synthetic_experiment.py: Code for synthetic experiments.

— motivation.ipynb: Code for motivating example.

— main_semi_ot.py: Main training code which implements different methods proposed
by our paper.

* The prepare_real_data folder contains the scripts and codes written for Kuai-Rec dataset.

— prepare_real_data/preprocess_data.py: The code that preprocess the KuaiRec
dataset and makes it ready for training.

— prepare_real_data/create_kuairec_dataset_new.py: The main code for real dataset
experiments. It contains the training of the logging policy as well as the learning policy

— prepare_real_data/eval.py: Code containing the implementation of the evaluation
metrics.

To wuse this code, the user needs to download and store the dataset using prepro-
cess_raw_dataset_from_model.py script. All downloaded data will be stored in data directory.
Then, to train the logging policy, the code/train_logging_policy.py should be run. Then, by using
code/create_bandit_dataset.py, the LBF dataset corresponding to the experiment setup, will be
created. Finally, to train the desired estimator, the user should use code/main_semi_ot.py script.
"Armin"

Computational resources: We have taken all our experiments using 3 servers, one with a nvidia
1080 Ti and one with two nvidia GTX 4090, and one with three nvidia 2070-Super GPUs.
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G ADDITIONAL EXPERIMENTS

This section presents supplementary experiments to further validate our LSE approach in off-policy
learning and evaluation. We extend our experiments as follows:

1. Comparison with the Model-based estimators: We conduct a series of experiments to assess
the performance of model-based estimators in comparison with our LSE estimator.

2. Combined method: We investigate the efficacy of combining the LSE estimator with the
Doubly Robust (DR) estimator, exploring potential synergies between these methods.

3. Real-world application: To demonstrate the practical relevance of our approach, we apply
our methods to a real-world dataset, providing insights into their performance under real
world datasets in off-policy learning scenarios.

4. )\ Effect: We study the effect of A in different scenarios.

5. Sample number effect: We study the performance of LSE estimator with different number
of samples n.

6. Off-policy evaluation: We conduct more off-policy evaluation using Lomax distribution.

7. Oft-policy learning: We run more experiments for off-policy learning scenario under FM-
NIST dataset.

8. Selection of A\: Different methods of the selection of A, data-driven selection of A and
sensitivity of A are explored.

9. Distributional properties: In OPE scenario under heavy-tailed assumption, the distributional
properties of LSE are studied.

10. Comparison with LS estimator: More Comparison with LS estimator in OPE setting based
on choosing A is provided.

These additional experiments aim to provide a comprehensive evaluation of our proposed LSE
estimator.

G.1 OFF-POLICY EVALUATION EXPERIMENT

We conduct synthetic experiments to test our model’s performance and behavior compared to other
models and the effectiveness of our approach in the case of heavy-tailed rewards. We have two
different settings. Gaussian setting in which the distributions are Gaussian random variables, having
exponential tails, and Lomax setting in which the distributions are Lomax random variables, with
polynomial tails. In all experiments we run 10K trials to estimate the bias, variance and MSE of
each method, given MSE as the main criteria to compare the performance of different approaches.
We conduct experiments on our method (LSE), power-mean estimator (PM) (Metelli et al., 2021,
exponential smoothing (ES) (Aouali et al.,[2023), IX estimator (Gabbianelli et al.,[2023), truncated
IPS (IPS-TR) (Ionides, [2008b), self-normalized IPS (SNIPS) (Swaminathan & Joachims|, [2015b), OS
estimator (Su et al.,2020) and LS estimator (Sakhi et al.|[2024). The number of samples changes in
different settings. In each setting, we grid search the hyperparameter of each method with 5 different
values and select the one that leads to the least estimated MSE value. Note that the hyperparameter for
each method is selected independently in each setting, but the candidate values are fixed throughout
all settings.

Gaussian: In this setting, as explained in section [6| we have my(-|zo) ~ N (p1,02), mo(:|70) ~

N (p2,02) and r(zo, u) = —e™*". Given 2002 < 1, with simple calculations we have,
1 api
Bl = = g0 P (1 - 2ao—2> (72)
1+e 2 2
o e(pr — p2) (1 + e+ 2a0”)puy — (1 + € — 2a0%)p2)
Er || — = |E,,[r]| exp < 502(1 = 2007) (73)

We fix 3 = 0.5, u2 = 1,02 = 0.25, but we change « as it increases the 1 + e-moment of the

weighted reward variable as it tends to ﬁ and (given p1 > 0,e < ‘Mllilﬂz‘ or u1 > o) leads to
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unbounded 1 + e-moment for o = ﬁ We report the experiment results in Tablesand As we can
observe that LSE effectively keeps the variance low without significant side-effects on bias, leading
to an overall low MSE, making it a viable choice with general unbounded reward functions.

We also try different values for the number of samples, and observe the methods capability to work
well on small number of samples and their performance growth with the number of samples. For

a = 1.4, the results of different methods for n = 100, 1K, 10K, 100K are illustrated in Table[I0]

Discussion: We observe that either in small sample size or large sample size, LSE beats other
methods with significant gap. Inspecting the bias of LSE though different sample sizes, the bias
becomes fixed and doesn’t decrease as the number of samples in the LBF dataset goes beyond 1K.
This is due to the fixed candidate set for the parameter A in LSE and the presence of \ in our derived
bias upper bound in Proposition[5.5] This shows that the dependence of the bias on X that appears in
the bias upper bound is tight and with a fixed A, the bias doesn’t vanish, no matter how much data we
have and for large number of samples it is critical to select A as a function of n. Furthermore, we can
see that the variance of LSE effectively decreases as the number of samples increase. Here we can
observe the decrease rate of 1/n in the variance, as it is proved in Proposition under bounded
second moment assumption. We also observe that as « increases and the reward function’s growth
becomes bigger PM, IPS-TR, SNIPS, and OS suffer from a very large variance, while ES, LSE, IX,
and LS-LIN manage to keep the variance relatively low. Among these low-variance methods, LSE
achieves the lowest bias, indicating a better bias-variance trade-off. Also, LS-LIN achieves the lowest
variance among all methods. We hypothesize that is is do to the fact that LS-LIN, along LSE, is the
only method that is not linear w.r.t. reward and compresses the reward besides the importance weight.

Lomax: In the Lomax setting, we use Lomax distributions with scale 1 for the learning and logging
policies, g (u|xg) ~ W,To(ﬂkﬁ)) ~ W,a,a’ > 0. We use a polynomial function

for the reward, r(u) = (1 +u)?, 3 > 0. The main difference in this setting compared to Gaussian
setting is that here the tails of the distributions are polynomial, in contrast to the Gaussian setting in
which the tails are exponential. In this setting, for « > (3, we have,

(67

a—p

<a - ﬂ>1+€ 1+ e(1— k)"

Er, [T] =

1+e€
r

where k = ﬁ and for the second inequality to hold we should have 1+ ¢(1 — k&) > 0. The condition
a > [ is sufficient for the weighted reward function to be e-heavy-tailed for some ¢ > 0 (either
kE<lore< Ilflk‘ We change the value of 3 to 0.5,1,2. We also fix o — 3 = 0.5, to keep the
value function in an appropriate range. We change k to get different values for o’ = k(« — ) which
determines the tail of the weighted reward variable. We set k = 2, 3,4. The results are shown in
Tables[TT]and [T2] We observe the superior performance of LSE compared to other methods.

o

o

Eq,

Discussion: In Lomax experiments the LSE estimator has the best performance in most of settings.
In two settings, i.e., 8 = 0.5 and o € {1.5,2.0}, IPS-TR does better than LSE with a very small
margin, yet LSE is the second best model in these two settings. Similar to the Gaussian setting, we
also run the experiments for different numbers of samples to inspect the effect of the number of
samples on the performance of the models. We fix @« = 2.5, 8 = 2 and o/ = 1.5 in this scenario.
Table[T3]reports the performance of LSE across different number of samples. The same conclusions
as the Gaussian setting are also observable in the Lomax setting. We can observe that LSE has better
performance for n = 100, 10K, 100 K.

G.2 OFF-POLICY LEARNING EXPERIMENT

We present the results of our experiments for EMNIST and FMNIST in Table[14]

As we can observe in the results for different scenarios and datasets, our estimator, shows dominant
performance among other baselines.

In the noisy scenario, where noise robustness is critical, increasing the noise on the propensity scores
by reducing the b value results in a marked decrease in the performance of all estimators, with the
notable exception of LSE, which exhibits superior noise robustness.
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Table 8: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Gaussian distributions for o« = 1.0,1.1,1.2, 1.3. The experiment was run 10000 times and the
variance, bias, and MSE of the estimations are reported. The best-performing result is highlighted in
bold text, while the second-best result is colored in red for each scenario.

«  Estimator Bias Variance MSE
PM 0.037 0.004 0.006
ES —0.001 0.006 0.006
LSE 0.021 0.003 0.003
IPS-TR 0.019 0.004 0.004
1.0 IX 0.168 0.001 0.029
SNIPS —0.003 0.008 0.008
LS-LIN 0.151 0.001 0.024
LS 0.006 0.005 0.005
oS 0.505 0.005 0.260
PM 0.004 0.063 0.063
ES —0.001 0.054 0.054
LSE 0.052 0.006 0.009
IPS-TR 0.020 0.052 0.052
1.1 IX 0.237 0.002 0.058
SNIPS —0.005 0.059 0.059
LS-LIN 0.284 0.001 0.082
LS 0.082 0.007 0.0135
(0N 0.521 0.020 0.292
PM —0.043 0.435 0.437
ES 0.000 0.357 0.357
LSE 0.152 0.014 0.037
IPS-TR 0.024 0.353 0.354
1.2 IX 0.373 0.005 0.144
SNIPS —0.003 0.366 0.366
LS-LIN 0.545 0.002 0.299
LS 0.183 0.016 0.050
(0N 0.541 0.116 0.409
PM —-0.121 1.731 1.746
ES 1.162 0.026 1.377
LSE 0.158 0.124 0.148
IPS-TR 0.030 1.404 1.405
1.3 IX 0.662 0.016 0.453
SNIPS —0.000 1.491 1.491
LS-LIN 1.069 0.003 1.145
LS 0.155 0164 0.188
(0N 0.463 56.581 56.796
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Table 9: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Gaussian distributions for « = 1.4,1.5,1.6, 1.7. The experiment was run 10000 times and the
variance, bias, and MSE of the estimations are reported. The best-performing result is highlighted in
bold text, while the second-best result is colored in red for each scenario.

«  Estimator Bias Variance MSE
PM —0.301 164.951 165.041
ES 1.959 0.396 4.232
LSE 0.615 0.292 0.670
IPS-TR 0.053 133.688 133.691
1.4 IX 1.340 0.048 1.842
SNIPS —0.029 133.520 133.521
LS-LIN 2.164 0.005 4.687
LS 0.564 0.458 0.776
oS 0.623 23.589 23.977
PM —0.205 222.003 222.045
ES 3.850 1.505 16.324
LSE 2.132 0.645 5.190
IPS-TR 0.349 179.990 180.112
1.5 IX 3.116 0.153 9.865
SNIPS 0.315 194.830 194.929
LS-LIN 4.682 0.009 21.927
LS 1.968 1.156 5.028
(0N 1.096 504.001 505.205
PM 0.726 5095.725 5096.252
ES 9.420 22.685 111.416
LSE 7.541 1.233 58.105
IPS-TR 1.903 4131.016 4134.636
1.6 IX 8.665 0.502 75.589
SNIPS 1.860 4426.166 4429.625
LS-LIN 11.547 0.015 133.349
LS 7.148 2.595 53.689
oS 3.669 1303.684 1317.146
PM 9.943 125126.550 125225.418
ES 38.531 0.301 1484.959
LSE 32.107 2.244 1033.093
IPS-TR 12.880 101427.776 101593.680
1.7 IX 32.923 1.802 1085.753
SNIPS 12.704 102027.853 102189.250
LS-LIN 38.112 0.024 1452.556
LS 31.227 5.267 980.41
(0N 29.171 17767.954 18618.899
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Table 10: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Gaussian distributions setup. The experiment was run 10000 times fixing o = 1.4 and different
number of samples n € {100, 1000, 10000, 100000}. The variance, bias, and MSE of the estimations
are reported. The best-performing result is highlighted in bold text, while the second-best result is
colored in red for each scenario.

n Estimator Bias Variance MSE
PM —0.1288 203.5015 203.5181
ES 1.9769 1.7696 5.6775
LSE 1.2210 0.5015 1.9925
IPS-TR 0.1617 164.9972 165.0234
100 IX 1.3459 0.4783 2.2897
SNIPS 0.0074 196.8881 196.8881
LS-LIN 2.1683 0.0568 4.7585
LS 1.1817 0.8115 2.2079
(0N 0.7661 10.2588 10.8458
PM —0.1963 18.3363 18.3749
ES 1.9587 0.1694 4.0058
LSE 0.6030 0.2999 0.6635
IPS-TR 0.1007 14.8696 14.8798
1000 X 1.3375 0.0486 1.8376
SNIPS 0.0594 15.0741 15.0776
LS-LIN 2.1646 0.0056 4.6910
LS 0.5640 0.4580 0.7761
(0N 0.6432 8.7698 9.1835
PM —0.2282 10.4458 10.4979
ES 1.9625 0.0285 3.8800
LSE 0.6159 0.0296 0.4089
IPS-TR 0.0464 8.4660 8.4681
10000 IX 1.3410 0.0048 1.8031
SNIPS 0.0435 8.5986 8.6005
LS-LIN 2.1644 0.0005 4.6852
LS 0.5606 0.0466 0.3609
0S 0.5564 4.8936 5.2032
PM —0.2505 1.8148 1.8775
ES 0.0246 1.4707 1.4713
LSE 0.6160 0.0029 0.3823
IPS-TR 0.0250 1.4706 1.4712
100000 IX 1.3408 0.0005 1.7982
SNIPS 0.0246 1.4757 1.4763
LS-LIN 2.1629 5.6014 4.6783
LS 0.5584 0.0049 0.3167
oS 0.5823 0.8251 1.1643
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Table 11: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Lomax distributions setup for § = 1.0, 1.5. The experiment was run 10000 times with different
values of a, o’ and 3. The variance, bias, and MSE of the estimations are reported. The best-
performing result is highlighted in bold text, while the second-best result is colored in red for each
scenario.

6 a o  Method Bias Variance = MSE

PM —0.0004  0.0197 0.0197
ES —0.0004  0.0197 0.0197
LSE 0.0361 0.0047 0.0060
IPS-TR  —0.0004  0.0197 0.0197
1.0 IX 0.6958 0.0001 0.4842

SNIPS —0.0004  0.0197 0.0197
LS-LIN  0.4475 0.0002 0.2005

LS 0.0266  0.0046 0.0053
0s 03332 0.0094  0.1204

PM 02191 00154  0.0634

ES 00145 02011  0.2013

LSE 01702 0.0117  0.0407

. IPS-TR 01341 0.0146  0.0326
05 10 15 Ix 0.7815  0.0003  0.6111
SNIPS  0.0181  0.1668  0.1671

LS-LIN 05303  0.0011  0.2822

LS 0.0697  0.0346  0.0395

0s 0.7636  0.0007  0.5338

PM 04784  0.0084  0.2372

ES 0.9554  0.0020  0.9147

LSE 0.1586  0.0801  0.1052

IPS-TR 02965  0.0171  0.1050

20 IX 08641  0.0006  0.7472
SNIPS  0.0580  1.1500  1.1533

LS-LIN  0.6106  0.0023  0.3751

LS 0.3086  0.0238  0.1190

oS 10176 0.0003  1.0358

PM 00823 0.0440  0.0508

ES 0.0006  0.0357  0.0357

LSE 00731 0.0092  0.0146

IPS-TR  0.0006  0.0357  0.0357

1.0 IX 1.0438  0.0002  1.0897
SNIPS  —0.0003  0.0418  0.0418

LS-LIN 08513  0.0004  0.7252

LS 00429 00104 0.0122

oS 0.3566  0.0364  0.1635

PM 0.0167  0.7885  0.7883

ES 0.0167  0.7885  0.738%

15 LSE 01122  0.0820  0.0946
) IPS-TR  0.0167  0.7885  0.7888
15 IX 11723 0.0006  1.3749

SNIPS 0.0167 0.7885 0.7888
LS-LIN  0.9551 0.0014 0.9136

LS 0.1183 0.0717  0.0857
(0N 0.5122 0.6815 0.9439
PM 0.3839 0.3198 0.4672
ES 1.4337 0.0035 2.0589
LSE 0.2731 0.1353  0.2099
IPS-TR 0.2280 0.2424 0.2944
20 IX 1.2957 0.0013 1.6801

SNIPS 0.0614 2.3202 2.3239
LS-LIN 1.0580 0.0030 1.1223
LS 0.2548 0.1785 0.2434
(0N 1.2544 0.0059 1.5793
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Table 12: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Lomax distributions setup for 5 = 2. The experiment was run 10000 times with different values
of a, o' and . The variance, bias, and MSE of the estimations are reported. The best-performing
result is highlighted in bold text, while the second-best result is colored in red for each scenario.

B « o Method Bias Variance =~ MSE

PM —0.2267  0.1913 0.2427
ES —0.0049  0.1540 0.1540
LSE 0.0304 0.0461 0.0471
IPS-TR  —0.0049  0.1540 0.1540
1.0 IX 1.7392 0.0007 3.0256

SNIPS —0.0100  0.1858 0.1859
LS-LIN 1.9231 0.0011 3.6995

LS 0.0819 0.0281 0.0348

oS 0.5571 0.0849 0.3953

PM —0.2510 17.7398  17.8028

ES 2.2891 0.0024 5.2425

2.5 LSE 0.2266 0.1688 0.2201

9 IPS-TR  —0.0042 14.3693  14.3694
1.5 IX 1.9546 0.0018 3.8224

SNIPS —0.0062  14.4548  14.4549
LS-LIN 2.0374 0.0016 4.1529

LS 0.2330 0.1699 0.2242
(0N 0.3995 13.5957  13.7553
PM —0.2114  27.6307 27.6754
ES 2.3886 0.0113 5.7167
LSE 0.5334 0.2729 0.5574
IPS-TR  —0.0086  22.5415  22.5416
20 IX 2.1606 0.0035 4.6717

SNIPS —0.0107  22.6954  22.6955
LS-LIN  2.1601 0.0034 4.6694
LS 0.4946 0.3696  0.61424
oS 0.5158 7.4515 7.7175
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Table 13: Bias, variance, and MSE of LSE, ES, PM, IX, IPS-TR, SNIPS, LS-LIN, and OS estimators
with Lomax distributions setup. The experiment is conducted for 10000 times and different number
of samples n € {100, 1000, 10000, 100000}. The variance, bias, and MSE of the estimations are
reported. The best-performing result is highlighted in bold text, while the second-best result is

colored in red for each scenario.

n Estimator Bias Variance MSE
PM —0.2486 75.480 75.542

ES 2.2895 0.0244 5.2663

LSE 0.6217 0.4035 0.7900

100 IPS-TR 0.0021 61.140 61.140
IX 1.9546 0.0182 3.8388
SNIPS —0.0331 67.583 67.583
LS-LIN 2.0369 0.0168 4.1660

LS 0.6339 0.5402 0.9421

oS 0.4287 61.159 61.343

PM —0.2421 10.960 11.019

ES 2.2889 0.0024 5.2415

LSE 0.2245 0.1702 0.2206

1000 IPS-TR 0.0037 8.8781 8.8780
IX 1.9540 0.0018 3.8198
SNIPS 0.0010 9.0742 9.0742
LS-LIN 2.0375 0.0016 4.1531

LS 0.2330 0.1699 0.2242

(0N 0.4345 8.8799 9.0687

PM —0.2317 0.6596 0.7132

ES 0.0131 0.5343 0.5345

LSE 0.2253 0.0171 0.0679

10000  IPS-TR 0.0131 0.5342 0.5345
IX 1.9539 0.0002 3.8180
SNIPS 0.0133 0.5364 0.5366
LS-LIN 2.0375 0.0002 4.1517

LS 0.2338 0.0171 0.0717

(0N 0.4438 0.5345 0.7315

PM —0.2619 0.6546 0.7232

ES —0.0140 0.5302 0.5304

LSE 0.2267 0.0019 0.0533
100000 IPS-TR —0.0140 0.5302 0.5304
X 1.9538 1.6977 3.8175
SNIPS —0.0137 0.5284 0.5286
LS-LIN 2.0374 1.6805 4.1509

LS 0.2351 0.0019 0.0572

oS 0.4166 0.5302 0.7038
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Table 14: Comparison of different estimators LSE, PM, ES, IX, BanditNet accuracy for EMNIST and
FMNIST with different qualities of logging policy (7 € {1, 10,20}) and true / estimated propensity
scores with b € {5,0.01} and noisy reward with Py € {0.1,0.5}. The best-performing result is
highlighted in bold text, while the second-best result is colored in red for each scenario.

Dataset T b Py LSE PM ES IX BanditNet Logging Policy
— — 88.49£0.04 89.19+0.03 88.61+0.06 88.33+0.13 66.58+6.39 88.08
5 —  89.16 £0.03 88.94+0.05 88.48+0.03 88.51+0.23 65.10 £+ 0.69 88.08
1 001 — 86.07£0.01 85.62+0.10 85.71+0.04 81.39+4.02 66.55=+3.11 88.08
— 01 89.291+0.04 89.08£0.05 88.45+0.09 88.14+0.14 59.90+3.78 88.08
— 0.5 8872+0.08 88.78+£0.03 87.27+0.10 87.08+0.14 56.95+ 3.06 88.08
- - 88.59+£0.03 88.61+£0.04 88.38+0.08 87.43+0.19 85.48+3.13 79.43
EMNIST 5 - 88.42+0.07 88.43+£0.07 88.39+0.10 88.39+0.06 84.90=+3.10 79.43
10 0.01 - 82.15+0.21 80.85+0.29 81.07+0.07 7749+£2.77 27.02+1.92 79.43
— 0.1 88.29+0.06 8822+0.02 88.19+0.08 87.93+0.35 84.89+3.21 79.43
— 0.5 88.71+0.16 88.52+0.07 84.42+0.34 83.25+3.45 63.35+13.39 79.43
— — 88.28+0.05 88.20+0.08 87.96+0.34 86.82+1.30 83.69+3.32 14.86
5 — 88.42+0.12 87.98+0.05 88.27+0.33 88.27+0.07 86.82+0.17 14.86
20 0.01 — 81.36+0.14 7553+2.61 73.45+2.78 7231+1.46 26.92+2.51 14.86
— 01 88.10+0.05 87.93+£0.16 87.69+£0.22 &7.67+0.18 81.73+3.09 14.86
— 05 86.831+0.10 86.67+0.19 84.01+£0.32 80.79+3.06 75.20+3.01 14.86
— —  76.45+0.12 73.33+£2.67 7290£235 69.12+0.26 60.66 + 2.16 78.38
5 — 73.20 +£2.43  75.07+£0.27 70.38+£2.59 70.80+2.38 22.41+4.50 78.38
1 001 — 174.08+£1.64 70.35+0.12 57.93+2.66 63.34+3.64 30.20+8.17 78.38
— 01 76.07+£0.02 74.54+£0.02 70.42+253 70.58+247 50.37+£5.43 78.38
— 05 76.96+0.23 74.03+0.30 66.32+0.44 66.66+1.41 54.53+1.32 78.38
- — 76.14+0.11 74.42+0.17 69.25+0.10 70.69+2.39 65.70 + 3.78 21.43
FMNIST 5 —  75.4240.16 74.79+0.15 71424253 69.21+0.25 69.53 +0.29 21.43
10 0.01 — 74.044+0.15 60.77+0.09 53.69+1.37 63.57+3.91 26.96+1.87 21.43
— 01 76.78+0.23 7391+0.13 68.58+0.09 68.07+0.18 64.05+2.34 21.43
— 05 77.66+0.17 74.02+0.05 61.46+4.72 62.60+0.16 43.33 +£2.83 21.43
— —  75.124+0.03 74.32+0.12 69.26 £0.09 7246+2.14 64.92+3.82 14.84
5 —  75.13+£0.09 74.17+0.15 69.23+£0.46 68.72+0.30 62.41 +£4.24 14.84
20 0.01 - 69.16+0.22 5520+1.14 60.91+275 61.11+4.92 28.23+2.18 14.84
— 0.1 75.48+0.09 71.84+247 65.41+4.23 67.91+0.16 65.21+2.93 14.84
- 05 75.96+0.05 73.12+025 61.79+£3.13 60.19+3.13 55.13+0.15 14.84

In all two datasets, without noise, increasing 7 has a negligible impact on the estimators. However, in
noisy scenarios, a higher 7 leads to decreased performance. This happens because as 7 increases, the
logging policy distribution approaches a uniform distribution, making it easier for noise to affect the
argmax value, thereby reducing the estimators’ performance. Notably, the LSE estimator demonstrates
better robustness compared to other estimators, consistently showing superior performance in all
noisy setups when b = 0.01.
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Table 15: Comparison of different model-based estimators DR, DR-OS, SWITCH-DR, SWITCH-
DR-LSE, DM and DR-LSE with LSE for EMNIST and FMNIST under a logging policy with 7 = 10,
true / estimated propensity scores with b € {5,0.01} and noisy reward with Py € {0.1,0.5}. The
best-performing result is highlighted in bold text, while the second-best result is colored in red for
each scenario.

Dataset T b Py DR-LSE DR DR-0OS DR-Switch ~ DR-Switch-LSE LSE DM Logging Policy
- — 88.794+0.03 88.71+0.07 87.79+£0.36 79.40£5.21 87.73£0.31 88.59+0.03  76.52 £ 2.68 79.43
5 — 88.671+0.04 88.49+0.13 87.83+0.17 79.28£0.65 85.80 + 3.40 88.42+0.07  76.73+4.95 79.43

EMNIST 10 0.01 — 83.30+3.13 7824+0.57 80.53+£0.32 74.81+0.57 4111 £2.87 82.15+0.21  75.65 £ 0.29 79.43
- 0.1 88.51+0.02 88.3240.16 87.50+0.28 75.28+0.09 79.86 £ 0.64 88.29+£0.06  78.85 £2.69 79.43
— 0.5 8588+0.13 8353+0.54 85.46+0.73 72.76 +0.56 81.73+0.23 88.714+0.16  75.26 +2.39 79.43

- —  80.154+0.09 68.70+5.12 63.66+0.39 54.20 £6.27 34.47£0.02 76.14£0.11  51.24+4.16 79.43
5 —  79.64£0.05 66.67+3.50 64.8042.36 56.61+7.37 29.59 + 3.83 75.42+0.16  59.65 +3.13 79.43
FMNIST 10 0.01 — 55.10£0.25  52.19£3.84 60.92+£1.81 63.35+1.62 41.13 +2.84 74.04 £0.15 58.94+4.18 79.43
- 0.1 79.91+£0.11 68944035 63.194+1.69 57.54+3.05 52.79 £ 4.04 76.78 £0.23  56.33 £ 7.70 79.43
— 05 79.144+0.04 5647+7.08 56.72+7.19 59.54 +2.95 75.31 +0.55 77.66+0.17  53.70 £7.19 79.43

G.3 MODEL-BASED ESTIMATORS

There are some approaches where utilise the estimation of reward. For example, in direct method
(DM), the reward is estimated from logged data via regression. In particular, an estimation of reward
function, 7(z, a), is learning from LBF dataset .S using a regression. The objective function for DM

can be represented as,
1 & .
- ZZ’]TQ(G,L’EZ')T‘(Q,{Q). (74)
i=1 a

In doubly-robust (DR) approach (Dudik et al.,2014) DM is combined with IPS estimator and has a
promising performance in off-policy learning scenario. The object function for doubly robust can be

represented,
lizw (az:)7(a x-)+liw(r-fﬂa z:)) (75)
n v 0 7 y L4 n . Wo(ai|xi) [ ylLig)).

There are also some improvements regarding the DR, including DR based on optimistic Shrinkage
(DR-OS) (Su et al.,[2020) and DR-Switch (Wang et al., 2017).

As these methods are based estimation of reward, we consider them as model-based methods. Inspired
by DR method, we combine the LSE estimator with the DM method (DR-LSE)

%Z Z mo(alx;)r(a, x;) + log ( Z exp ( mo(aslzi) (ri —7(a, ZEZ)))) (76)

al|9:l)

We also combine, LSE with DR-Switch as (DR-Switch-LSE) where the IPS estimator in DR-Switch
is replaced with LSE estimator.

In this section, we aim to show that the combination of our LSE estimator with the DR method as a
model-based method can improve the performance of these methods. For our experiments, we use
the same experiment setup as described in App. [} We compare model-based methods, DM, DR and
DR-LSE, DR-Switch, DR-OS, DR-Switch-LSE with our LSE estimator. The results are shown in
Table[T3] We observed that DR-LSE outperforms the standard DR in many scenarios.
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G.4 REAL-WORLD DATASET

We applied our method to the Kuairec, a public real-world recommendation system dataset ((Gao
et al.,|2022))). This dataset is gathered from the recommendation logs of the video-sharing mobile
app Kuaishou. In each instance, a user watches an item (video) and the watch duration divided by
the entire duration of the video is reported. We use the same procedure as (Zhang et al.,[2023a) to
prepare the logged bandit dataset. We also use the same architecture for the logging policy and the
learning policy, with some modifications in the hidden size and number of layers of the deep models.
We use separate models for the logging and learning policies. We first train the logging policy using
cross-entropy loss and fix it to use as the propensity score estimator for the training of the OPL
models. We report Precision@K, and NDCG@K for K=1, 3, 5, 10. Recall@K is very low for small K
values because the number of positive items for each use of much more than K. For each method, we
use grid search to find the hyperparameter that maximizes the Precision@]1 in the validation dataset.
The comparison of different estimators is presented in Table[I6] We can observe that in Precision@1,
Precision@3, Precision@ 10, NDCG@1, NDCG@3 and NDCG@ 10, we have the best performance.

Table 16: Comparison of different estimators LSE, PM, ES, IX and SNIPS in different metrics. The
best-performing result is highlighted in bold text, while the second-best result is colored in red for
each scenario.

Dataset Method ‘ Precision@1 Precision@3 Precision@5 Precision@10 ‘ NDCG@1 NDCG@3 NDCG@5 NDCG@10

PM 0.8885 0.5723 0.5201 0.4275 0.8585 0.6551 0.5932 0.4988

SNIPS 0.0289 0.6177 0.5995 0.6462 0.0289 0.4981 0.5226 0.5830

KuaiRec IX 0.8794 0.5824 0.6355 0.6586 0.8794 0.6164 0.6410 0.6548
ES 0.8951 0.7495 0.7187 0.6644 0.8951 0.7787 0.7483 0.7006

LSE 0.9257 0.7534 0.6999 0.7206 0.9257 0.7917 0.7441 0.7431

G.5 SAMPLE NUMBER EFFECT

We also conduct experiments on our LSE estimator and PM estimator to examine the effect of
limited training samples in the OPL scenario. For this purpose, we considered different ratios of
training LBF dataset, R,, € {1,0.5,0.2,0.05}. The results are shown in Table We observed that
reducing R,, decreased the accuracy for both estimators. However, our LSE estimator demonstrated
robust performance under different ratios of training LBF dataset, R,,. Therefore, for small-size LBF
datasets, we can apply the LSE estimator for off-policy learning.

G.6 )\ EFFECT

The impact of \ across various scenarios and 7 values was investigated using the experimental setup
described in Appendix [F| for the EMNIST dataset. Figure [2] illustrates the accuracy of the LSE
estimator for 7 € 1,10. For 7 = 1, corresponding to a logging policy with higher accuracy, an
optimal A value of approximately —1.5 was observed. In contrast, for 7 = 10, representing a logging
policy with lower accuracy, the optimal A approached zero. Additionally, in scenarios with noisy
rewards Fig[3] both 7 = 1 and 7 = 10 we observed an optimal \ values larger —2. As for 7 = 1,
the logging policy has higher accuracy, the effect of noisy reward should be canceled by larger |A|.
However, for A = 10, we need a smaller |A|.
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Table 17: Comparison of LSE and PM accuracy for EMNIST dataset with different ratio of training
LBF dataset (R,, € {1,0.5,0.2,0.05}) and true / estimated propensity scores with b € {5,0.01} and

noisy reward with P; € {0.1,0.5}. The best-performing result is highlighted in bold text.

Dataset T R, b Py LSE PM Logging Policy
— — 88.4940.04 89.19 £+ 0.03 88.08
1 0.01 — 86.07+0.01 85.62 +0.10 88.08
— 0.5 88.724+0.08 88.78 £+ 0.03 88.08
— —  87.791+0.08 86.4240.11 88.08
| 05 001 — 81.13+0.08 48.70+15.46 88.08
— 0.5 86.24+0.07 85.174+0.36 88.08
— —  83.76 +=0.25 74.57 +£1.01 88.08
02 001 — 67.64+£3.89 23.18+5.02 88.08
— . . .1 .54 + 0. .
EMNIST 0.5 80.39+0.19 69.5 0.65 88.08
— —  70.164+2.44 53.51+2.77 88.08
005 0.01 - 36.06=+0.62 15.56 £+ 3.21 88.08
— 0.5 50.06+2.10 47.57+5.19 88.08
— — 88.594+0.03 88.61 +0.04 79.43
1 0.01 — 82.15+0.21 80.85 +0.29 79.43
— 0.5 88.71+0.16 88.5240.07 79.43
10 — —  86.304+0.04 86.0240.06 79.43
05 001 — 75.02+2.67 28124+1.94 79.43
— 0.5 86.61+0.08 83.21+0.10 79.43
— — 80.67 +£0.35 80.83 & 0.22 79.43
02 001 — 53.32+£1.47 17.034+0.30 79.43
— 0.5 80.89+0.19 73424+1.14 79.43
— — 48.51 4+0.81 4227 +1.48 79.43
0.05 001 - 34.15+0.61 14.70 £+ 2.20 79.43
— 0.5 56.641+2.40 41.754+1.95 79.43
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Figure 2: Accuracy of the LSE estimator over different values of A for true propensity score and
reward. (a) 7 = 1. (b) 7 = 10.
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Figure 3: Plots of Accuracy of the LSE estimator over different values of A for true propensity score
and noisy reward with Py = 0.5. (a) 7 = 1. (b) 7 = 10.
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G.7 SELECTION OF A\

Although we use grid search to tune the X in our algorithm, inspired by Proposition[5.3] we can select

the following value,
. 1
A" = pRyIe=yE a7
where 7 is the number of samples. With such a selection we have a regret rate of O(n =/ (1)), We
test and evaluate our selection in OPL and OPE. We examine also a data driven approach for selecting

) in Section

G.7.1 X SELECTION FOR OPL

We have tested A* on EMNIST dataset. In OPL experiments we have truncated the propensity score
to 0.001 in order to avoid numerical overflow. Hence, our distributions are effectively heavy-tailed
with € = 1, leading to \* = ﬁ We change n = 512,256, 128, 64, 16 with corresponding values

A* € {0.044,0.0625,0.088,0.125,0.25} which its results are presented in the Table Note that
because we use stochastic gradient descent in training, here n is the batch size. We can observe that
the suggested value of \* = ﬁ does not only have a theoretical generalization bound of O(ﬁ)

(according to Proposition[5.3)), but also achieves reasonable performance in experiments.

Table 18: Comparison of accuracy (%) for different A values and sample sizes n

A\n 16 64 128 256 512

001 9283£0.10 91.524+0.01 90.26 +0.02  88.71+0.26  85.43+£0.44
0.1 9283+001 91.45+£0.01 90.37£0.02 8893+0.10 85.50+0.58
1 92.66 £0.01 91.66+0.02 90.76+0.02 89.54+0.01 87.79+0.01
10 91.33+£0.01 89.48+£0.09 88.86+0.05 88.03+0.03 86.73+£0.03
A* 92.78 £0.01  91.52£0.05 90.38+0.05 88.83+0.02 85.09+0.51

G.7.2 X SELECTION FOR OPE

We tested our A selection in the OPE setting with Lomax distributions. We changed the number
of samples and set n = 100, 500, 1 K, 5K, 10K, 50K, 500K and tested all estimators as we as LSE
with selected A = A*. The results are illustrated at Table The first observation is that in all
settings, the selected \* outperforms all other estimators and is not significantly worse than the A
found by grid-search.

Another critical observation is that as the number of samples increase, the selected A works better
than compared to other methods, even LSE with A found by grid-search. In n = 100K, not only \*
performs the best, but also the A found by grid-search falls behind IPS-TR and ES. This shows the
significance of selective A when the number of samples is large.

Third observation is the lower performance of A* when we have very small number of samples, e.g.
n = 100. This also conforms our theoretical results, as upper and lower bounds on generalization
and regret bounds in Theorem[D.1] Theorem [D.2]and Theorem [5.2]requires a minimum number of
samples as an assumption.

60



Under review as a conference paper at ICLR 2025

Table 19: Summary of Bias, Variance, and MSE for Different Estimators

n Estimator Bias Var MSE
PM —0.2623 30.6419 30.7106
ES 2.2894 0.0247 5.2662

LSE 0.6194 0.3967  0.7803
100 LSE(\*) 0.9144 0.1952 1.0314
IPS-TR  —0.0144 24.8212 24.8214

IX 1.9517 0.0171  3.8264
SNIPS —0.0483 25.8348 25.8371
PM —0.2002  3.1605  3.2006
ES 0.0415 2.5603  2.5620

LSE 0.2221 0.3375  0.3869
500 LSE(\*) 0.5542 0.0984  0.4055
IPS-TR 0.0415 2.5603  2.5620

IX 1.9536 0.0035  3.8200
SNIPS 0.0347 2.6865  2.6877
PM —-0.2379  4.8325  4.8891
ES 0.0076 3.9145  3.9145

LSE 0.2262 0.1720 0.2231
1000 LSE(\*) 0.4335 0.0712  0.2591
IPS-TR 0.0076 3.9145  3.9145

IX 1.9536 0.0018  3.8186
SNIPS 0.0040 4.0054  4.0054
PM —0.2428 3.7591  3.8180
ES 0.0032 3.0449  3.0449

LSE 0.2277 0.0343  0.0862
5000 LSE(\¥) 0.2448 0.0319  0.0919
IPS-TR 0.0032 3.0449  3.0449

IX 1.9535 0.0004  3.8166
SNIPS 0.0025 2.9976  2.9976
PM —-0.2318 0.4702  0.5239
ES 0.0131 0.3809  0.3811

LSE 0.2254 0.0171 0.0679
10000  LSE(\*) 0.1867 0.0212  0.0560
IPS-TR 0.0131 0.3809  0.3811

IX 1.9536 0.0002  3.8168
SNIPS 0.0123 0.3830  0.3832
PM —0.2418 0.2152  0.2736
ES 0.0040 0.1743  0.1743

LSE 0.2261 0.0033  0.0544
50000  LSE(\¥) 0.1020 0.0085 0.0189
IPS-TR 0.0040 0.1743  0.1743

IX 1.9538 0.0000  3.8172
SNIPS 0.0040 0.1745  0.1746
PM —0.2347  0.0633  0.1184
ES 0.0105 0.0513  0.0514

LSE 0.2267 0.0017  0.0531

100000  LSE(A\*) 0.0790 0.0056  0.0119
IPS-TR 0.0105 0.0513  0.0514

IX 1.9538 0.0000  3.8172

SNIPS 0.0105 0.0515  0.0516
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G.7.3 DATA-DRIVEN SELECTION OF \

In Theorem[5.2] we assume a fixed value of \. However, it is often important in practical applications
to have a method for adjusting A dynamically based on the data.

Recall the following regret bound proposed by Theorem[5.2]

Al¢ 42 — ) log Mol exp(|A[p1/(+)
9y (75, S) < A, 42 =) log 75 exp(|Alv )

T 1l+e 3(1—7) n|Al
N (2-7) \/4)\|1+Eylog4|?9|exp(2|)\|ul/(1+€))
(1 =)|Al n

which is true for any ~. If 7y tends to zero, we have,

NG 8 exp(|A [/ (1+9) log MMel 5[4 \[L+ep log el exp (2| Ap1/(1+0))

“1+€¢ 3 n|Al [Al n
Let the upper bound be U and = = /v|\|1t<. We have,

R (7‘—57 S)

U (E12+6e " 8 yﬁ exp(m 142r6 ) log 4|1;19| 19 4v 10g 4|1:SI9| exp(?x 1J2r€)
R= VT g =
(1 -+ 6)1/1+e 3 nx lie n(l‘ﬁ]jﬁi)lié

(78)

2e

2 4|11y 4|11 | =
T+e 8 exp(x T+ ) log =%+ 4lo exp(2x T+e
1z+p(>g5+2\/g5p< )

(1+¢) ' 3 nrTie np o

Finally, we assume that |A\| < 1 and bound and replace the exponential exp(:cl%f) by e. Minimizing
the upper bound in equation [78] we derive the following optimum \ for the optimization of the upper

bound in Theorem[3.2]
1
In (1)) ™
A =max { —f(e) - (W) ,—1 (79)
wn
12
where f(e) = (@ (1 —e+ \/(1 —€)?+ ﬁ)) . Note that, we can compute the empiri-
cal value of v based on the available LBF dataset,
1 -~ 1+e
) = — »TTi) 80
1% nZ(we(a z;)r;) (80)

i=1

Using empirical © in equation[79] we derive the value for data driven . Note that, in our experiments,
we consider € = 1.

G.7.4 SENSITIVITY TO THE SELECTION OF \

In this section, we investigate the performance of our proposed data-driven ) in App. where
can avoid any sort of hyper-parameter tuning. Hence solving the problem of selection of A and any
concerns related to the selection of a "bad" .

In order to measure the sensitivity of the selection of A we compare three different methods. First, A
is found by grid search which provides the best MSE. Second, A* is found by the data-driven suggest
in App In the third method, we select A uniformly randomly from [0, 1], A ~ Uniform(0, 1).
This method shows the performance of LSE by choosing random A as hyperparameter. We test
these methods on the Lomax scenario where we have the more challenging heavy-tailed (for ¢ # 1)
condition. The MSE of each method for the same setting of parameters as in the original OPE
experiments and for n = 1K, 10K, 100K is reported in table 20]

Our experimental results demonstrate that LSE with grid-searched A consistently achieves the lowest
MSE across all experimental configurations. The data-driven A selection approach exhibits strong
performance, ranking second in scenarios with larger sample sizes (n = 10K, 100K). For smaller
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Table 20: MSE of LSE with fine-tuned, data-driven and random A for 5 = 1.0,1.5,2.0. The
experiment was run 100000 times with different values of «, o/, and .

B «a <o Estimator n=1K n=10K n=100K

LSE 0.006 0.0009 0.0001

1.0 LSE-A" 0.049 0.0076 0.0009

LSE-\ 0.131 0.131 0.131

05 1.0 LSE 0.041 0.0.008 0.0039
’ ' 1.5 LSE-A" 0.463 0.138 0.03
LSE-\ 0.449 0.449 0.449

LSE 0.105 0.033 0.026

2.0 LSE-\ 1.044 0.450 0.148

LSE-\ 0.764 0.762 0.760

LSE 0.014 0.002 0.0003

1.0 LSE-\" 0.110 0.018 0.002

LSE-\ 0.398 0.398 0.394

10 15 LSE 0.093 0.020 0.012
’ ' 1.5 LSE-\* 1.042 0.311 0.067
LSE-\, 1.227 1.226 1.223

LSE 0.211 0.088 0.0754

2.0 LSE-A 3.05 1.013 0.333

LSE-\ 1.991 1.99 1.985

LSE 0.0463 0.005 0.0014

1.0 LSE-M" 0.3071 0.048 0.0054

LSE-\ 1.550 1.548 1.552

20 2.5 LSE 0.222 0.058 0.052
' ' 1.5 LSE-\" 2.894 0.864 0.187
LSE-\ 4.242 4.236 4.246

LSE 0.548 0.313 0.289

2.0 LSE-X 6.530 2.817 0.928

LSE-\ 6.534 6.531 6.535
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Figure 4: MSE of the PM, TR-IPS, SNIPS, OS, LS-LIN, IX, OS, ES, and LSE estimators over
different values of log o

samples (n = 1K), random )\ selection occasionally outperforms the data-driven approach. Notably,
LSE maintains robust variance control under heavy-tailed distributions even with randomly selected
A values. The performance gap between data-driven and random A selection widens significantly as
the sample size increases, suggesting a clear strategy for parameter selection: while the estimator
remains robust to arbitrary A choices, the data-driven approach becomes increasingly reliable with
larger sample sizes.

e If n is small (e.g. n ~ 1000), we have fewer computational concerns, and a grid-search
based on the performance on a validation set can find an appropriate A for our problem.

* For larger values of n, we can hold to the data-driven proposal of A\ which gives a comparable
performance with the grid-search method.

Another hint about the selection of ) is that for problems where the variance of the importance weights
of the unbounded behavior of the reward function is not an issue, a very small A (e.g. A = 0.01) can
be a better option because as A — 0, LSE tends to vanilla IPS. For heavy-tailed problems, selecting
bigger A values around 1 can lead to better performance.

G.8 OPE WITH NOISE

Here we discuss the performance of estimators in OPE when reward noise is available. In all
experiments, the number of samples is 1000 and the number of trials is 100K.

G.8.1 GAUSSIAN SETTING

We run the same experiments as mentioned in Section[6.1] by adding noise to the observed reward.
We add a positive Gaussian noise,

R(S,A) = R(S, A) + [W| : W ~ N(0,0?).

where R(S, A) is noisy reward function. We increase o from 1 to 100 and observe the behavior
of different estimators under the noise. We report the MSE of different estimators. There is a
discrepancy between the performance of different estimators. LSE, LS, LSE-LIN, IX, and ES
demonstrated robust performance under high noise conditions, while PM, TR-IPS, SNIPS, and OS
exhibited substantially higher MSE values, often differing by several orders of magnitude from the
better-performing estimators. We draw the MSE of these two groups against log o in Figure[d] We
observe that ES, LSE, IX, and LS-LIN are better suited for the noisy scenario. Also we observe that
ES is more sensitive to the increase of the variance of the noise. We also investigate the distributional
form of the estimators with the same levels of noise. Estimators other than LSE, LS-LIN, and IX keep
proposing outlier estimations. But these three estimators stay stable in this setting and are compared
in Figure |§] for two levels of noise. Among these three estimators, LSE can keep a low bias with
almost the same variance in comparison to IX nad LS-LIN, hence leading to the lowest MSE.
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G.8.2 LOMAX SETTING

When we examine the Lomax setting, the estimators’ performance deteriorates as we introduce
heavier-tailed noise distributions. To test this, we add Pareto-distributed (with parameter o) noise to
the reward, varying the parameter « from 1.05 to 2.0. The parameter « controls the tail weight of the
distribution, with values closer to 1 producing heavier tails. Our results, shown in Figure[6] reveal a
clear split in estimator performance. The estimators - PM, ES, TR-IPS, OS, and SNIPS - struggle
significantly with the heavy-tailed noise and show poor performance based on their MSE. In contrast,
the more robust estimators - LSE, LS-LIN, and IX - maintain better performance across different
noise levels, similar to what we observed in the Gaussian scenario. Note that the IX estimator, despite
having significantly less error than the poorly performing estimators, compared to LSE and LS-LIN
is much more worse in the tail of the noise.

For the distributional behavior of the estimators, we observe that except LSE and LS-LIN, the
estimators produce extreme outlier values. Error distribution is the distribution of the difference
between the estimated value and the true value. Hence, we plot the error distribution of the LSE and
LS-LIN with respect to noise in Figure[7} Here we see that in the small noise scenario LSE despite
having more variance, is significantly less bias. Under large noise, LSE keeps the variance lower than
LS-LIN, while showing the same bias. Hence, in both cases LSE achieve less MSE than LS-LIN and
performs better in both small and large noise scenarios.

G.9 DISTRIBUTIONAL PROPERTIES IN OPE

In this section, we investigate the error distribution of different estimators. In both Gaussian and
Lomax settings, SNIPS, TR-IPS, OS, ES, and PM show extreme outlier values, but LS-LIN, LSE,
and IX avoid outliers. In Figure[8] we show the error distribution of these estimators. We can see the
competitive performance of IX and LSE in the Gaussian scenario, while LS-LIN induces a relatively
large bias in this setting. In the Lomax setting, LSE has a bigger variance than IX and LS-LIN, while
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Figure 7: The error distribution of the LS-LIN and LSE estimators
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Figure 8: The error distribution of the LS-LIN, IX, and LSE estimators

having significantly less bias. LSE has the property that it keeps bias significantly low while trading
it for some small variance, leading to less MSE and better performance.

G.10  MORE COMPARISON WITH LS ESTIMATOR

We conduct experiments to measure and compare the sensitivity of LSE and LS with respect to the
selection of \. To measure the sensitivity, we choose grid method where we test the followings set of

A € {0.001,0.01,0.1,1.0,5.0} in Table adaptive method where \,, := % is chosen, Table

and random method where A chosen uniformly random from [0, 1], Table Then we compare these
two estimators among these different methods of selecting A. The results are reported below for
Lomax setup.

We can observe that in a close competitions, using the grid search method, LSE outperforms in 4
out of 9 experiments. With the adaptive method, LSE performs better in 7 out of 9 experiments, and
when using the random method, LSE outshines in all 9 experiments.
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Table 21: MSE of LSE and LS estimators with grid-searched for A € 0.001,0.01,0.1,1.0,5.0 and
B =1.0,1.5,2.0. The experiment was run 100000 times with different values of «, o, and 3.

B a o Estimator Bias  Variance @~ MSE
1.0 LSE 0.0362  0.0047 0.0060
’ LS 0.0266  0.0047 0.0054
0.5 1.0 15 LSE 0.1693  0.0118 0.0404
’ LS 0.0697  0.0346  0.0395
2.0 LSE 0.1590 0.0813 0.1066
’ LS 0.3086  0.0238 0.1190
1.0 LSE 0.0728  0.0091 0.0144
’ LS 0.0429  0.0104 0.0122
1.0 1.5 15 LSE 0.1065  0.0829 0.0942
’ LS 0.1183  0.0717 0.0857
2.0 LSE 0.2726 0.1367 0.2111
’ LS 0.2548  0.1785 0.2434
1.0 LSE 0.0302  0.0452 0.0461
’ LS 0.0819  0.0281 0.0348
20 2.5 15 LSE 0.2245 0.1702  0.2206
’ LS 0.2330 0.1699 0.2242
2.0 LSE 0.5345 0.2645 0.5502
’ LS 0.4946  0.3696 0.6142

Table 22: MSE of LSE, and LS, estimators with data-driven \,, =

B _
- for § = 1.0,1.5,2.0 and

n = 1000. The experiment was run 100000 times with different values of o, o/, and f.

B « o Estimator Bias  Variance = MSE
1o LSEx, 0.0816  0.0029  0.0096
“ LSy, 0.1314  0.0028  0.0200
05 10 ;5 LSE,, 0.2756  0.0054 0.0814
2 LSy, 0.2841  0.0073  0.0880
90 LSEx 0.4651  0.0063  0.2226
“ LS, 0.4476  0.0099 0.2103
1o LSEs, 0.1596  0.0053  0.0308
“ LS, 0.2610  0.0052  0.0733
L0 15 . LSE, 0.4857  0.0091  0.2449
LS., 0.5129  0.0123  0.2754
90 LSEx, 0.7817  0.0100  0.6211
LSy, 0.7645  0.0159  0.6004
1o LSEx, 0.3652  0.0111  0.1445
LSy, 0.6177  0.0108  0.3924
20 25 |, LSE, 0.9792  0.0169 0.9757
2 LSy, 1.0722  0.0227  1.1723
90 LSEn, 1.4919  0.0180  2.2437
LSy 1.4952  0.0282  2.2637
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Table 23: MSE of LSEj; and LSj estimators with random \for 8 = 1.0,1.5,2.0. The experiment
was run 100000 times with different values of «, o/, and .

B « o Estimator Bias  Variance =~ MSE

Lo LSE; 0.3418  0.0139  0.1308

LSy 0.6779  0.0640  0.5236

05 1.0 ;. LSE; 0.6516  0.0247  0.4493
LSy 0.8335  0.0581  0.7528

50 LSE; 0.8583  0.0262  0.7629

LSy 0.9635  0.0491  0.9775

Lo LSE; 0.6019  0.0365 0.3987

LSy 1.2196  0.1783  1.6656

10 15 . LSE; 1.0803  0.0594 1.2264
LS 14290 0.1521  2.1941

50 LSE; 1.3890  0.0603 1.9898

vLS; 1.6017  0.1237  2.6890

Lo LSE; 11942 0.1180  1.5442

vLS; 2.4803  0.6019  6.7537

20 25 . LSE; 2.0218  0.1686  4.2565
LS 27676 0.4797  8.1390

50 LSE; 25258  0.1654  6.5451

LSy 3.0074  0.3796  9.4239
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