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UFO: A Unified Approach to Fine-grained Visual Perception via
Open-ended Language Interface
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Abstract

Generalist models have achieved remarkable success in both
language and vision-language tasks, showcasing the po-
tential of unified modeling. However, effectively integrating
fine-grained perception tasks like detection and segmentation
into these models remains a significant challenge. This is pri-
marily because these tasks often rely heavily on task-specific
designs and architectures that can complicate the model-
ing process. To address this challenge, we present UFO, a
framework that Unifies Fine-grained visual perception tasks
through an Open-ended language interface. By transforming
all perception targets into the language space, UFO unifies
object-level detection, pixel-level segmentation, and image-
level vision-language tasks into a single model. Additionally,
we introduce a novel embedding retrieval approach that re-
lies solely on the language interface to support segmentation
tasks. Our framework bridges the gap between fine-grained
perception and vision-language tasks, significantly simplify-
ing architectural design and training strategies while achiev-
ing comparable or superior performance to methods with
intricate task-specific designs. After multi-task training on
five standard visual perception datasets, UFO outperforms
the previous state-of-the-art generalist models by 12.3 mAP
on COCO instance segmentation and 3.3 mloU on ADE20K
semantic segmentation. Furthermore, our method seam-
lessly integrates with existing MLLMs, effectively combining
fine-grained perception capabilities with their advanced lan-
guage abilities, thereby enabling more challenging tasks
such as reasoning segmentation. Code and models are avail-
able at https://github.com/nnnth/UFO.

1. Introduction

Multimodal large language models (MLLMs) [1, 12, 35,
41, 45, 81] have made significant progress, exhibiting out-

Corresponding author.

standing performance on various visual tasks. Despite these
achievements, their scopes are largely confined to image-
level vision-language tasks, leaving fine-grained perception
(e.g., detection and segmentation) as a critical weakness. Re-
cent studies have shown that enabling MLLM:s to collaborate
with off-the-shelf detectors and segmenters can enhance pre-
cise visual understanding [18, 71] and facilitate advanced ap-
plications such as mobile agents [36, 62, 63, 73], indicating
that endowing MLLMs with fine-grained perception capa-
bilities is beneficial. However, seamlessly integrating these
tasks into MLLMs poses challenges because traditional spe-
cialized methods heavily rely on complex and task-specific
designs, such as RPN [53] and mask decoders [30].

A straightforward approach adopted by many existing
works [33, 47, 51, 54, 68] is to augment MLLMs with task
decoders. As shown in Figure 1 (a), LISA [33] introduces
SAM [30] to support segmentation. Similarly, VisionLLM
v2 [68] employs extra box and mask decoders. However,
this combination introduces several limitations. First, task
decoders add architectural complexity, necessitating com-
patibility among multiple components whenever the LLM
is scaled up or new task decoders are introduced. Second, it
complicates the end-to-end training. For example, the last
stage in VisionLLLM v2 [68] is dedicated to finetuning the
task decoders because they fail to converge in earlier stages.
These issues create a significant discrepancy with traditional
vision-language modeling, limiting their broader applica-
tion in general-purpose MLLMs. To remove task decoders,
another line of research [6, 46, 66, 72] adopt text-based
methods, converting boxes into location tokens or textual
numbers. However, many text-based methods do not support
segmentation due to the challenges of encoding masks of
arbitrary shapes and complexity [3] with limited text tokens.

To address the above limitations, GiT [61] designs a lan-
guage interface to support both box and mask outputs with-
out task decoders. However, it still falls short of unifying
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Figure 1. Methods to augment MLLMs with fine-grained perception tasks. (a) Relying on task decoders [33, 68], (b) Previous text-based
methods represent boxes with location tokens [46, 61] and represent masks with suboptimal polygons [61, 66] or textual classes [34, 61], (c)
Ours: predicting open-ended text sequences while using a simple yet effective embedding retrieval approach to support masks.

fine-grained perception tasks into MLLMs. For segmenta-
tion, GiT utilizes two suboptimal representations, illustrated
in Figure | (b). In instance segmentation, it predicts polygon
coordinates, which introduce quantization errors. In seman-
tic segmentation, it predicts textual classes for each pixel,
resulting in overly long sequences. For detection, GiT trans-
lates boxes into four location tokens and restricts the output
space exclusively to these tokens, incompatible with other
open-ended vision-language tasks that generate text of arbi-
trary length. In addition, GiT does not scale to MLLM and
uses a Vision Transformer (ViT [21]) for multimodal tasks,
resulting in poor language abilities. Hence, it is essential
to develop a more effective approach to unify fine-grained
perception into MLLMs. This method should effortlessly
align with open-ended language interfaces, involve minimal
structural complexity and deliver excellent performance.

In this paper, we present UFO, which unifies fine-grained
perception tasks through the same open-ended language
interface as vision-language tasks, without any task de-
coders. By translating all task outputs into open-ended text
sequences, we demonstrate that competitive performance
can be achieved without complex task-specific designs. As
illustrated in Figure 1 (c), we reformulate segmentation as
an embedding retrieval problem, where the mask token em-
bedding computes similarity with image features by dot
product, retrieving high-similarity positions to generate the
mask. This design effectively leverages the output image
features processed by MLLMs, which are often overlooked
in previous methods. Our intuition is that since MLLMs
achieve strong visual understanding, the mask information is
already in the image features and we just need to retrieve it.
Furthermore, we introduce a novel method that upsamples
output masks by predicting multiple mask tokens, resulting
in more refined masks and improved performance.

We first validate our method following GiT [61], which
uses a lightweight ViT for multimodal processing but can
share the same formulation as MLLMSs (see Table 1), al-
lowing efficient validation. GiT constructs a comprehensive

multi-task benchmark, which covers various granularity fine-
grained perception tasks. Under the same evaluation pro-
tocols, UFO outperforms GiT by 12.3 mAP and 3.3 mloU
in COCO instance segmentation and ADE20K semantic
segmentation, respectively. We then scale our method to
larger MLLMs. Experimental results demonstrate that UFO
effectively integrates fine-grained perception capabilities
into MLLMs, achieving strong performance without task
decoders. Leveraging the powerful language capabilities of
MLLMs, UFO can extend to more language-dependent tasks,
such as reasoning segmentation.

In summary, our contributions are listed as follows:

(1) We introduce UFO, the first framework to unify di-
verse fine-grained perception tasks through the same open-
ended language interface as vision-language tasks, without
relying on task-specific decoders.

(2) We reformulate segmentation as an embedding re-
trieval problem, exploring both text generation and image
representation abilities of the language interface, signifi-
cantly outperforming previous text-based methods.

(3) Our framework seamlessly integrates with MLLMs,
delivering competitive performance with a wide range of
fine-grained perception tasks of varying difficulties.

2. Related Work

2.1. Multimodal Large Language Models

Inspired by the success of large language models (LLMs),
multimodal large language models (MLLMs) have rapidly
advanced in recent years. Early efforts like LLaVA [39],
MiniGPT-4 [81], and Instruct-BLIP [17] fine-tune LLMs
with instruction-following datasets, demonstrating strong
multimodal understanding. More advanced MLLMs like
DeepSeek-VL [41], Qwen2-VL [65], and InternVL2 [12]
have emerged recently, offering superior multimodal com-
prehension through larger model sizes and extensive training
data. However, these models remain limited to image-level
vision-language tasks, with less exploration of fine-grained



Model Image Tokenizer Text Tokenizer Multimodal Transformer

\ \ \
LLaVA [39] | CLIP[49LMLP |  Llama Tokenizer [59] | Vicuna [14]
EVE [20] | Patchembedding |  Llama Tokenizer [59] | Vicuna [14]
GiT [61] | Patchembedding | Bert Tokenizer [19] | ViT [21]
UFO-ViT ‘ Patch Embedding ‘ Bert Tokenizer [19] ‘ ViT [21]
UFO-LLaVA-1.5-7B | CLIP [49LMLP |  Llama Tokenizer [59] | Vicuna 1.5 [14]
UFO-InternVL2-8B ‘ InternViT [12],MLP ‘ InternLM2.5 Tokenizer [77] ‘ InternLM2.5-7B [77]

Table 1. We abstract current multimodal architectures into three
components: (1) Image tokenizer, converting images into visual
tokens; (2) Text tokenizer, outputting text tokens; (3) Multimodal
transformer, jointly processing visual and text tokens. We construct
three variants by this formulation and list their architecture details.

visual perception, thereby restricting their application scope.

2.2. Extend MLLMs with Fine-grained Perception

Extend MLLMs with Task Decoders. Recent works [2, 33,
47,51, 54, 68, 69, 78, 79] introduce task decoders to extend
MLLMs with tasks like detection and segmentation. These
models treat the MLLM as a coarse proposal extractor, pass-
ing the task-relevant embeddings to specialized decoders.
The decoders then manage task-specific details, such as re-
gressing boxes or generating masks. Although this approach
yields strong performance, extra task decoders complicate
architectures and training, undermining the unified design of
MLLM:s and limiting their potential.

Extend MLLMs with Text Outputs. To augment MLLMs
with object-level perception tasks, previous methods [5, 6,
46, 48, 60, 66, 72] have employed location tokens or textual
numbers to represent boxes. However, these approaches face
challenges with pixel-level tasks such as segmentation, of-
ten requiring polygonal approximations [48, 66]. Although
VistaLLM [48] reduces the errors of polygons through adap-
tive sampling and achieves competitive performance in refer-
ring segmentation, it remains inadequate for general segmen-
tation tasks. First, polygons struggle to accurately represent
“stuff” categories with amorphous regions (e.g., roads with
parked cars), which are common in real world [3, 16, 74, 80].
Second, polygons inherently cause information loss, espe-
cially for detailed structures like retinal vessels [58]. In
contrast, UFO leverages the multimodal outputs of MLLMs
to generate precise masks for any shape, offering greater
expressiveness and improved performance.

2.3. Vision Generalist Models

Vision generalist models aim to establish a unified frame-
work supporting various vision-centric tasks. Inspired by
the seq2seq framework in NLP, previous generalist models
[8, 42, 61, 64] transform visual tasks into sequence gener-
ation problems. Notably, GiT [61] unifies five core visual
tasks through a language interface, supporting box, mask,
and text outputs. However, these models typically focus
solely on visual tasks and lack the advanced language capa-
bilities required for complex multimodal tasks.

3. Methods

As our method is applicable to various multimodal architec-
tures, we first present a unified architectural abstraction in
Section 3.1. Then, in Sections 3.2 and 3.3, we explain how to
integrate box and mask representations into the open-ended
language interface. Finally, in Section 3.4, we describe our
multi-task data template for joint training.

3.1. Preliminary

Our goal is to unify fine-grained perception tasks into the
open-ended language interface, thereby ensuring compat-
ibility with any multimodal architecture that supports the
same interface. We abstract existing multimodal architecture
into three components based on the modalities they process:
image tokenizer, text tokenizer and multimodal transformer,
as shown in Tabel 1. For example, in LLaVA [39], the image
tokenizer includes a vision encoder and MLP connector that
extract visual features and map them into the LLM’s input
space, while the multimodal transformer corresponds to the
LLM. This abstraction applies not only to MLLMs with
various image tokenizers [20, 35, 39] but also to vision gen-
eralist models with similar architectures [61], significantly
broadening the scope of our method. To avoid confusion, we
will refer to MLLMSs by default in the following sections.

3.2. Bounding Box Representation

To align with the open-ended language interface while avoid-
ing the addition of extra location tokens, we directly translate
boxes into textual numbers. Each box is represented by the
coordinates of its top-left (z1, y1) and bottom-right (x2, y2)
corners. The continuous values of these coordinates are
discretized into integers within [0, range], enclosed by
<box> and </box> tokens. If a class label is required, we
simply prepend the textual class before the <box> token.
For example, a box of a person can be represented as:

person, <box>465,268,589,344</box>

This approach uses open-ended sequences to represent boxes,
effectively aligning with vision-language tasks.

3.3. Mask Representation

Representing masks via the language interface is more chal-
lenging because masks contain more detailed information
than boxes. Previous methods either use polygon formats,
which sacrifice details, or assign textual classes to each pixel,
resulting in overly long sequences. Therefore, a more effi-
cient method to represent detailed masks is needed.

We observe that in MLLMs, the language interface is ac-
tually multimodal, where projected image features and text
features are combined and jointly processed by the LLM.
However, most existing methods ignore the output image
features processed by the LLM. We argue that since MLLMs
can express where and what objects are in text form, the
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Figure 2. Overview of our approach. (a) Segmentation modeling: the mask token embedding retrieves similar image features to generate
masks (shown with matching colors). (b) Upsampling masks by multiple mask tokens, retrieving more details by more tokens. We use N=2
to illustrate while using N=4 in implementation. (c) We output open-ended text sequences with textual numbers for detection.

mask information is already encoded in the image features.
We just need to teach the model to decode this information.
Therefore, we design a representation method based on im-
age features and text embeddings. Instead of storing mask
information in text embeddings, we use the text embeddings
as query embeddings to extract mask information from the
image features. The detailed approach is described below.
Segmentation by Embedding Retrieval. To incorporate the
segmentation task using only the language interface, we re-
formulate it as an embedding retrieval problem. Specifically,
we approach segmentation via mask prediction. We first
augment the basic vocabulary of the model with a <MASK>
token, which serves as the indicator for mask generation.
When performing segmentation, the model is trained to out-
put the <MASK> token, as shown in Figure 2 (a). Formally,
given an input image x, and a segmentation prompt x¢, the
model F generates the text response y and corresponding
output embeddings hy, image features h,, as:

hvaytaht = JT'.(xva xt)' (1)

We extract the mask token embedding e, corresponding to
the <MASK> token from h¢. To generate the segmentation
mask, we compute the similarity between the mask token
embedding e,,, and the image features h, via a scaled dot
product. Positive scores are retrieved to form the binary
mask M. This process is expressed as:

T
emh ~
s=-—"""" M=I(s>0), 2)
Vd
where d is the embedding dimension, s represents the simi-
larity scores, and I is the indicator function that converts the

similarity scores into a binary mask. By computing the dot
product similarity between the mask token embedding and
image features, we retrieve the most relevant image features
corresponding to the mask token, thereby producing a mask
aligned with the original image.

Our approach removes the need for task decoders while
leveraging the inherent capabilities of the MLLMs to ef-
fectively support segmentation tasks. We hypothesize that,
in well-encoded image features, features sharing the same
semantics will group into clusters. Therefore, generating
a mask token embedding equates to identifying the center
of the relevant image feature cluster, while computing the
similarity between embeddings reflects this relationship.

Upsampling by Multiple Mask Tokens. Due to the re-
dundancy in visual information, it is common to process
visual features at reduced resolutions. For example, the
CLIP-L/14 [49] model downsamples image features by a
factor of 14. In our segmentation method, similarities are
computed using downsampled image features, resulting in
low-resolution masks. However, directly upsampling by
interpolation leads to coarse results and suboptimal perfor-
mance due to the high interpolation factor.

To address this issue, we propose an upsampling method
by predicting multiple mask tokens. For an image x, €
RHXWX3 " we obtain image features h, € RHpxWpxd
downsampled by the patch size p, where d represents the
feature dimension. Our target is to upsample the generated
mask by N times, producing M, € RN XWoN) from
image features h, € RH»*W»>d This requires decoding
an N x N mask for each position in the image features.
To achieve this, we train the model to autoregressively pre-
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dict N2 <MASK> tokens with embeddings {epm, }2¥';. Each
token corresponds to a single position in the N x N upsam-
pling grid, as illustrated in Figure 2 (b). For each mask token
embedding ey,,, we compute the similarity with the visual
features h,:

em; hy |

\/a )

where ey, € R4 h,' e R>*HxWp and s; €
. . . 2

RY>*HpxWo  These similarity scores {s;}X, are then con-

catenated and reshaped into an upsampled similarity map:

3

8; =

N2 N2xH,xW,
Sconcat — Concat({si}izl)a Sconcat € R X Hp X , (4)

(HPN)X(WPN). (5)

Sup = I‘eShape(Sconcat)a Sup € R

Finally, we retrieve positive scores in s, to generate the
upsampled binary mask Mup. By default, we set N = 4,
predicting 16 <MASK> tokens, which upsamples the output
mask by a factor of 4. The mask is then aligned with the
original image resolution through interpolation.

Our method effectively leverages mask token embeddings
as upsampling parameters, offering greater flexibility than
traditional methods like bilinear interpolation and transposed
convolution. Bilinear interpolation uses non-learnable pa-
rameters, while transposed convolution allows for learnable
parameters, the same parameters are applied to all images
after training. In contrast, we use embeddings generated
by the network as the parameters, which can be customized
for each image. This approach enables the model to gener-
ate optimal upsampling parameters dynamically, enhancing
flexibility while achieving better performance.

3.4. Multi-Task Data Template

Based on the above designs, we construct multi-task data
templates for joint training. We classify tasks into two cate-
gories based on output prediction number: single-prediction
tasks like visual grounding produce one box or mask, and
multi-prediction tasks like object detection generate sev-
eral boxes. Merging multiple outputs into a long sequence
is inefficient and the order among them is hard to define,

making autoregressive learning of the sequence difficult [7].
Inspired by GiT [61], we adopt a parallel decoding approach
that splits multi-prediction tasks into independent subtasks,
each handling one prediction in parallel. This strategy effec-
tively accelerates inference and enhances task scalability.
Single prediction. For tasks only require a single prediction,
our task template is:

<Text Prompt><Image><Text Response>

As shown in Figure 3, we follow previous methods to con-
struct text prompts and use our unified box and mask repre-
sentation for text responses.

Multiple predictions. To efficiently support multi-
prediction tasks, we split complex tasks into independent
subtasks with single prediction, enabling parallel decoding
within a batch. The key to achieving parallelism is to en-
sure all subtasks are independent. Typically, multiple boxes
and masks correspond to different locations. Therefore, we
introduce local image features in the input to differentiate
these sub-tasks, serving as visual prompts. The template is
structured as follows:

<Text Prompt><Image><Local><Text Response>

where <Local> refers to local image features interpolated
by grids sampled on the image. Specifically, we uniformly
sample M grid points on the whole image and interpolate the
local image features at each grid location. We then match the
M grid points with K predictions, assigning each prediction
to the nearest grid point. As shown in Figure 3, example
sub-sequences might be:

Detect cow,
Segment cow,

.. .<Image><Local>cow, <box>...

...<Image><Local>cow, <MASK>...
The remaining M — K grid points predict the end token.
In this way, M grid points correspond to M independent
subtasks. They share the text prompt and image features
but have distinct local features and text responses, forming
M separate sub-sequences that can be predicted in parallel
within a batch. By breaking down complex tasks into simple
single-prediction subtasks, this approach enhances efficiency
while simplifying learning. We adopt this template for object
detection, instance segmentation and semantic segmentation.

4. Training

To ensure efficient validation and fair comparison, we first
follow GiT [61], using a smaller ViT as the multimodal trans-
former for multi-task training across five standard visual per-
ception tasks. We then scale to MLLMs, validating on the
same multi-task benchmark. Finally, we enrich the data by
incorporating more diverse datasets, enabling fine-grained
instruction tuning of MLLMs. After instruction tuning, the
fine-grained perception capabilities are seamlessly integrated
with the robust language abilities of MLLMs, thereby ap-
plying to perception tasks that require advanced language
capabilities, such as reasoning segmentation.



Table 2. Results on GiT [61]’s multi-task benchmark. “single-task” refers to models trained on each task separately, while “multi-task”
indicates models trained jointly across all selected tasks. “x” denotes the model is capable of the task, though no number is reported.
“-” means incapability in that specific task. We highlight the top-1 entries of one-stage multi-task generalist models and joint training
improvements with bold font. We follow [61] to list specific modules, which are designed for specific functions in architecture.

Methods Specific Modules ‘ #Params Object Detection Instance Seg Semantic Seg ‘ Captioning REC
Examples Num AP AP;, AP;; | AP AP;, AP;; | mloU(SS) | BLEU-4 CIDEr | Acc@0.5
Specialist Models
Deformable-DETR [83] RegressionHead 5 40M 454 647 490 - - - - - - -
Pix2Seq [7] Text Decoder 3 37T™M 430 61.0 456 - - - - - - -
Mask R-CNN [24] FPN,RPN 6 46M 41.0 61.7 449 | 37.1 584 40.1 - - - -
Polar Mask [70] CenternessHead 5 55M - - - 30.5 520 31.1 - - - -
Mask2Former [13] PixelDecoder 5 44M - - - 437 - - 47.2 - - -
VL-T5 [15] Faster R-CNN 3 440M - - - - - - - 345 116.5 -
MDETR [27] RoBERTa,DETR 6 188M - - - - - - - - - 86.8
Generalist Models (MultiTask-Training)
Uni-Perceiver [84] None 1 124M - - - - - - - 32.0 * *
Uni-Perceiver-MoE [82] None 1 167TM - - - - - - - 33.2 * *
VisionLLM-R50 [66] Deform-DETR 6 7B 446 640 481 | 251 500 224 - 31.0 112.5 80.6
GiT-Bgingle-task [61] None 1 13IM | 451 627 49.1 | 314 548 312 47.7 33.7 107.9 83.3
GiT-Bouniask [601] None 1 13IM | 467 642 507 | 319 564 314 478 35.4 1126 85.8
GiT-Lulti-task [61] None 1 387M | 51.3 692 559 | 351 614 347 50.6 35.7 116.0 88.4
GiT-Hmulti-task [01] None 1 756M | 529 71.0 57.8 | 358 62.6 356 524 36.2 118.2 89.2
UFO-ViT-Bgingle-task None 1 13IM | 478 657 520 | 426 658 46.1 49.5 342 111.1 83.6
UFO-ViT-Buiii-task None 1 131M 483 66.6 526 | 435 662 47.0 50.2 353 114.2 85.8
Improvement (single—smulti) +0.5 +0.9 +0.6 | +0.9 +04 +0.9 +0.7 +1.1 +3.1 +2.2
UFO-ViT-Luyti-task None 387M | 529 713 579 | 473 709 516 54.0 359 118.6 88.5
UFO-ViT-H i task None 1 756M | 541 724 589 | 481 71.6 53.0 55.7 37.6 123.6 89.2
UFO-InternVL2-8B,nuii-task None 1 8B 523 717 565 | 458 69.5 497 54.6 39.6 131.6 90.4
Task | Example Sources | Count _Size 4.2. Fine-grained Instruction Tuning
Visual Question Answering LLaVA-v1.5- mix665k [39] 1 0.7m
ﬁe;‘er ExpreSS@on gomprehevsion ﬁe;gggg § ?; Iie;gégg ﬁ:j : 8Agm Architecture. To demonstrate that our method is applicable
efer Expression Segmentation € 5/, Rej 28 .om .
Object Dz[ecﬁon 5 Objecis365 56, COCO[37] | 5 38m to various MLLMs, we use not only InternVL2-8B [12]
Instance Segmentation Openlmages [32], LVIS [23] 6  l4m but also the LLaVA-1.5-7B [40] for pretraining, specifically
Semantic Segmentation COCOStuff [3], ADE20K [80] ‘ 4 0.3m

UFO-LLaVA-1.5-7B. Architecture details are in Table 1.
Datasets. To enhance the model’s versatility, we enrich our
training datasets with more datasets and tasks, extensively
covering major visual perception tasks Our training data
includes 24 datasets across 6 tasks, as detailed in Table 3.
More details of data composition are in the appendix.

Table 3. Datasets used in instruction tuning. The columns, from
left to right, represent task name, dataset examples, dataset count,
and data amount. More details are provided in the appendix.

4.1. Multi-Task Training 5. F . ¢
. Experiments

Architecture. To ensure fair comparison and validate the
effectiveness of our approach across various architectures,
we conduct multi-task training using two variants: UFO-ViT
and UFO-InternVL2-8B. UFO-VIT strictly follows GiT [61],
employing a SAM [30]-pretrained ViT [21] and a text
tokenizer from BERT [19]. It is available in three sizes:
ViT-B, ViT-L, and ViT-H. UFO-InternVL2-8B utilizes the
pretraining weight of InternVL2-8B [12], with detailed
model specifications provided in Table 1.

Datasets. We use the same multi-task dataset as GiT, which
includes five standard visual perception tasks: COCO
2017 [37] for object detection and instance segmentation,
COCO Caption [10] for image captioning, the RefCOCO
series [43, 75] for referring expression comprehension
(REC), and ADE20K [80] for semantic segmentation.

5.1. Experimental Settings

Multi-Task Training Details. To facilitate comparison and
verify the effectiveness of our method, we also conduct
single-task training independently on five selected tasks. For
both single-task and multi-task training, we use a batch size
of 24 and employ the AdamW [29] optimizer with a cosine
annealing schedule, setting the initial learning rate to 0.0002.
More details are in the appendix.

Fine-grained Instruction Tuning Details. In training, we
use a batch size of 32 with gradient accumulation set to 16,
running on 8 NVIDIA A100 GPUs for 120K iterations. The
AdamW [29] optimizer and a cosine annealing schedule are
employed, with a learning rate of 0.0002 and weight decay
of 0.01. For efficient training, we employ LoRA [25] with a
rank of 8, freezing the image tokenizer while keeping only



Referring Expression Comprehension (REC) Referring Expression Segmentation (RES)

Methods RefCOCO RefCOCO+ RefCOCOg Avg RefCOCO RefCOCO+ RefCOCOg Avg

val  testA testB | val testA testB | val test val testA testB | val testA testB | val test
MLLMs with Task Decoders
LISA [33] - - - - - - - - - 74.1 765 71.1 | 624 674 565 | 66.4 685 | 679
PixelLM [54] - - - - - - - - - 73.0 765 682 | 663 717 583 | 693 705 | 69.2
SAM4MLLM-7B [11] - - - - - - - - - 77.1 809 725 | 715 768 647 | 745 752 | 74.2
NExXT-Chat [76] 855 900 779 | 772 845 680 | 80.1 79.8 | 80.4 | 747 789 695 | 651 719 56.7 | 67.0 67.0 | 68.9
PerceptionGPT [47] 88.6 925 846 | 821 836 742 |841 852|850 751 786 717|685 739 613|703 717|714
VisionLLM v2 [68] 90.0 93.1 87.1 |81.1 873 745 |850 864 (856|792 83 770 | 689 758 61.8 | 733 748 | 74.1
MLLMs w/o Task Decoders
Shirka-7B [6] 87.0 90.6 802 | 81.6 874 72.1 | 823 822 | 829 - - - - - - - - -
MiniGPT-v2-7B [5] 88.1 913 843 | 79.6 855 733 | 842 843 | 83.8 - - - - - - - - -
Ferret-7B [72] 875 914 825 | 80.8 874 73.1 | 839 848 | 839 - - - - - - - - -
VistaLLM [48] 88.1 915 830 | 829 89.8 748 | 83.6 844 | 848|745 760 727 | 69.1 737 64.0 | 69.0 709 | 71.2
UFO-LLaVA-1.5-7B 899 930 860 | 843 903 775 | 8.0 86.8 | 867|762 785 730|698 751 639 |71.1 719|724
UFO-LLaVA-1.5-7B* | 90.8 93.0 87.3 | 8.5 905 786 |89 872 |875|772 794 738 |70.8 755 64.1 |721 732|733
UFO-InternVL2-8B 90.7 940 874 |854 901 792 |86.7 870|876 | 773 792 747 | 713 757 665 | 72.8 732 | 73.8
UFO-InternVL2-8B* 914 938 882 (857 907 79.7 | 8.8 874 |88.0 | 780 797 756|723 768 66.6 | 73.7 743 | 74.6

Table 4. Comparison of referring expression comprehension (REC) and segmentation (RES) performance. Results on REC are reported
based on P@0.5. Results for RES are reported based on cumulative IoU (cloU). * denotes the model is specifically finetuned on the dataset.

the LLM trainable. More details are in the appendix.
Training Objectives. All tasks utilize a CrossEntropy Loss

as they are unified under the open-ended language interface.

For segmentation tasks, we additionally apply focal loss [55]
and dice loss to supervise the binary mask output. The final
loss for segmentation tasks is expressed as:

»Cseg = ACEECE + Afocalﬁfocal + Adiceﬁdice

We empirically find that setting all weights to 1 offers better
overall performance. See appendix for more details.

Methods ReasonSeg
overall  short query long query

GRES [38] 21.3 17.6 22.6
X-Decoder [85] 21.7 20.4 22.2
SEEM [86] 243 20.1 25.6
LISA-LLaVA-7B [33] 36.8 37.6 36.6
LISA-LLaVA-7B [33]* 47.3 40.6 49.4
LISA-LLaVA-1.5-7B [33] 48.7 47.1 49.2
LISA-LLaVA-1.5-7B [33]* 55.6 48.3 57.9
UFO-LLaVA-1.5-7B 53.8 40.1 58.2
UFO-LLaVA-1.5-7B* 58.0 46.3 61.7
UFO-InternVL2-8B 55.4 41.9 59.8
UFO-InternVL2-8B* 61.2 49.6 64.9

Table 5. Results (gloU) on ReasonSeg test set. * denotes using 239
reasoning segmentation data samples to fine-tune the model.

5.2. Multi-Task Evaluation

We evaluate our model’s performance in both single-task and
multi-task settings across five standard vision-centric tasks,
benchmarking it against specialized and generalist models.
Without extra task decoders, our model adapts to various
tasks through the proposed open-ended language interface
and achieves outstanding performance.

Comparison with Specialist Models. As shown in Ta-
ble 2, our single-task model effectively bridges the perfor-
mance gap with specialized models, achieving either supe-
rior or on-par performance. For example, we achieve 47.8
mAP in detection compared to 45.4 mAP with Deformable-
DETR [83] and 49.5 mloU in semantic segmentation against
47.2 mloU with Mask2Former [13]. In instance segmen-
tation, we also outperform specialized methods like Mask
R-CNN [24] and Polar Mask [70] while matching the perfor-
mance of Mask2Former [13].

Comparison with Generalist Models. To facilitate compar-
ison with GiT [61], we adopt its one-stage training method
without task-specific finetuning. This involves jointly train-
ing on a mixed dataset of the five tasks and directly testing
on their respective validation or test sets. Table 2 shows
that our model outperforms the previous leading generalist
model, GiT, across all tasks, with the same pretraining and
data. Notably, in the largest model size, we outperform GiT
by 12.3 mAP on COCO instance segmentation and 3.3 mIoU
on ADE20K semantic segmentation, demonstrating the su-
periority of our segmentation modeling. The improvement
in captioning is mainly because we use a standard vocabu-
lary for all tasks, while GiT uses task-specific vocabularies,
hindering the learning of general text representation.

We also observe a multi-task synergy effect like GiT,
with performance on instance segmentation improved by 0.9
mAP and captioning increased by 3.1 CIDEr. Our multi-task
improvements on segmentation also outperform GiT (0.7
vs. 0.1 mIoU). We attribute this to unified modeling across
segmentation tasks, whereas GiT employs separate methods
for instance and semantic segmentation.

After scaling to MLLMs, we observe improved perfor-
mance on captioning and REC, while performance on other
tasks remains comparable to the UFO-ViT-L. We speculate



that this performance difference primarily arises from differ-
ent pretraining. For UFO-ViT, we use SAM [30] pretraining,
making it more aligned with detection and segmentation. In
contrast, InternVL2-8B is mainly pre-trained on image-level
vision-language tasks, which better suit captioning and REC.

5.3. Fine-grained Instruction Tuning Results

After training MLLMs with data shown in Table 3, we first
evaluate their object and pixel-level perception performance
on the visual grounding tasks. Then we evaluate on a more
difficult task, reasoning segmentation, examining whether
our method effectively combines fine-grained perception
with the MLLMs’ language reasoning abilities.

Visual Grounding maps textual descriptions to objects in
an image, which can be further categorized into referring ex-
pression comprehension (REC) and segmentation (RES). We
comprehensively list the results for the two tasks in Table 4.
We report results in two settings: direct evaluation after joint
training and specifically finetuning. Without using box de-
coders, our best model surpasses the previous state-of-the-art
VisionLLM v2 [68] by an average of 2.0%. After specific
finetuning, our model achieves stronger performance with
88.0% on average. While all previous approaches rely on
mask decoders or polygon approximations for segmentation,
our method delivers superior or comparable performance
without them. For instance, our InternVL2 variant outper-
forms the SAM [30]-based LISA [33] by an average of 5.9
cloU and matches with VisionLLM v2 [68]. These outcomes
validate the effectiveness of our method, demonstrating that
with proper task modeling, MLLMs can handle fine-grained
perception tasks without task decoders.

Reasoning Segmentation (ReasonSeg) is a challenging
benchmark introduced by LISA [33], which presents more
sophisticated and nuanced instructions, requiring models
to leverage world knowledge and engage in deeper logical
reasoning. We adhere to the evaluation protocol of LISA,
reporting both zero-shot and finetuned results. As shown
in Table 5, with the same pretraining, our LLaVA-1.5 vari-
ant outperforms LISA by 5.1 gloU in zero-shot settings.
With advanced MLLM InternVL2, our performance further
improves, exceeding LISA by 6.7 gloU. Finetuning also sig-
nificantly improves performance, with our InternVL2 variant
improving by 5.8 gloU compared to zero-shot.

Since reasoning segmentation requires both language rea-
soning and precise segmentation, we attribute our improve-
ment to better task integration through unified modeling. In
LISA, the MLLM handles only language reasoning and gen-
erates coarse segmentation prompts, relying on an additional
SAM for finer segmentation. This leads to information loss
and insufficient synergy. In our unified modeling, the MLLM
manages both language reasoning and precise segmentation,
allowing different task capabilities to fully integrate within a
shared parameter space, thereby enhancing synergy.

Decoding | Beam Positive | Detection N2 ‘ 1 ‘ 4 ‘ 16 ‘ 25
Rule Search | Predictions mAP

o1 3.0 mAP ‘ 38.9 ‘ 41.3 ‘ 42.6 ‘ 429

v 100 451 FPS | 70 | 59 | 36 | 28

‘ v 67.0 45.1

- Table 7. Mask token number
Table 6. Ablation of open-ended gplation on UFO-ViT-Biingle task

decoding on UFO-ViT-Biingiewsk-  for instance segmentation.

Open | Beam | Embedding | Copy | Repeat | Detection | Ins Seg
Ended | Search | Retrieval Paste GT AP AP
45.1 314
v 43.0 30.4
v v 45.1 31.3
v v v 45.1 39.2
v v v v 46.2 40.4
v v v v v 47.8 42.6

Table 8. Ablation on COCO detection and instance segmentation.

5.4. Ablation Study

Open-ended decoding. We explore the impact of our open-
ended decoding on single-task detection. As noted in Sec-
tion 3.4, we split object detection into sub-tasks for each grid
point (e.g., 625 grid points for a 1120x1120 image), which
leads to an imbalance between positive and negative samples
due to more grid points than objects. Our method utilizes a
standard vocabulary (e.g., BERT’s 30,524 tokens) for open-
ended decoding. This output space is much bigger than the
range of positive classes (e.g., 80 in COCO), worsening class
imbalance and reducing positive predictions in inference. As
shown in Table 6, while using decoding rules like remov-
ing negative classes from the vocabulary [61] could force
all outputs to be positive, this compromises our generality.
Therefore, we use beam search [52], which allows the model
to explore multiple potential sequences. This approach ef-
fectively increases positive predictions and improves perfor-
mance. By default, we only apply beam search for COCO
detection, instance segmentation, and image captioning.

Number of Mask tokens. We ablate the number of mask
tokens on the COCO instance segmentation task. As shown
in Table 7, using multiple tokens significantly improves per-
formance compared to a single token, but the gains plateau
after 16. Considering the increased training and inference
costs, we set N2 = 16 by default for a balanced trade-off.

Adavanced training strategies. The sparsity of positive
samples in multi-prediction tasks hampers effective learning.
To mitigate this, we use two advanced strategies to increase
the ratio of positive samples. First, copy-paste data aug-
mentation [22], where objects from other images are pasted
onto the target image. Second, we repeat ground truth k
times [26], defaulting to 3. As seen in Table 8, copy-paste
boosts mAP by 1.1 for detection and 1.2 for instance seg-
mentation, while repeating ground truth further boosts mAP
by 1.6 and 2.2. This demonstrates that the sparsity of is a key
bottleneck, and our performance can be effectively improved
with these strategies. By default, we only use these strategies
for COCO detection and instance segmentation.



6. Conclusion

In this paper, we present UFO, a unified approach for various
fine-grained visual perception tasks with an open-ended

language interface.

We translate all perception targets

into open-ended text sequences and introduce a novel
embedding retrieval method for segmentation. Experiments
show that our method can achieve excellent performance
on MLLMs without requiring architecture modifications.
Our unification fully aligns with vision-language tasks,
providing a flexible, effective, and scalable solution to
enhance the fine-grained perception capabilities of MLLMs,
paving the way to build more general multimodal models.
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Supplementary Material

Our supplementary material provides detailed informa-
tion, including implementation details (§7), dataset descrip-
tions (§8), and training specifics (§9). Inference speed and
additional ablation studies are covered in §10 and §11, re-
spectively. Experiments on more tasks and discussions with
previous work are included in §12 and §13. Qualitative re-
sults from two training setups and visualizations of multiple
mask tokens are presented in §14.

7. Implementation Details
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Figure 4. Attention mask visualizations. (a) We apply bidirectional
attention for image features. (b) For multi-prediction tasks, we
mask each subsequence from seeing others.

ViT Architecture. Our ViT architecture follows the same
design as GiT [61], using the SAM variant of ViT. We also
follow GiT to add 6 newly initialized transformer layers
upon the original ViT, leading to better performance. For
example, UFO-ViT-B consists of 18 layers.

Grid Generation. As mentioned in the multi-task template
(Section 3.4), we divide multi-prediction tasks into sub-tasks,
each corresponding to the nearest grid point. The number of
grid points is roughly proportional to the image resolution,
as shown in Table 11. Calculating the loss for all sub-tasks
is computationally expensive. Therefore, we sample grid
points and compute the loss on a subset, as presented in
Table 11. When sampling, we prioritize positive samples. If
the number of positive samples is less than the target size,
we then sample from negative samples. During multi-task
training on InternVL2-8B, we adjust the resolution based on
the default resolution of the image tokenizer (using multiples
of 448) and modify the grid point configurations accordingly.
In fine-grained instruction tuning, we use the default resolu-
tion of the image tokenizer, such as 4482 for InternVL2 and
3362 for LLaVA-1.5. For the multi-prediction tasks of the
two MLLMs, we use 100 grids and sample 40 of them.

Attention Mask. To accurately model multi-modal fea-
tures and manage relationships among sub-tasks in multi-
prediction tasks, we customize the attention mask based on
autoregressive attention. As shown in Figure 4 (a), for tasks
with a single prediction, we use autoregressive attention but
apply bidirectional attention to the image features to better
capture inter-image relationships. For tasks with multiple
predictions, during training, we concatenate multiple sub-
task sequences into a long sequence but use attention masks
to prevent different sub-tasks from seeing each other, as il-
lustrated in Figure 4 (b). This approach enables different
sub-tasks to be decoded in parallel during inference. As-
suming there are M sub-tasks, we first process the <Text
Prompt> and <Image> and save their key-value (KV)
caches. These KV caches are then duplicated M times to
create caches for M subsequences. By batching these sub-
sequences together, the model can decode them in parallel,
thereby accelerating the inference speed.

Label Assignment. In multi-prediction tasks, we use the
Hungarian algorithm [31] to match sub-tasks with grid
points, specifically to associate boxes and masks with grid
points. For boxes, the matching is based on the distance be-
tween the center of each box and the grid points. For masks,
we first convert them into box format before matching.
Coordinate Discretization. We follow GiT to convert con-
tinuous coordinates into discrete numbers within the range
[0, range]. Specifically, we define the range as twice
the image resolution. For example, for a 448 x 448 image,
we convert coordinate values into integers within [0, 896].
Data Augmentation. For object detection, instance
and sematic segmentation, we use RandomFlip and
RandomResizedCrop. We also use CopyPaste for
object detection and instance segmentation. For other tasks,
we simply resize the images to the required resolution.
Indicator function. In segmentation, we use sigmoid as the
indicator and then get a mask with a 0.5 threshold.

8. Dataset Details

Fine-grained Instruction Tuning Datasets As shown in
Table 9, our Fine-grained Instruction Tuning datasets build
upon GiT [61]’s universal datasets with the following mod-
ifications: (1) Replacing captioning datasets with VQA
datasets to maintain the multimodal conversation capabili-
ties of MLLMs. (2) Excluding datasets with smaller data
volumes, such as Pascal VOC and BDD100K. (3) Following
LISA [33], adding PACO-LVIS and Pascal Part to enhance
segmentation of object parts.



Task ‘ Sources ‘ Size

VQA LLaVA-v1.5- mix665k [39] 0.7m
woares | RRKOLLKKOONTL
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Table 9. Fine-grained instruction tuning datasets.

9. Training Details

Multi-Task Training Details. Multi-task training setting
is in Table 10. For single-task training, we simply reduce
the training iterations to 120k. For multi-task training on
InternVL2-8B, we keep all parameters trainable and reduce
the iterations to 400k because of its faster convergence.

Progressive High-resolution Training of MLLMs. In
multi-task training, object detection, instance segmentation,
and semantic segmentation require predicting a large num-
ber of targets, including many small objects, making perfor-
mance highly sensitive to resolution. For the relatively small
UFO-ViT, we train directly using high resolution. How-
ever, for multi-task training on MLLMSs, high resolution
significantly increases training costs. Therefore, we adopt
a progressive high-resolution training strategy: first train-
ing at a resolution of 4482 for 300k iterations, then at 8962
for 60Kk iterations, and finally at 13442 for 40k iterations.
We utilize InternVL2-8B’s dynamic resolution to support
high-resolution inputs. As shown in Table 12, increasing
the resolution leads to substantial improvements in detection
and segmentation performance, even with fewer iterations.
Fine-grained Instruction Tuning Details. Training setting
is in Table 10. The training data for the MLLM includes
six tasks, each containing multiple datasets. We first sample
evenly from the six tasks, with a sampling ratio of 1/6 for
each task. Then, within each task, we sample evenly from the
corresponding datasets. For example, for object detection,
the sampling ratio for each dataset is 1/30. When fine-tuning
on a specific dataset, we maintain the same training setup
but train for only 20k iterations.

10. Inference Speed

Table 11 shows the speed of UFO-ViT-B. By using parallel
decoding for multi-prediction tasks, we achieve inference
speeds comparable to single-prediction tasks, despite higher
resolutions (1120% vs. 224%) and more predictions. Table 13
shows the speed on MLLMs. Our LLaVA-1.5 variant is
slower than InternVL2 on REC because its tokenizer con-
verts textual numbers into longer token sequences. In em-
bedding retrieval, the extra scaled-dot product operation only
costs a negligible 0.17 ms for InternVL2-8B on an A100.

config ViT MLLM MLLM:-instruct
optimizer AdamW AdamW | AdamW
learning rate 2e-4 2e-4 2e-4
weight decay 0.05 0.01 0.01
layer-wise Ir decay 0.85 0.85 -
schedule cosine cosine cosine
gradient norm clip 0.1 1.0 1.0
warmup iters 1k 1k 1k
training iters 640k 400k 120k
batch size 24 24 32
gradient accumulation | - - 16

LoRA rank - - 8

LoRA alpha - - 16
LoRA dropout - - 0.05
LoRA modules - - LLMs
drop path 0.1(B), 0.4(L,H) | - -
precision FP16 BF16 BF16
GPUS 24 x V100 8x A100 | 8x A100

Table 10. Multi-task training and instruction tuning settings.

Task ‘ Resolution ‘ Grid ‘ Sample Grid ‘ Speed
Object Detection 11202 625 250 4.1
Instance Seg 11202 625 250 3.6
Semantic Seg 6722 225 90 4.8
Image Captioning 2242 0 0 7.7
REC 2242 0 0 9.1

Table 11. Resolution, grid number and sample grid number for the
five tasks in multi-task training on UFO-ViT. Speed is measured on
UFO-ViT-B, single A100 with batch size 1.

Resolution | Iters | Detection | Ins Seg | Sem Seg
4482 300k 443 37.4 53.9
8962 60k 51.7 44.1 54.6
13442 40k 52.3 45.8 -

Table 12. Iterations and performance in progressive high-resolution
training on UFO-InternVL2-8B.

Model | REC | RES | ReasonSeg
UFO-InternVL2-8B 1.10 0.58 0.57

UFO-LLaVA-1.5-7B | 0.78 0.67 0.65

Table 13. Inference speed on MLLMs. Speed is measured on an
A100 GPU with batch size 1.

Beam | Detection | Instance Seg Captioning

Number mAP mAP BLEU-4 CIDEr
1 45.6 40.9 33.0 108.5
2 474 42.1 34.2 111.1
3 47.8 42.6 34.0 110.8
5 47.9 42.6 339 111.0

Table 14. Ablation of beam number on UFO-ViT-Bgingie-task-

11. More ablation studies

Beam Search. In Table 14, we present ablation studies
on the beam number. As the beam number increases, per-
formance initially improves and then stabilizes, but further



CE:Focal | 1:1 | 1:3 | 3:1 Method | P@0.5 | FPS

43.5 ‘ 43.7 ‘ 434 box 90.7 ‘ 1.10

Ins Seg
Caption

353 | 349 | 353 mask2box | 89.5 | 0.57
Table 16. REC performance.

Table 15. Loss weight ablation.

REC ‘ RES ‘ VQA | Ins Seg | Sem Seg | Det REfC]?E%O val REfClSECSO val R“[Se":seg

v 88.2 - -

v v 88.6 735 47.7

oV v 89.2 74.4 502

v vV v v 89.6 76.7 549

vy v v v 90.7 713 55.4

Table 17. Ablation of MLLM training data on UFO-InternVL2-8B.

Model ‘ Det ‘ Ins Seg ‘ Sem Seg ‘ REC ‘ RES

UFO-InternVL2-8B | 52.3 | 45.8 54.6 90.7 | 77.3
Table 18. Comparisons with baseline MLLMs.

InternVL2-8B [9] ‘10.5‘ - ‘ - ‘87.1‘ -

increases cause a slight performance drop in the captioning.
Since larger beam numbers increase inference time, we se-
lect the optimal beam number: 3 for object detection and
instance segmentation and 2 for captioning.

Loss weights. In Table 15, we ablate loss weights on UFO-
ViT-B. We jointly training both instance segmentation and
image captioning tasks. Although increasing the focal loss
weight is slightly better for segmentation, it leads to a drop
in captioning. Since our goal is better overall multi-task per-
formance, we set all weights to 1 to avoid task competition.
Data contributions. In Table 17, we illustrate the impact of
different task data on performance. We observe that adding
VQA data significantly enhances performance on Reason-
Seg, likely because it helps maintain the language reasoning
abilities of MLLMs. The inclusion of instance and seman-
tic segmentation data benefits both RES and ReasonSeg by
providing dense mask annotations. Additionally, incorporat-
ing detection data leads to noticeable improvements in the
REC task, as it offers dense bounding box annotations and
potentially exposes the model to a broader range of concepts.
Comparisons with baseline MLLMs. In Table 18, we pro-
vide comparisons between UFO and the baseline MLLM.
Firstly, UFO significantly expands the task range, enabling
the model to handle all types of segmentation. Secondly,
although InternVL2-8B can support REC and perform detec-
tion by breaking it into multiple single-category prediction
tasks, its performance is markedly inferior to us, especially
in detection. This is primarily because InternVL2-8B cannot
predict multiple boxes for a single category nor model the re-
lationships among multiple categories, leading to insufficient
and contradictory predictions. In contrast, UFO effectively
supports multi-prediction tasks through local prompts, al-
lowing it to accommodate any prediction number.
Mask2Box. A simple way to output box based on segmenta-
tion is mask2box, which uses bounding rectangle of masks.
Table 16 shows the performance of mask2box, which is
slightly lower than directly predicting boxes. This is mainly

because some masks have outlier predictions, distorting the
converted boxes. Moreover, boxes are generally shorter than
masks, resulting in a faster speed (see Table 13). Notably,
our box and mask representations are unified through the
language interface. The only difference is that for boxes, tex-
tual numbers are converted into coordinates, and for masks,
embedding retrieval is used. These operations are as simple
as mask2box, which greatly reduces task-specific details
compared to methods that use task decoders.

12. Extended Experiments

Retinal Vessel Segmentation. Our embedding retrieval
method offers superior expressive capability compared to
polygons, particularly in highly complex and detailed masks,
which require a large number of vertices when using poly-
gons. To further illustrate this, we fine-tune our model on
the retinal vessel segmentation, where the vessels possess
very irregular and narrow shapes, which are hard to represent
as polygons. We follow the few-shot settings in GiT [61],
fine-tuning both UFO-ViT-H and UFO-InternVL2-8B on the
DRIVE [58] training set for only 100 steps. As shown in
Figure 5, UFO accurately segments the retinal vessels. In
performance, UFO-ViT-H achieves 77.4 Dice, outperform-
ing GiT-H with 57.9 Dice. UFO-InternVL2-8B also achieves
a competitive 76.3 Dice. This result validates the effective-
ness of our segmentation method on extremely fine-grained
structures, enabling support for more general segmentation.

Original Predicted

Ground Truth

UFO-ViT-H

Predicted Ground Truth

Original

UFO-InternVL2-8B

Figure 5. Visualizations of retinal vessel segmentation.
Depth Estimation. Thanks to the flexibility of our method,
we can easily extend it to depth estimation similar to seg-
mentation. We can apply a sigmoid to the dot product result
to interpret it as relative depth 7, which can be then mapped
into absolute depth. For depth D within [Dinins Dinazl, we
can predict it as follows:

T
%), ﬁ:T'Dmaz+(1_T)'Dmin (6)

eq is the embedding of <DEPTH> token. As shown in Ta-
ble 19, we can achieve competitive performance.

r=o(



The above approach essentially shares the same model-
ing as segmentation, differing only on how to interpret the
model output. In segmentation, dot product results serve
as confidence scores that are thresholded to create masks,
whereas in depth estimation, they represent relative depth
and are then converted to absolute depth. This process can
be seen as a simple post-processing, which is very common
in general-purpose models [8, 67]. For example, Painter [67]
converts RGB values to categories and depth using task-
specific rules. Our unification lies in modeling all tasks
through the standard language interface. When specific out-
puts (e.g., masks, depth) are needed, the corresponding post-
processing is then performed. This design unifies the core
understanding capabilities across tasks while requiring only
minimal, learning-free post-processing for various formats.

Methods | RMSE} | 611 | REL{ | logl0)

Painter [67] 0.327 | 0.930 | 0.090 -
Unified-10 2 [42] 0.423 - - -
UFO-InternVL2-8B | 0.320 | 0.928 | 0.091 | 0.039

Table 19. Depth estimation performance on NYUv2 Depth [57].

13. Discussions

Comparisons with GiT. GiT [61] also aims to build a gen-
eralist model for fine-grained perception tasks. Compared
with GiT, we provides six key improvements: 1) Segmen-
tation by embedding retrieval, a simple yet intuitive way
to support segmentation by language interface. GiT uses
polygons and textual classes, leading to information loss or
lengthy sequences. In contrast, UFO can accurately segment
using only 16 mask tokens. 2) Alignment with the open-
ended language interface: unlike GiT, which requires sepa-
rate vocabularies and fixed output lengths per task, UFO uses
shared vocabulary and outputs arbitrary-length sequences.
Tables 6 and 18 demonstrate that open-ended detection is
challenging due to severe class imbalance. We address this
issue with a text-aligned beam search and achieve enhanced
performance. 3) Scalability to MLLMs: while GiT only
experiments on relatively small ViTs, UFO can easily scale
to larger MLLMs thanks to the aligned language interface.
4) Exploring the image representation capabilities of the lan-
guage interface. GiT is a purely text-based method, while
UFO can effectively extract mask information from image
features. 5) Better task universality: GiT uses different meth-
ods for instance and semantic segmentation (polygon and
textual class), while we adopt a unified approach for both
tasks because UFO can support masks with any shape. As
UFO is aligned with vision-language tasks, we can effort-
lessly combine VQA reasoning and segmentation, enabling
ReasonSeg. 6) Significant performance improvements. In
Table 2, UFO-ViT-H outperforms GiT-H by 1.2 mAP and
12.3 mAP on COCO detection and instance segmentation,
and 3.3 mloU on ADE20K semantic segmentaion.

14. Visualization

Multi-task Training Results. In Figure 7, we visualize the
multi-task training results of UFO-ViT-H. The model can
not only handle simple perception tasks but also accurately
detect and segment multiple objects in complex scenarios.
Instruction Tuning Results. We present qualitative results
of UFO-InternVL2-8B in Figue 8. Leveraging the language
capabilities of MLLMs, the model can accurately locate and
segment based on both simple phrases and complex queries.
Multiple Mask Tokens. In Figure 9, we visualize the masks
corresponding to each of multiple mask tokens. Each token
captures specific details, such as different legs of a horse
or the tail of a dog. Therefore, combining all the mask
tokens results in a higher-resolution, more detailed mask. In
Figure 10, we visualize the results for different numbers of
mask tokens. Using only one mask token results in rough
edges, while increasing the number of mask tokens produces
more refined masks, leading to better performance.

Failure cases. We visualize the failure cases of UFO-
InternVL2-8B on REC, RES and ReasonSeg in Figure 6.
In the first example, the model misunderstands “fourth” and
detects the third guy from the right, showing its inaccuracy in
counting. In the second example, the model only marks visi-
ble table parts (blocked by food), while the human guesses
hidden areas. This is mainly because the semantics of image
features on occluded areas are different. However, whether
to include occluded areas is also ambiguous. In the third
example, the model fails to identify the answer as “river”
due to limited knowledge, leading to segmentation errors.

Ground Truth

Original Predicted

Please segment the table in the image.

Predicted

-

What is the key feature of the rainforest that supports the growth of various types of plants,
creating a rich habitat for many animals? Please output segmentation mask.

Figure 6. Failure case visualizations of UFO-InternVL2-8B on
REC, RES and ReasonSeg respectively.
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Figure 7. Qualitative results of multi-task training. The first three rows correspond to object detection, instance segmentation, and semantic

segmentation, while the last row shows results on captioning and referring expression comprehension.

Please locate the man holding a
child in the image.

<b0x>320,47,402,274</box>. J >

Please segment the man
flopping around on the right.

Sure, <MASK>...<MASK>.

Please segment the area that
people can walk on.

Sure, <MASK>...<MASK>. |

Please locate the book named
That’s not my puppy. J

<box>289,167,356,254</box>. |

Please segment the cat laying
on spotted bed.

It is <MASK>...<MASK>. |

Driving at night is very
dangerous due to poor
visibility. What part of the car
needs to be turned on when
driving at night? )

It is <MASK>...<MASK>.

Figure 8. Qualitative results of Fine-grained Instruction Tuning. The three rows correspond to REC, RES, and reasoning segmentation in

order.
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Figure 9. Visualization of multiple mask tokens. We illustrate with four mask tokens (with N=2). Employing multiple mask tokens allows
for capturing finer details, such as the horse leg and the dog tail, resulting in more precise and refined masks.
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Figure 10. Instance segmentation results with different mask token number (N?) on UFO-ViT-Biingle. task-
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