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ABSTRACT

As general-purpose tools, Large Language Models (LLMs) must often reason
about everyday physical environments. In a question-and-answer capacity, un-
derstanding the interactions of physical objects may be necessary to give an ap-
propriate response. Additionally, LLMs are increasingly used as the reasoning
engines in agentic systems, designing and controlling their action sequences. The
vast majority of research has approached this question using static benchmarks,
comprised of text or image-based questions about the physical world. However,
these benchmarks do not capture the complexity and nuance of physical processes
as they are experienced in real life. Here we advocate for a second, relatively un-
explored, approach: that of ‘embodying’ the LLMs by granting them control of an
agent within a 3D environment. We present the first embodied evaluation of phys-
ical common-sense reasoning in LLMs using cognitively meaningful evaluation.
Our framework allows direct comparison of LLMs with other embodied agents,
such as those based on Deep Reinforcement Learning, and human and non-human
animals. We employ the Animal-AI (AAI) environment, a simulated 3D virtual
laboratory, to study physical common-sense reasoning in LLMs. For this, we use
the AAI Testbed, a suite of experiments that replicate laboratory studies with non-
human animals, to study physical reasoning capabilities ranging from distance
estimation, navigation around obstacles, tracking out-of-sight objects, and tool
use. We demonstrate that state-of-the-art multi-modal models with no finetuning
can complete this style of task, allowing meaningful comparison to the entrants
of the 2019 Animal-AI Olympics competition and to human children. Our results
show that LLMs cannot yet perform competitively with human children on these
tasks. We argue that this approach allows the study of physical reasoning using
ecologically valid experiments drawn directly from cognitive science, improving
the predictability and reliability of LLMs.

1 INTRODUCTION

Large Language Models (LLMs) can do your physics homework, but might not be able to suc-
cessfully find their way to the classroom. While LLMs have made great strides in several areas,
including writing code (Champa et al., 2024), solving maths problems (Frieder et al., 2024; Yuan
et al., 2023b), and answering general knowledge questions (Wang et al., 2024a), it remains unclear
to what extent they can be considered to know about and understand the physical world.

Physical common-sense reasoning is the capacity to perceive, understand, and predict the behaviour
of objects in an environment. This includes an understanding of the physical rules governing space
and objects in that environment, and how they might interact to determine the outcome of events
or actions. In cognitive science, physical common-sense reasoning is also referred to as intuitive
or folk physics (Kubricht et al., 2017). In LLMs, this capability has typically been evaluated using
task- or image-based benchmarks involving short vignettes describing a physical scene, perhaps
accompanied by an image if the model is multi-modal, with questions about the objects and their
interactions (Buschoff et al., 2024; Bisk et al., 2020; Wang et al., 2023b). Benchmark scores are then

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

aggregated to produce the final estimate of an LLM’s capability. While this traditional approach has
given us an insight into some aspects of physical reasoning, it misses much of the definitive features
of physical common sense reasoning - that is, the capacity to perceive, understand, and predict the
behaviour of objects in a physical environment, and use their knowledge to take appropriate actions.

Beyond this, traditional benchmarks suffer from a number of shortcomings (Hernández-Orallo,
2017). First, these benchmarks lack ecological validity—when deployed, LLM agents will not
be interacting with well-described, clean vignettes with clear questions and uniquely identifiable
answers. Instead, they will be interacting with a complex, noisy world where the correct answer,
or action, is not always easily discriminated. Second, these benchmarks lack established construct
validity (Borsboom et al., 2004; Cronbach & Meehl, 1955)—they have not been validated indepen-
dently as good measures of physical common-sense reasoning by, for example, running experiments
with humans or animals. Third, these benchmarks are static, meaning that the test items are fixed.
When these benchmarks are released, there is a risk that new models will be trained on test items,
contaminating the benchmark and thus rendering any results invalid, since models have been trained
to predict the answer rather than to exhibit any emergent physical common-sense reasoning (Xu
et al., 2024). Finally, benchmarks of physical common-sense reasoning are large and general—it is
often unclear which aspects of physical common-sense reasoning they are targeting for evaluation.
This is problematic because this type of reasoning is multifaceted, comprising everything from un-
derstanding inertia, gravity, and the solidity of objects, to reasoning about the concepts of causality,
quantity and time (Lake et al., 2017; Shanahan et al., 2020). Traditional benchmarks do not allow us
to precisely answer questions about what LLMs know about their physical environments and how
they use that knowledge to take actions in them.

In this paper, we introduce LLMs in Animal-AI (LLM-AAI), a framework for conducting robust
cognitive evaluations of the physical common-sense reasoning capabilities of LLM agents in a 3D
virtual environment. Our framework allows us to test LLMs’ physical common sense reasoning by
embodying LLMs within Animal-AI—a virtual laboratory environment designed for the develop-
ment of systematic cognitive test batteries with a particular emphasis on physical common-sense
reasoning (Voudouris et al., 2023). Our approach situates LLMs in a realistic physical environment
(ecologically valid), draws on testing materials that have been independently validated on humans
and other animals (construct valid), capitalises on the variance of physical phenomena to produce
difficult, dynamic tests (non-static), and tests a range of components of physical common-sense
reasoning (precise evaluation target). A further strength of the LLM-AAI framework is that it fa-
cilitates comparison between human, animal and multiple types of artificial intelligence systems on
directly comparable tests. Here, we present the first evaluation of physical common-sense reasoning
in LLMs using experiments drawn from research testing these capabilities in non-human animals,
and compare their performance to Reinforcement Learning (RL) agents and human children.

The paper proceeds as follows: First, we review the recent literature on LLM agents and physical
common-sense reasoning evaluations. Second, we introduce the Animal-AI environment and the
Animal-AI Olympics—a competitive cognitive benchmark drawing on experiments from compara-
tive psychology. Third, we introduce the LLM-AAI framework and describe the results from two
experiments, where we evaluate the performance of three state-of-the-art LLMs (Claude Sonnet 3.5,
GPT-4o, and Gemini 1.5 Pro) on the Animal-AI Olympics, in comparison to RL agents and human
children, using different prompting strategies. Finally, we discuss these results and future work
developing the LLM-AAI framework.

2 RELATED WORK

In machine learning and natural language processing, there has been increasing interest in whether
Large Language Models possess the capacity to perceive, understand, and predict the behaviour of
objects in their environment, which has come to be known in the literature as physical common-
sense reasoning (Bisk et al. 2020; Buschoff et al. 2024; Sap et al. 2020; Storks et al. 2019; Wang
et al. 2023b; see also ‘world models’, e.g., Matsuo et al. 2022). This capacity has been studied
extensively in the cognitive sciences, where it is often called intuitive or folk physics (Bates et al.,
2019; Battaglia et al., 2012; Chiandetti & Vallortigara, 2011; Povinelli, 2003; Smith et al., 2018).
Physical common-sense reasoning is multifaceted, ranging from understanding the properties and
affordances of objects (Rutar et al., 2024) to tracking occluded objects (Voudouris et al., 2022b;
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2024), using tools (Shanahan et al., 2020), and predicting the effects of gravity and momentum
(Buschoff et al., 2024; Jassim et al., 2024; Povinelli, 2003). One approach to studying physical
common-sense reasoning in Large Language Models is through the administration of text-based de-
scriptions of physical scenes, sometimes accompanied by images in the case of multi-modal LLMs,
about which the model must answer some questions. The Physical Interaction: Question Answering
(PIQA) benchmark (Bisk et al., 2020) is a well-known benchmark of over 16K items that follows
this approach, using only text-based questions. LLMs are asked how they might achieve certain
goals, such as Make an outdoor pillow and they are given two potential solutions, in this case, Blow
into a trash bag and tie with a rubber band or Blow into a tin can and tie with a rubber band.
Clearly, the answer is the former, given what we know as humans about the properties of trash bags
and tin cans. Aroca-Ouellette et al. (2021) extend PIQA with over 18K question-answer pairs in the
PROST benchmark, and Wang et al. (2023b) scale up even further to over 160K items in the NEW-
TON benchmark. The results from these three benchmarks indicate that physical common-sense
reasoning is not yet at human-level in LLMs. In the multi-modal context, Buschoff et al. (2024)
develop a suite of tasks inspired by cognitive science to study physical common-sense among other
things. In their design, multi-modal prompts including task descriptions and visual stimuli are com-
bined, and LLMs are tasked with providing a numerical judgment or rating about the described
physical scene. For example, in the block towers task, LLMs are presented with pictures of stacks of
coloured blocks, and asked to provide a binary judgment about whether the ‘tower blocks’ are stable
or not. In their results, they found that only OpenAI’s GPT-4V was able to make correct judgments
above the level of chance on this task. In a similar vein, Jassim et al. (2024) present the Ground-
ing And Simulated Physics (GRASP) benchmark, but in this case images are replaced with videos
generated by a physics simulator. For every video, models are asked whether they think that the
physical scene depicted is plausible, and they can only give a binary answer. Videos depict scenes
in which objects appear to change size, colour, or shape spontaneously, disappear when occluded,
or lack inertia or momentum. Their results also indicate that current LLMs that can process videos
do not answer questions about these visual scenes above the level of chance.

An alternative approach to studying physical common-sense reasoning in LLMs is to grant them
control of an agent, such that they are embodied in a real-world environment. Previous work has
explored LLM embodiment via a number of different approaches in both physical and digital en-
vironments. In the field of robotics, LLMs have been used to generate high-level action plans that
are executed in real-world settings (Ahn et al., 2022; Driess et al., 2023; Jiang et al., 2022). How-
ever for such forms of deployment to be safe and reliable, it is important to establish the extent to
which LLM’s impressive apparent understanding of the physical world translates into appropriate
behaviour and decision-making when faced with real-world physical constraints (Ahn et al., 2022).
Evaluating LLMs in ‘real-world’ contexts offers a high degree of ecological validity, but presents
significant challenges: these approaches require extensive additional training, and face bottlenecks
related to cost, safety and development speed in robotics. Hence, there is much to be gained from
taking incremental steps towards true embodiment. One such step involves embedding LLMs as
agents within virtual environments. While our focus is on physically realistic video games, there
has also been work on using LLMs as Graphical User Interface (GUI) agents (Zhang et al., 2023c)
or online assistants (Wang et al., 2024b).

While there has been considerable recent progress towards embodied LLM agents, there has been
no work, to our knowledge, on providing a robust framework for evaluating their physical common-
sense reasoning. In the remainder of this section, we briefly review research on LLM agents before
comparing it to our approach. LLM agents have been implemented and evaluated in a wide variety
of game environments (Hu et al., 2024), ranging from co-operative games like OverCooked (Agashe
et al., 2023; Gong et al., 2023; Liu et al., 2023; Zhang et al., 2023a) to strategy games like StarCraft
II (Ma et al., 2023; Shao et al., 2024). Many of these games do not directly require good physi-
cal common-sense, because they involve simplistic visual and physical scenes with limited action
spaces—their focus tends to be on evaluating how LLMs interact with other agents. In open field
environments, there have been implementations of LLMs in Minecraft (Chen et al., 2024; Fan et al.,
2022; Feng et al., 2023; Liu et al., 2023; Stengel-Eskin et al., 2024; Wang et al., 2023c;d;a; Yuan
et al., 2023a; Zhang et al., 2023b; Zhao et al., 2024; Zhu et al., 2023) and Crafter (Du et al., 2023;
Wu et al., 2024; Zhang et al., 2023d; Zhang & Lu, 2024), although again the physical reality of
these environments is heavily limited by their simplicity - indeed, Crafter is a 2D world (Hafner,
2021). Most closely aligned to our work are those LLM implementations in VirtualHome (Huang
et al., 2022; Xiang et al., 2024), which has a realistic physics engine (Puig et al., 2018). In all cases,
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however, the focus has been on developing LLMs that can outperform humans or other agents, such
as deep reinforcement learners, rather than developing a framework for better evaluation of physical
common-sense reasoning.

This paper is the first example of a novel framework and proof-of-concept results demonstrating
that LLMs can be evaluated on ecologically valid, complex tasks of physical common-sense reason-
ing. Furthermore, our approach allows meaningful direct comparisons to be drawn between LLMs
and other agents, both biological (e.g. children) and non-biological (e.g. Reinforcement Learning
agents). This work is also part of a broader research effort that draws on methods from cognitive
science and psychology to encourage greater predictive validity in AI evaluation, shifting the focus
away from task-based benchmarks and leaderboards, toward broader capability-oriented evaluation
(Burden et al., 2023; Burden, 2024; Burnell et al., 2022; Hernández-Orallo, 2017).

3 THE ANIMAL-AI ENVIRONMENT

The Animal-AI (AAI) environment (Beyret et al., 2019; Crosby et al., 2019; Voudouris et al., 2023)
is a 3D simulation based on the Unity ML-Agents framework (Juliani, 2018), designed to be used
by researchers from AI and cognitive science to assess nonverbal physical common sense reasoning
in embodied agents. The goal of the environment is to offer a tool for interdisciplinary research at
the intersection of AI and cognitive science, with a particular focus on comparative and develop-
mental psychology. All experiments in AAI consist of a 40×40 arena, populated with a single agent
(spherical with diameter 1) and a variety of different objects.

3.1 THE ANIMAL-AI TESTBED AND OLYMPICS

AAI was first released in 2019 as part of the Animal-AI Olympics Competition, in which over 60
entrants competed to produce agents that could solve a series of unseen tasks inspired by com-
parative psychology research (Crosby et al., 2020), thus favouring the development of agents that
could perform robustly out-of-distribution on tests of physical common sense reasoning. After the
competition was completed, these tasks were released as the Animal-AI Testbed to further stim-
ulate interdisciplinary research between AI and comparative psychology. The Animal-AI Testbed
contains 300 distinct tests (with 3 variants of each; n=900 tasks) that test the full breadth of ca-
pabilities that underpin physical common-sense reasoning, including navigating around obstacles,
making spatial inferences, tracking occluded objects, and causal reasoning. The aim in every task is
to maximise total reward at the end of the episode. The environment contains spheres of different
colours and sizes: yellow spheres increase reward, as do green spheres, which also end the episode;
red spheres decrease reward and end the episode. In all cases, the magnitude of the reward change
is proportional to the size of the sphere. Touching red ‘death zones’ leads to a decrease in reward of
−1 and also ends the episode. Reward decreases at a constant rate starting from 0 on each timestep,
thus favouring efficient action sequences. Entering orange ‘hot zones’ leads to a doubling in reward
decrement. A variety of movable and immovable blocks are present in the environment, including
tunnels and opaque and transparent walls. Ramps are always purple, platforms are always blue, and
pushable blocks are always light grey. Other blocks may take any colour.

The Animal-AI Testbed is arranged into 10 levels of 90 tasks of roughly increasing difficulty
(Voudouris et al., 2022a) which probe different aspects of physical common-sense reasoning. For
example, level 1 (Food Retrieval) tests the ability of the agent to navigate towards rewarding green
and yellow spheres, level 2 (Preferences) tests the ability to distinguish objects that give different
rewards, and level 3 (Static Obstacles) tests the ability to navigate around and over immovable solid
objects, such as walls, ramps, and tunnels. The most complex levels test sophisticated physical
common-sense reasoning abilities: level 8 (Object Permanence and Working Memory) tests whether
agents understand that objects continue to exist when they are occluded, while level 10 (Causal
Reasoning) tests the ability to understand cause and effect through the use of tools that can be used
to achieve certain goals). These levels are described further in the Appendix in Table 1. Examples
of the tests from each level used in this paper are presented in Figure 1.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2025

Figure 1: One task from each of the ten levels of the Animal-AI Testbed. The aim in every task
is to collect as many yellow and/or green spheres while avoiding red zones, orange zones, and red
spheres, before time runs out. Blue arrows indicate the location of the agent, and green arrows
indicate the location of green spheres. The rightmost images show the agent’s perspective during
play in levels 5 and 10.

4 METHODS

4.1 LLM-AAI

LLM-AAI framework allows us to connect LLMs with AAI environment. It is LLM-agnostic, re-
quiring only a multimodal agent that can receive text-and-image inputs and return text outputs.
Figure 2 illustrates our approach. At each timestep, t, the environment returns a colour image of
its current state, along with the agent’s current reward and health. These observations are combined
into a prompt and presented to the LLMs as a request.

Figure 2: LLM-AAI. LLMs generate actions such as Turn(45); and pass them to LLM-AAI.
LLM-AAI then parses these actions into commands that are understandable to the AAI environment
and where they are subsequently executed. Observations from the environment are passed back
to LLM-AAI, which concatenates them into the observation history and provides them, along with
prompts like “Your remaining health is 80.6”, to the LLM for reasoning and planning its next actions.

AAI requires an input on each frame describing how the agent should act (for example moving
forwards or backwards, or rotating). We use an approach that finds a middle ground between requir-
ing the LLM to provide such an input for each frame (which we discount for cost considerations),
with approaches that require the LLM to interact with the environment by writing code that calls
higher level APIs (Wang et al., 2023a) (which may outsource cognitively interesting tasks to spe-
cialised, environment-specific functions). LLMs can act in the environment using a simple scripting
language. The LLMs have access to three functions:

1. Go—this command moves the agent forwards (positive integer) or backwards (negative
integer). Go(1); moves the agent one unit forwards, where the units are in the size of the
agent. Due to the momentum of moving objects in the environment, higher values take the
agent slightly further than the number of units specified. For instance, crossing the width of
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the arena can be achieved with the Go(35); command, even though the arena is 40×40
units.

2. Turn—this command rotates the agent right (positive integer) or left (negative integer).
The units are in degrees of arc. Turn(-90); rotates the agent 90◦to its left, while
Turn(90); rotates the agent 90◦to its right. In AAI, the minimum amount of rotation is
6◦, so all values in the Turn command are rounded down to the nearest multiple of 6.

3. Think—the agent is instructed to use this command to describe the environment it
observes, assess its position within that environment, track its remaining health and
reward, and plan its course of action based on this information to collect the re-
ward as efficiently as possible. For example, if the reward is behind the agent it
might return Think(‘I think the reward is directly behind me: I
will turn around to look for it’);Turn(180);. The inclusion of this
command is influenced by approaches such as ReAct (Yao et al., 2022), in which LLM
agents reason aloud.

The LLM’s response is parsed to return those scripts, which are converted into low-level action
sequences, leading to a new state of the environment. Within a single episode, previous prompts and
answers are prepended to the next prompt, so that the LLM has full access to previous states and
action scripts. The LLM does not receive observations during the execution of action scripts.

4.2 LARGE LANGUAGE MODELS TESTED

We consider three state-of-the-art multi-modal Large Language Models. Our selection was based
on a convenience sample, guided by the inclusion criterion that models must be multi-modal with
a large context window (>64k), and the exclusion criterion that models must not be too costly to
run inference on. We evaluated Claude 3.5 Sonnet, GPT-4o, and Gemini 1.5 Pro. We ran all
experiments with temperature 0, but noticed that model responses can vary nevertheless. Therefore,
we ran three trials of each model on each task.

4.3 EXPERIMENTS

In this study1, we use a subset of the Animal-AI Testbed containing four randomly selected tasks
from the ten levels (n=40), replicating the design of Voudouris et al. (2022a), in which 59 children
aged 6-10 completed the same subset of 40 tasks. This allows direct comparison of LLM agents with
human children, and non-human entrants to the Animal-AI Olympics Competition (Crosby et al.,
2020).

We conduct two experiments to explore LLM performance in this setting. Our first experiment in-
cludes a prompt that simply explains the environment and possible actions to the LLM, and assesses
three models on 40 AAI Testbed tasks. Our second experiment provides the LLM with a prompt
containing an in-context example of the successful completion of a simple ‘tutorial’ level. We then
evaluate LLMs given this prompt on a subset of the 40 tasks used in Experiment 1.

When we encountered errors from API calls that persisted after three retries, we discarded the current
trial data and relaunched that trial run.

4.3.1 EXPERIMENT 1

First, we designed a simple prompt that provides the core information needed to navigate and collect
rewards in the AAI Testbed.To improve the LLM’s decision-making process, we incorporated the
ReAct (Reasoning and Acting) framework (Yao et al., 2022) into our prompt design. The ReAct ap-
proach combines reasoning and acting by allowing the model to generate reasoning traces alongside
actions, which has shown improved performance on agentic tasks (Yao et al., 2022). By integrating
ReAct, we encourage the LLM to first reason about the environment—identifying visible objects
and their spatial relationships relative to the agent—before producing action scripts.

Our prompt begins by setting the context: the LLM is informed that it is a player in a game set in a
square arena with a white fence, tasked with collecting green and yellow ball rewards as quickly and

1For this study, we use AAI version 3.1.3
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efficiently as possible using a basic scripting language. The prompt details the kinds of objects the
LLM will encounter, their key properties, and instructions on how to write scripts using the com-
mands Think, Go, and Turn. It includes examples to illustrate correct usage of these commands
and provides guidelines to avoid common mistakes.

To aid the LLMs in navigating the environment efficiently, we incorporated expert tips on movement
distances and turning angles. For instance, we explain that moves of 1 to 10 steps cover small dis-
tances, while moves of 10 to 20 steps cover larger distances. We also provide strategic guidance on
how to approach the task using the Think command to describe the current state of the environment
and plan its actions, and subsequently using either Go or Turn to move within the environment.

Lastly, the prompt warns about potential obstacles such as red lava puddles, holes, blue paths, purple
ramps, transparent walls, pushable grey blocks, and immovable objects like walls and arches. It
provides instructions on how to identify and interact with these obstacles, emphasizing caution to
prevent the agent from dying or becoming trapped. The full prompt is provided in Appendix B.

Armed with this prompt, each LLM is evaluated on the 40 tasks performed by children in Voudouris
et al. (Voudouris et al., 2022a). The LLM is not presented with previous action scripts from other
episodes, meaning it approaches each task as if it is interacting with the AAI Testbed for the first
time.

4.3.2 EXPERIMENT 2: SUPERVISED IN-CONTEXT LEARNING

When children played the tasks in the AAI Testbed, they received a short two-minute video to
describe “the game”—that is, to introduce the AAI environment, its objects and controls. To emulate
this, we designed an example level in AAI that introduced the same information as was presented in
the video, and a sequence of scripts that could be used to solve the level, using the ‘Think’ action
to explain observations. The script and observations were incorporated into the prompt designed
above. In this way, the LLMs are provided with images of objects they may encounter in a level, as
opposed to just textual descriptions, and an ‘expert example’ (shown in Appendix C), before they
are tasked with controlling the agent. We call this supervised in-context learning.

Due to the increased cost of passing several images and a large amount of text for every episode, we
conducted this experiment on a subset of the tasks. After carrying out Experiment 1 and observing
close to zero performance in the later levels, we decided to focus on the first three levels of the AAI
Testbed. These levels were designed as the simplest tasks and showed an expected decline in LLM
performance from Level 1 to Level 3. Focusing on these initial levels provided a better opportunity
to observe differences in performance, whereas the later levels, due to their difficulty, may have
resulted in floor effects.

5 RESULTS

5.1 EXPERIMENT 1

Our results, summarised in Figure 3, show that LLMs are able to complete some challenges in
Levels 1 and 2, with sporadic performance in across Levels 5, 6 and 8. They are comparable in
performance with competition agents in Levels 3, 8, 9 and 10, however these all occur at a very low
success rate, so there may be a floor effect obscuring a difference in capability between the groups.
The children perform convincingly better than the LLM agents across all levels, with child error bars
only overlapping with LLM performance in Levels 4, 5, 9 and 10, where LLM performance is very
low.

These results show that LLMs are able to perform successfully in the most simple tasks of the
testbed, but that their performance drops of quickly in more challenging tasks. The LLMs’ perfor-
mance never exceeds that of the top 10 agents submitted to the Animal-AI competition. It could be
argued that this comparison will always favour the RL agents, who had been specifically trained for
the environment, if not for the specific tasks. However, the same cannot be said for the human chil-
dren, whose performance also exceeded that of the LLMs across the board. These results indicate
that LLMs may still lack physical common-sense reasoning abilities possessed by human children.
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Figure 3: The proportion of trials passed by each LLM on each level, consisting of 3 trials of 4
tasks each (total n=12 trials per level). The interquartile range of proportions for all children (n=59)
and the top 10 entrants to the Animal-AI Olympics Competition are presented as bars, with overall
proportion for those populations indicated by points. Note that the children and competition agents
have error bars, while the LLMs do not. This is because the child and competition agents contain
a population of different individuals, across which we would like to understand variation, while the
LLMs are repetitions of the same individual, and so are aggregated into a single value.

5.2 EXPERIMENT 2

The results for our supervised in-context learning tasks are shown in Figure 4. The performance of
every tested LLM is illustrated by a pair of bars. The first bar illustrates performance without our
‘expert example’, and is identical to the Experiment 1 results from Figure 3, while the second bar
represents performance with our example and is new in Experiment 2.

Overall, we did not observe a notable difference in performance when providing the LLMs with the
‘expert example. While the LLMs still broadly perform successfully on these early levels, they do
not outperform the competition agents or the children.

The observed performance difference, when including the ‘expert example’, was not the same across
all the tested LLMs. Claude performed slightly worse in Level 1 than it had without in-context learn-
ing, whereas the opposite occurred in Level 2. Performance on Level 3 stayed the same. For Gemini,
the addition of in-context learning had either no effect, in Level 1, or decreased the proportion of
trials passed, in Levels 2 and 3. While GPT also experienced no performance difference in Level 1,
its results rose both in Levels 2 and 3, with its Level 3 proportion of trials passed matching the upper
interquartile range of the competition agents and the lower range of the children.

6 DISCUSSION

The LLM-AAI framework tests the out of the box physical reasoning capabilities of LLMs by using
the ReAct prompting method (Yao et al., 2022), allowing LLMs to percieve and interact with the
Animal-AI environment. While previous work has explored the capabilities of LLMs to interact
with virtual environments, none have used this to explicitly develop a framework for testing physical
common-sense reasoning in LLMs. Our results show that LLMs can not only be assessed in this
way, but that when this is done it allows meaningful comparisons to be made with other biological
and non-biological intelligences.

Evaluations in LLM-AAI have synergies with other efforts in evaluating and training LLMs. In
evaluation, several LLM testbeds can be seen as targeting facets of the Animal-AI Testbed such as
spatial reasoning (Ranasinghe et al., 2024), numerosity (Trott et al., 2017; Villa et al., 2023) and tool
use (Tian et al., 2023). Evaluations in LLM-AAI complement such efforts, adding the challenges of
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Figure 4: The proportion of trials by each LLM on each level, consisting of 3 trials of 4 tasks
each (total n=12 trials per level). The interquartile range of proportions for all children (n = 59)
and the top 10 entrants to the Animal-AI Olympics Competition are presented as bars, with overall
proportion for those populations indicated by points.

a 3D world, such as that of the complexity of 3D interactions, and that the target of the evaluation is
less likely to be implied by the language of the prompt. Where a 3D environment has been used at
the learning stage (Dagan et al., 2023; Zellers et al., 2021; Driess et al., 2023; Xiang et al., 2024),
an LLM-AAI approach can be used to ensure the robustness of a model’s physical common-sense.

For humans, an understanding of the physical world is built from countless embodied interactions
with objects in their environment (Thelen, 2000). It is from these interactions that humans construct
intuitive theories of the causal relationships that exist in their external world (Goddu & Gopnik,
2024; Gopnik & Schulz, 2004; Tenenbaum et al., 2011), and ground the symbolic concepts contained
in language (Lakoff & Johnson, 2008; Wolff, 2007). To date, there has been much debate as to the
potential for ‘disembodied’ systems such as LLMs to have a ‘meaningful’ understanding of the
physical world, or even a ‘world model’ (Bender & Koller, 2020; Mitchell, 2021; Shanahan, 2010).
The LLM-AAI framework allows us to make headway on these debates, with our initial results
suggesting that LLMs still have some way to go before they can compete with their embodied
counterparts.

6.1 LIMITATIONS AND FUTURE WORK

The LLM-AAI framework satisfies an important demand in the field of Large Language Model
evaluation. It provides a methodology and way forward for evaluations of physical common-sense
reasoning using independently developed tests from cognitive science (construct valid) that measure
specific components of physical common-sense (precise evaluation target), in a physically realistic
environment (ecologically valid) with real-world dynamics (non-static). Furthermore, it enables
direct, cognitively-meaningful, comparisons between LLMs, deep reinforcement learning (DRL)
agents, humans, and other animals. Our results in this paper demonstrate that out of the box systems
can produce meaningful results on the Animal-AI competition. Nevertheless, there remain a number
of extensions to how LLMs interact with AAI through our framework that could improve LLM
performance. These extensions remedy some of the limitations of this current work and serve as the
basis for future research.

Sensing the environment. In LLM-AAI, at every conversation turn, the tested LLM receives a
single 512 x 512-pixel image of the environment. This image is captured after the LLM’s action
script is executed. The number of environment time-steps that unfold during the execution depends
on the action script. For example, if the LLM uses the Turn(180) command, more environment
time-steps will go by than if the LLM uses the Turn(25) command. Despite this difference
in time-steps, in both cases a single image observation is sent to the LLM. While this observation
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routine allows larger agent-displacements with fewer API calls (and hence reduced costs), it can also
cause the LLM to miss important environment information. For example, the agent may execute a
Turn(180) script meaning that it misses the goal that is placed 90◦to its right.

Locomotion and control. The control scheme used in the study, although theoretically sufficient
for completing levels, is a relatively coarse way of controlling an agent in the environment compared
to both children and AAI Olympics competition entrants, who could all provide a single action after
every timestep. The additional challenge of writing action scripts manifests in the game-play of
the LLMs. For example, in many cases, the LLM almost aligns itself with the goal but misses it
slightly. This could result in the LLM finding itself beyond the goal and having to take extra turns
to reorient itself before trying again. Future work could experiment with alternatives to the control
scheme employed in this paper, such as allowing the LLM to control the agent frame-by-frame, or
fine tuning a model to turn natural language descriptions of the action into environment commands.

Capability limitations. This study aimed to assess LLMs out of the box on the Animal-AI Testbed.
This has the benefit of ensuring that LLMs haven’t been trained explicitly to solve these tests, thus
contaminating the evaluation. However, it might be that the challenge of controlling the agent in
the environment is so large that this dominates the cognitive challenge on some tasks. To address
this, future work will fine-tune multi-modal LLMs on the observations and action scripts of an agent
successfully completing simple navigation tasks. This would overcome the problem of calibrating
action scripts to the environment, and allow our tests to more accurately reveal the cognitive capabil-
ities of LLMs. An alternative approach would be to embed LLMs as components of a larger control
and memory system (Wang et al., 2023a; Sumers et al., 2023) to attempt achieve better performance
on the Animal-AI Testbed.

Cost. The scaling cost of longer experiments rendered some experiments financially unfeasible. For
example, human participants completing the same tasks as the LLM would have had the ability to
learn over the course of the 40 arenas; this could be replicated in LLMs by attempting all 40 arenas
in a single context window. However, the large number of tokens this generates is too costly. Due
to financial limitations, the tested LLMs were also restricted to using, at most, 30 action-scripts, and
therefore API calls, per episode. In contrast, human participants and DRL agents were only restricted
by the arena’s time-limit, rather than a maximum number of executed actions. This constraint was
especially penalising for LLMs in arenas with many goals to find and in those requiring many fine
movement and adjustments; such sequences inflated the number of action-scripts needed to complete
the level. Future work will increase or remove the action-script limit and assess the change in
performance.

Towards cognitively-driven evaluation. The levels in the Animal-AI Testbed are inspired by the
rich tradition of developing non-verbal tests of capacities in cognitive science. Since there exists a
large number of tests and experimental paradigms, they cannot be condensed into a single testbed
such as ours. More targeted LLM-AAI evaluations using the tests from Voudouris et al. (2022b) for
object permanence or Rutar et al. (2024) for object affordances, will allow assessors to make more
precise statements the physical common-sense reasoning capabilities in this setting, and produce
comparisons with the humans and DRL agents that have been evaluated on these tests.

7 CONCLUSION

We have introduced LLM-AAI, a framework for evaluating the physical common-sense reasoning
capabilities of LLMs in a 3D environment. Using the diverse tasks of the Animal-AI Testbed, we
have presented results from an initial assessment, showing that LLMs are capable of completing
tasks using LLM-AAI, but may lack the physical common-sense reasoning capabilities of humans.
We hope that these results will inspire researchers to embrace embodied evaluations as a powerful
addition to the LLM evaluation toolbox.

8 REPRODUCIBILITY STATEMENT

All the results presented in this paper can be reproduced, provided that the closed-source LLM
checkpoints that were tested are not altered. The checkpoints used were:

• Claude 3.5 Sonnet: claude-3-5-sonnet-20240620
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• GPT-4o: gpt-4o-2024-05-13

• Gemini 1.5 Pro: gemini-1.5-pro-001

During our experiments we encountered issues with the API for Gemini 1.5 Pro, these issues were
the only occasions in which we had to discard and rerun trials, as it stopped us from collecting
complete data for trials. The API issue we encountered is documented at https://github.com/google-
gemini/generative-ai-python/issues/559.

We also make the prompts that were passed to the LLMs available in Appendices B and C. We pro-
duced all of our results using Animal-AI version 3.1.3. We plan to release the LLM-AAI codebase
and data upon acceptance.

9 ETHICS STATEMENT

No human or animal participants were involved in this study, and no sensitive topics were used or
contained in our interactions with LLMs. The human data used in our comparison was from an
openly available dataset from an independent study found here: https://osf.io/g8u26/.
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A THE ANIMAL-AI TESTBED

The Animal-AI Testbed contains 10 levels of 30 tasks with 3 variants each (n=900 tasks). Each level
tests different aspects of physical common-sense reasoning. A description of each level is presented
in Table 1 overleaf. Participants in the Animal-AI Olympics Competition were tested on all 900
tasks of the Testbed, and developers were not given access to the contents of the Testbed prior to
submission to the competition. In our plots in Section 5, we only report the top 10 entrants to the
competition in terms of overall score, indicating the current best performance of deep reinforcement
learning (DRL) agents tested out-of-distribution. Data from children (n=59) on 4 tasks from each
of the 10 levels (n=40) were taken from Voudouris et al. (2022a). All comparisons between LLMs,
children, and competition agents is based on their performances on only these 40 tasks.

16



864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917

Under review as a conference paper at ICLR 2025

Ta
bl

e
1:

T
he

A
ni

m
al

-A
I

Te
st

be
d

co
ns

is
ts

of
10

le
ve

ls
of

30
te

st
s

w
ith

3
va

ri
an

ts
ea

ch
(n

=9
00

ta
sk

s)
.

E
ac

h
le

ve
lt

es
ts

a
di

ff
er

en
ta

sp
ec

to
f

ph
ys

ic
al

co
m

m
on

se
ns

e
re

as
on

in
g.

L
ev

el
D

es
cr

ip
tio

n

L
1

-F
oo

d
R

et
ri

ev
al

N
av

ig
at

io
n

to
w

ar
ds

re
w

ar
di

ng
ob

je
ct

s
in

a
la

rg
e

ar
en

a.

L
2

-P
re

fe
re

nc
es

C
ho

ic
e

be
tw

ee
n

ob
je

ct
s

w
ith

di
ff

er
en

tr
ew

ar
d

va
lu

es
,i

nd
ic

at
ed

by
th

ei
rs

iz
e

an
d

co
lo

ur
.

L
3

-S
ta

tic
O

bs
ta

cl
es

O
bj

ec
ts

pa
rt

ia
lly

oc
cl

ud
ed

be
hi

nd
st

at
ic

ob
st

ac
le

s
ar

ou
nd

w
hi

ch
ag

en
ts

m
us

tn
av

ig
at

e.

L
4

-A
vo

id
an

ce
N

av
ig

at
io

n
ar

ou
nd

pu
ni

sh
in

g
ob

je
ct

s
to

ob
ta

in
re

w
ar

di
ng

ob
je

ct
s.

L
5

-S
pa

tia
lR

ea
so

ni
ng

an
d

Su
pp

or
t

B
as

ed
on

th
e

ab
se

nc
e

of
re

w
ar

di
ng

ob
je

ct
si

n
on

e
pa

rt
of

th
e

ar
en

a,
ag

en
ts

m
us

ti
nf

er
th

ei
rp

re
se

nc
e

el
se

w
he

re
,e

ve
n

w
he

n
(p

ar
tia

lly
)o

cc
lu

de
d.

R
ew

ar
di

ng
ob

je
ct

s
m

ay
al

so
be

ou
to

fr
ea

ch
on

a
le

dg
e

or
a

pi
lla

r,
re

qu
ir

in
g

th
e

ag
en

tt
o

pu
sh

a
m

ov
ab

le
bl

oc
k

to
kn

oc
k

th
em

do
w

n.

L
6

-G
en

er
al

is
at

io
n

Ta
sk

s
fr

om
th

e
fir

st
fiv

e
le

ve
ls

ar
e

ad
ap

te
d

so
th

at
th

e
su

rr
ou

nd
in

gs
ar

e
co

lo
ur

s.

L
7

-I
nt

er
na

lM
od

el
lin

g
Ta

sk
s

fr
om

th
e

fir
st

fiv
e

le
ve

ls
w

ith
al

te
rn

at
in

g
pe

ri
od

s
in

w
hi

ch
vi

su
al

in
fo

rm
at

io
n

is
w

ith
he

ld
,a

s
th

ou
gh

th
e

lig
ht

s
ha

ve
go

ne
ou

t.
T

he
ag

en
tm

us
tc

on
tin

ue
to

m
od

el
th

ei
re

nv
ir

on
m

en
td

ur
in

g
th

es
e

pe
ri

od
s.

L
8

-O
bj

ec
tP

er
m

an
en

ce
an

d
W

or
ki

ng
M

em
or

y
R

ew
ar

ds
ar

e
hi

dd
en

be
hi

nd
ob

st
ac

le
s

fo
rt

he
ag

en
tt

o
fin

d.

L
9

-N
um

er
os

ity
an

d
A

dv
an

ce
d

Pr
ef

er
en

ce
s

D
is

cr
im

in
at

io
n

be
tw

ee
n

di
ff

er
en

tn
um

be
rs

of
re

w
ar

di
ng

ob
je

ct
s,

te
st

in
g

th
e

ab
ili

ty
to

vi
su

al
ly

di
s-

cr
im

in
at

e
an

d
co

un
to

bj
ec

ts
in

a
sc

en
e.

L
10

-C
au

sa
lR

ea
so

ni
ng

R
ew

ar
di

ng
ob

je
ct

s
ar

e
on

ly
ob

ta
in

ab
le

us
in

g
a

to
ol

w
ith

ce
rt

ai
n

ph
ys

ic
al

pr
op

er
tie

s
an

d
af

fo
r-

da
nc

es
.

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2025

B INITIAL PROMPT

You are a PLAYER in a game set in a square arena with a white fence. Your
task is to collect all the rewards as quickly and efficiently as

possible using a basic scripting language. The rewards are green and
yellow balls.

To successfully collect a reward, you must fully pass through it. For
example, if you think the reward is 10 steps away, you should go
further than 10 steps to ensure you collect it, e.g., Go(15);.

The game ends when you have collected all the rewards and the arena
closes. If you are still in the arena, the game is NOT finished and
you have NOT collected all the rewards.

Your remaining health is displayed in the environment as "Your remaining
health is:". The game will end if your health reaches 0.

NOTE: When you collect a reward, your remaining health will INCREASE
compared to the previous timestep. If it doesn\’t increase, the
reward was not collected. Always compare your current health with the
previous timestep to confirm this. The scripting language consists

of commands in the form <COMMAND>(<ARG>);

Note:
- If ARG is numerical it should always be an integer, never a float.
- DO NOT include any response not following the format of the scripting

language. Doing so will result in failure.
- DO NOT wrap your commands with inverted commas: \’ \’Think(\’Something

\’);\’Go(5);\’ \’ would fail whereas \’ Think(\’Something\’);Go(5);
\’ would not.

Commands are:

- Think: Reason about what actions to take to collect the rewards most
efficiently (does not affect the environment). Note: Always format
the thought as a string. Also, when using this command, do not
include parentheses as arguments. For example, correct: \’Think(\’I
cannot see the reward---yellow or green ball---in the arena\’);\’
Incorrect: \’Think(\’I cannot see the reward (yellow or green ball)
in the arena\’);\’

- Go: Move forward or backward a certain number of steps (1 to 35 steps
forward, -1 to -35 backward).

- Turn: Turn by a specified number of degrees (any positive number
between 1 and 360 degrees turns the character to the right (clockwise
) and any negative number between -1 and -360 degrees turns the
character to the left (anticlockwise)).

Examples:
To move forward by 5 steps: \’Go(5);\’.
To investigate what is happening to your left: \’Think(\’I would like to

investigate what is happening to my left\’);Turn(-90);\’

The number of scripts you can send is limited, so try to complete the
levels efficiently.

The size of the arena is 35 by 35: \’Go(35)\’ will take you from one end
of the arena to the other.

After you submit your script, you will receive an image observation. Use
this image to plan your next script.

EXPERT TIPS:
- Moves of 1 to 10 steps cover small distances, while moves of 10 to 20

cover larger distances.
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- Turns of 25 to 45 degrees turn you a small amount to the right, while
turns of -25 to -45 degrees will turn you a small amount to the left.
DO NOT use turns less than 25 degrees.

- Turns of 45 to 90 degrees will turn you a large amount to the right,
while turns of -45 to -90 degrees will turn you a large amount to the
left.\n

- Turning 180 or -180 degrees will turn you all the way round so that you
are facing backwards.

How to approach the task:

Start by using the \’Think\’ command to describe the environment you see.
When you find the rewards, i.e. green or yellow balls, ALWAYS

explicitly state BOTH your DISTANCE and ANGLE with respect to them.
Note: Only green and yellow balls are rewards and nothing else.

Take appropriate actions. Use \’Go\’ OR \’Turn\’, but DO NOT combine them
in the same turn. Always follow \’Think\’ with one of these two

actions.

HINT: Your vision is good but not perfect and some rewards may not be
immediately visible. Rewards may be behind you. Explore the arena to
locate them. When exploring, try to get a 360-view of the arena. If
both green and yellow balls are present, collect the yellow balls
first and green balls last. Note that some arenas may not have green
balls at all. The reward you get is proportional to the size of the
ball: make sure to get the bigger balls first!. Finally, the lights
may go out during a level. They may or may not come back on: use what
you\’ve learnt about the arena so far to move around and collect the
reward when this happens!

When you find a reward:
Use the \’Turn\’ command to align yourself directly with the reward.

Before moving towards it, check the observation image provided by the
environment to ensure the reward is centered in your view. If the

reward is not centered, adjust your alignment with additional turns
until it is.

Use the \’Go\’ command to move toward the reward.
If the reward is more than 15 steps away, align yourself with the reward

as best as you can and move half the distance first. Then reassess
your angle with respect to the reward, use \’Turn\’ to adjust your
angle if the reward is not centered in your view, and move the
remaining distance.

Remember: ALWAYS check your health after collecting a reward. You have
successfully collected the reward only if your health has INCREASED
compared to the previous timestep.

Be mindful of obstacles:

Red lava puddles and red balls: If you run into them, you will die.
Holes: Some may contain rewards, but if you fall into an empty hole, you

will be trapped and unable to collect other rewards.
Blue paths: These are slightly raised paths. You can walk on them, but

once you step off, you won’t be able to get back onto them.
Purple ramps: You can climb them to get to the other side. Once you climb

over the ramp, you cannot climb back over the same ramp.
Transparent walls: You can see through them, but you cannot walk through

them.
Pushable grey blocks: These are cube-like structures, patterned with dark

grey rectangles on each face. If viewed from one side, they will
look like a rectangular structure. They can be pushed, but they are
heavy! To move these blocks, you need to run into them. The blocks
are heavy so you need to add extra steps to your Go() command.

Immovable objects: Walls and arches cannot be moved.
Ready to play? You will start by seeing three image observations.
A new level begins now. Environment observation captured
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C ICL PROMPT

In Experiment 2 the initial prompt was accompanied by a demonstration of an episode, which in-
cluded examples of objects it may encounter in AAI. We replicate this below in human-readable
format; with observations in sequence, and their responses below:

⟨ Initial image: no response ⟩ ⟨ Initial image: no response ⟩ Think(“I can move forwards
and backwards with

Go”);Go(3);

Go(-3); Think(“I can turn left and
right with Turn”);Turn(30);

Turn(-30);

Think(“I’ll move through this
level and take a look at some

of the items I might
encounter”);Go(9);

Turn(90); Go(9);
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Turn(90); Think(“I shouldn’t stand on
the orange zone for too long.

I’ll lose health more
quickly!”);Go(10);

Turn(-90);

Go(9); Turn(-90); Think(“I shouldn’t step in the
red zone at all: that will make

me lose the level!”);Go(9);

Turn(90); Go(7); Turn(90);

Think(“I should collect as
many yellow balls as

possible, they’ll increase my
health!”);Turn(30);

Go(5); Turn(-90);
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Go(9); Turn(45); Go(3);

Turn(-45); Go(4); Turn(-90);

Think(“I should be very
careful to avoid the red balls:

if I touch one of those I’ll
lose the level!”);Turn(45);

Go(4); Go(2);

Turn(-90); Go(2); Turn(-15);
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Go(2); Go(4); Think(“The red ball is
somewhere to my right: I’ll
make sure to get it in view

before I
continue”);Turn(120);

Turn(-25); Go(15); Turn(-50);

Think(“There seem to be
piled boxes in front of me:

I’ll push them out of the way
by crashing into them with

speed”); Go(15);

Think(“I should confirm that
I was successful in moving

the boxes by turning
around”); Turn(-120);

Think(“I can see some piled
boxes from the other side, so
I have made it through. I’ll

turn to search this area for the
reward”); Turn(90);
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Think(“The green ball is in
view, I should turn about 30
degrees to my left to get it”);

Turn(-30);

Think(“The green ball is
centered in my field of
vision! I can advance

forward to get it!”); Go(10);
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