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Abstract

The rapid development of social media in re-
cent years has encouraged the sharing of vast
amounts of data, but also the propagation of
fake news. This has pushed the scientific com-
munity to focus on this phenomenon, particu-
larly those working on natural language pro-
cessing, by developing detection tools to com-
bat fake news. At the same time, most studies
have focused on languages with a high resource
content (corpora). The purpose of this paper
is to shed light on low-resource languages, in
particular the Algerian dialect, through an ex-
perimental study with two objectives. The first
one is to verify if the automatic translation from
Modern Standard Arabic (MSA) to the Alge-
rian dialect can be considered as an approach
to increase the resources in the Algerian di-
alect especially with the rise of large language
models (LLMs). The second is to verify the
impact of the translation-based data augmenta-
tion method on fake news detection by using
transformer-based Arabic pre-trained models
in different data augmentation configurations.
We have discovered that LLMs are capable of
generating translations that closely resemble
human translations. In this study, we demon-
strate that data augmentation can result in a
saturation and decline in model performance
due to the introduction of noise and variations
in writing styles.

1 Introduction

Social media are playing an increasingly important
role in our professional and personal lives, partic-
ularly through their ability to keep us informed of
events reported by our friends and contacts. It has
become common for important news to be spread
first on social media before being processed by the
traditional media. The speed with which informa-
tion spreads, combined with the number of people
who receive it, defines the virality of information.
But this virality, a major characteristic of social me-
dia, has a downside: users rarely check the veracity

of the information they share.

It is therefore common for fake news to circulate
in order to manipulate or mislead people. Conse-
quently, the use of natural language processing to
automate the detection of fake news, which is for-
mulated in most studies as a classification problem,
has received a lot of attention from researchers (Os-
hikawa et al., 2018).

However, most of the studies have focused on spe-
cific languages with high resource content such
as English (Faustini and Covoes, 2020), chinese
(Du et al., 2021), Modern Standard Arabic (MSA)
(Fouad et al., 2022), Spanish (Martinez-Gallego
et al., 2021), Korean (Kang et al., 2022), and Rus-
sian (Kuzmin et al., 2020). Compared with lan-
guages or sub-varieties of languages such as di-
alects, which are considered to be low-resource
languages, where studies are rare or non-existent.
The low-resource languages are turning to the de-
velopment of models based on machine learning
and deep learning techniques such as data augmen-
tation that can be defined as any method for in-
creasing the diversity of training examples without
explicitly collecting new data to overcome this lack
of resources (Pellicer et al., 2023), (Pellicer et al.,
2023).

Since manual data augmentation costs time and
effort, most of the work has been oriented toward
automatic data augmentation, especially with the
rise of LLMs.

The main goal of this study, is to verify a hypothesis
aimed to determine if the machine translation from
MSA to the Algerian dialect can be considered as
an appropriate approach to increase the quantity of
data and build efficient models in the context of the
detection of fake news.



2 Related Work

2.1 Fake news detection in Algerian dialect

Recently, a few number of studies have focused
on Algerian dialectfake news detection. (Righi
et al.,, 2022) conducted their study on a politi-
cal rumor case involving the health of the Alge-
rian President, which occurred between late 2020
and early 2021, they applied a transfer learning
approach. They utilized three different models:
mBert, XLM-Roberta, and AraBERT, to analyze
a dataset of 3,147 YouTube comments collected
via the YouTube API v3. The authors attributed
AraBERT’s performance to its training on various
NLP tasks, including sentiment analysis, as well as
its training on a substantial Arabic corpus contain-
ing 24GB of text and a vocabulary of 64k words.

(Bousri et al., 2022) focused their study on "in-
fobesity" which refers to the overwhelming volume
of news and information received through social
media, which has led to the spread of rumors and
misinformation in Algerian Arabizi. They propose
a method based on rumors and user responses, us-
ing attention mechanisms. They used various clas-
sification models and textual representations to ex-
amine the relationship between rumors and user
reactions. Results showed that incorporating asso-
ciations improved the performance of the LSTM
model by over 10% when using Word2vec and n-
grams bag representations.

2.2 Data augmentation methods in NLP

Data augmentation is used to create synthetic train-
ing data, especially when the original dataset is
insufficient. It encompasses a range of techniques,
from simple rule-based methods to more advanced,
learnable generation-based methods. Recently,
many overviews have been done on data augmenta-
tion methods. In the context of NLP, these methods
can be grouped into 03 categories:

* Paraphrasing: This category likely involves
methods that generate variations of the text
by rephrasing sentences while preserving the
same semantics or meaning. Paraphrasing
consists of several levels, including lexical
paraphrasing, phrase paraphrase, and sen-
tence paraphrase. among these methods: The-
sauruses (Coulombe, 2018a) and (Wei and
Zou, 2019). Semantic embeddings (Wang
and Yang, 2015), (Liu et al., 2020). Lan-
guage models (Wu et al., 2019), (Lowell et al.,

2020). Rules (Coulombe, 2018b), (Regina
et al., 2020). Machine translation (Fabbri
et al., 2020), (Nishikawa et al., 2020). Model
generation (Hou et al., 2018), (Kober et al.,
2020).

Noising: the methods aim to introduce ran-
dom or simulated noise to the text. This noise
could include spelling errors, typos, or other
types of modifications that maintain the valid-
ity of the data while adding diversity. we can
mention: Swapping (Longpre et al., 2020),
(Dao et al., 2019). Deletion (Rastogi et al.,
2020), (Peng et al., 2020), and (Yan et al.,
2019). Insertion (Wei and Zou, 2019) and
(Yan et al., 2019). Substitution (Song et al.,
2021) and (Louvan and Magnini, 2020).

Sampling: methods could involve selecting
or generating additional data points from the
same distribution as the original data, possi-
bly by using different techniques or sources.
We have : Rules (Min et al., 2020), (Sha-
keel et al., 2020). Non-pre-trained models
(Raille et al., 2020), (Yoo et al., 2019). Pre-
trained models (Anaby-Tavor et al., 2020),
(Kumar et al., 2020). Self-training (Thakur
et al., 2020),(Montella et al., 2020). Mixup
(Zhang et al., 2017), (Guo et al., 2019).

3 The Arabic Algerian Dialect and Its
Challenges

The Algerian dialect, a member of the Maghre-
bian language family, serves as a vital counterpart
to MSA within the Algerian community. It inher-
its certain characteristics from MSA, such as the
absence of diacritics, agglutination, and flexible
word order (Saadane and Habash, 2015). Despite
being the main way of communication for almost
80% of Algerians (Kerras et al., 2019), it is often
disregarded in academic discussions, especially in
research on web-based disinformation. This dialect
poses unique issues in the field of NLP, which are
exacerbated by a lack of resources and specialized
datasets designed for it. The dialect’s distinctive
phonetic, morphological, and orthographic charac-
teristics, which were influenced by a variety of his-
torical influences, including French, Turkish, and
Spanish, emphasize its complexity furthermore. Ta-
ble 1 shows some examples about borrowed words
from several languages that affected the Algerian
dialect.



Language Words English
. Tabsi Plate
Turkish Balak Maybe
. Qmazza Shirt
Spanish Spardina Snickers
Italian Fat’cha Face
Bnine Delicious
French S.l lan C.el.l
Ravitayma Provisions
Table 1: Words in Algerian Dialect borrowed from

other languages.

An additional noteworthy aspect of the Alge-
rian dialect is the adaptable textual feature. The
absence of a tightly regulated orthography in ALG-
DIA leads to fluidic spellings that emphasize its
dynamic nature while possibly making linguistic
formalization challenging. As shown in Table 2,
this adaptation includes the common practice of
code-switching, particularly between Arabic and
French, the adoption of the Arabizi script, which
blends Latin characters and numerals to represent
Arabic phonemes, and the adoption of a white
dialect script involves dialect native with replac-
ing words that are known only in the region, or
loanwords from other languages, with more MSA
words, thereby making it easier for non-locals to
understand.

4 Machine Translation Models:
Comparative Study

In the field of NLP, translation models take on
heightened importance, by developing efficient and
precise translation systems. This section exam-
ines the suitability and effectiveness of 04 machine
translation models through a thorough compari-
son analysis to translate MSA text to Algerian text.
There is an urgent need to comprehend how dif-
ferent models perform in comparison to one an-
other, particularly when tailoring them to certain
tasks like data augmentation, especially for low
resources languages.

To fully leverage the capabilities of these models,
arigorous assessment is crucial to ensure they align
with the diverse needs of different applications. In
our research, we assess machine translation models
in a zero-shot mechanism, based on the overlap
between the predicted and reference sentences (by
calculating the blue score), as well as contextually,
selecting the most suitable model for each sentence

which was done by 3 Algerian experts researchers.
In conclusion, we prioritize a model that accurately
captures the context of the input sentence. For
a sensitive task such as fake news detection, it’s
imperative to employ a translation model that not
only preserves the context and meaning of the sen-
tence but also ensures its coherence throughout.
Many machine translation models have developed
throughout time, each with a unique method for
translating languages. Our research focuses on two
well-known large language models and ours which
were chosen due to their pertinence to the task of
data augmentation:

* NlIb-200-distilled-600M (Costa-jussa et al.,
2022): A multilingual neural machine transla-
tion system that encompasses 200 languages,
based on the transformer encoder-decoder
framework. For our purposes, we leveraged
two versions of this model. One is tailored for
translating MSA to Moroccan text, while the
other for MSA to Tunisian. This choice was
driven by the overlapping characteristics ob-
served among these two dialects and Algerian
dialects.

GPT-4: The latest in the GPT series from
OpenAl, this model stands out for its capabil-
ity to comprehend and generate both natural
language and code. Pre-trained on a vast cor-
pus encompassing multiple languages and do-
mains, the exact details of its training data and
architecture remain unclear. However, it is
generally understood to be an autoregressive
language model with a foundation in the trans-
former architecture (Vaswani et al., 2017). In
our endeavors to generate an automatic trans-
lation using the GPT-4 model, we made sev-
eral attempts to find the most suitable prompt.
We employed the prompt "Please translate the
following to the exact Algerian dialect, please
don’t confuse it with any Darija dialects such
as Moroccan and Tunisian, and try your best
please:" through an API call, with the input
being MSA text.

Our custom model: This model was created
by optimizing the AraBART model (Eddine
et al., 2022) to focus on converting MSA text
to Algerian. It was trained using a set of
11,722 parallel sentences from our curated
and annotated dataset.



Writing Cases

Algerian Sentence

Arabic Letters

Latin Letters
Arabizi Style
Code-switching Style

White dialect style

u\;j.@jb dJaj é)jb \Jb é«bj‘
OPEC galet douk tetlaa demande
OPEC galet douk tetla3 demande
demande Cua 95 cJB OPEC

Table 2: Different ways of writing the Algerian dialects in social media for the sentence OPEC said demand will

rise taken from our dataset.

Dataset For a rigorous and unbiased compari-
son, using a comprehensive and widely recognized
dataset is crucial. In this study, we’ve chosen the
"MADAR CORPUS-25" (Bouamor et al., 2018),
which consists of 2K sentences for each 25 dis-
tinct city dialects. Each sentence is paired with
25 parallel translations, including both the Alge-
rian dialect and the MSA version. After thorough
verification and data cleaning, we retained 1,588
parallel sentences. As there is no training phase
in this experiment, all 1,588 sentences served as
the test set for zero-shot prediction. During testing,
each model is tasked with taking an MSA sentence
and generating its Algerian translation. Ultimately,
to assess the performance of these models, we com-
pute the BLEU score by comparing the predicted
sentence to the reference sentence from the dataset.
Since the BLEU score might not reflect contex-
tual accuracy, we also manually evaluate context
by selecting the best model for each sentence, and
aggregating the scores to determine the overall per-
formance of each model.

Model BLUE score Scoring
GPT-4 9.42 775
Our Model 5.952 447
NLLB TUN  8.226 412
NLLB MOR  8.94 479

Table 3: Comparative Analysis of Different Models
on MSA-AD translation Based on BLUE Score and
Scoring out of 1588 sentences.

Based on the findings shown in Table 3, GPT-4
performs the best of the models assessed. Despite
Algerian being a low-resource language, GPT-4’s
robust capacity to produce translations that closely
match human-like phrasings and its proficiency
in handling the complex structure of the Algerian
dialect are reflected in its higher BLEU and raw
scoring. Our customized model might not be as
fluent and precise as models with higher scores

especially with its limited vocabulary. Future it-
erations might profit from more adjusting or from
using larger training datasets that are tailored to
the Algerian dialect. The Tunisian dialect-specific
NLLB model produced a BLEU score of 8.226
and a raw score of 412 out of 1,588. Given the
linguistic similarity of the two dialects, this sug-
gests that it is reasonably proficient in translating
the Algerian dialect. Similar to its Tunisian coun-
terpart, the NLLB model for the Moroccan dialect
exhibits promise with a BLEU score of 8.94, just
below GPT-4. It performed in the middle of the
tested models, accurately translating 479 sentences.
This indicates that, like the NLLB TUN, it might
occasionally lack accuracy even if it offers fluid
translations. The outcomes emphasize the diffi-
culties in machine translation for languages with
limited resources. When dealing with particular
dialects like Algerian, even models like GPT-4, rec-
ognized for their huge training data, can run into
problems. It is clear that, although BLEU ratings
indicate translation fluency, the raw score is essen-
tial to comprehend the correctness and practical
usefulness of these models.

S Experiments and Results

5.1 Dataset description

In this section, we provide a comprehensive de-
scription of the fake news dataset utilized in our
study, including its sources, collection methods,
annotations, and pertinent statistics. The founda-
tional source of our dataset is the "Khouja Corpus"”
(Khouja, 2020), which encompasses a collection
of MSA text data related to political content taken
and paraphrased from the ANT corpus v1. Each
sentence within the dataset was pre-labeled as ei-
ther "real” or "fake" to facilitate supervised learn-
ing tasks. This corpus formed the basis for our
research aimed at identifying fake news in the Al-
gerian dialect. A total of 4,429 sentences from this



corpus were taken for our analysis. The textual
data from the corpus were unbalanced, with 3K
real and 1,429 fake sentences; thus, we employed
down-sampling. We utilized 1,429 sentences each
of fake and real categories, of which 1K sentences
per category were allocated for training, while the
remaining 429 sentences from each category were
designated for testing. Further details about the
sentence length in the original, manually translated,
and automatically translated datasets can be found
in Table 4. The corpus was manually translated
into the Algerian dialect using the most known
vocabulary words in the Algerian community and
social media. Moreover, we employed the state-
of-the-art language model, GPT-4, utilizing the
version available as of September 25th—for au-
tomated translation assistance. A post-processing
step was undertaken after generating the translation
with GPT-4, which consisted of removing English
expressions such as "The Algerian dialect is:" and
quote marks.

MSA Manual Automatic
Max tokens 22 23 49
Min tokens 2 2 2
Average tokens 9.12  9.54 9.91

Table 4: Statistics for the various subsets within the
Fake news dataset.

Both the manually-translated and the original
MSA dataset contained no instances of English,
code-switching, or Arabizi writing styles. However,
the data generated by GPT-4 (automatic translation)
included some Arabizi expressions and French
translations.

5.2 Experimental settings

In our experimental framework, we have adopted a
suite of metrics, including precision, recall, and F1-
score, to rigorously evaluate the performance of the
models in the context of binary text classification
tasks. This meticulous selection of metrics ensures
a well-rounded examination and subsequent analy-
sis of the model’s capability to adeptly categorize
the textual data into respective binary classes, align-
ing with the specificity and sensitivity requisites of
our study.

As presented in Table 5, we employed three pre-
trained transformer-based models for our experi-
ments: AraBERTv02 (Antoun et al., 2020), MAR-
BERTV2 (Abdul-Mageed et al., 2020), and DziriB-

ERT (Abdaoui et al., 2021), each chosen based on
their training data and relevance to the dialects un-
der scrutiny in our research. AraBERTv02 was se-
lected for its predominant training on MSA and sev-
eral dialects. MARBERTV2 was chosen due to its
extensive training on the Maghrebi dialect, which
encompasses Algerian, Moroccan, and Tunisian
dialects, and our findings that indicated GPT-4 ex-
hibited a proclivity towards producing a blend of
Algerian and Moroccan dialects. Lastly, DziriB-
ERT was opted for its focus on the Algerian dialect.
The comparison of these models provided a strong
framework for examining the nuances and effective-
ness of each in the particular context of identifying
false news within the dialects in question.

Model Params. Tokens Vocab.
AraBERTv02 136M 8.6B 64k
MARBERTvV2 163M 6.2B 100k
DziriBERT 124M 20M 50k

Table 5: The selected Arabic pre-trained models in
terms of parameters number, size of training data (to-
kens), and the vocabulary size.

The fine-tuning and testing of models, was ex-
ecuted on the Google Colab platform, utilizing a
Tesla T4 - 16GB GPU to harness optimal compu-
tational efficiency. Hyperparameters were meticu-
lously fine-tuned leveraging the test set to ensure
model efficacy. Specifically, the Adam optimizer
(Kingma and Ba, 2014) was employed, with the
learning rate varying between 3 x 107 and 6 x 107,
a batch size varying between 16 and 32, and a seed
of 42, across five epochs. Throughout all our exper-
iments, we utilized the Huggingface Transformers
library (Wolf et al., 2020).

5.3 Automatic translation evaluation

This section provides results concerning the impact
of both manual and automatic translation on model
performance in a fake news detection task involving
Algerian dialect text. Tables 6 and 7, and Figure 1
present the results for the three models under study.

Model Pre. Rec. Fl
AraBERTv02 0.574 0415 0481
DziriBERT 0.539 09 0.674
MARBERTv2 0.685 0.12 0.204

Table 6: Manual translation evaluation results.



Model Pre. Rec. Fl
AraBERTv02 0.515 0.81 0.63
DziriBERT 0.573 0.745 0.647
MARBERTvV2 0.526 0.822 0.641

Table 7: Automatic translation evaluation results.

In the manual translation evaluation table, we
can observe that the best performing model is
DziriBERT, with the highest F1 score (0.674) pre-
dominantly due to its high recall. The worst per-
forming model is MARBERTYV2, largely attributed
to its extremely low recall, though it has commend-
able precision. On the other hand, DziriBERT,
while still the best-performing model in the au-
tomatic translation evaluation, exhibits a slightly
reduced F1 score (0.647) compared to its perfor-
mance with manual translation. The most improved
model is MARBERTV2, which displays a marked
improvement, especially in recall and F1 score,
when using automatic translation. In the case of
the largest model (AraBERTV02) in terms of param-
eters and trained data size, an improved F1 score
(0.63) in the automatic translation as compared to
manual translation, even though the precision is
slightly compromised (0.515) with a notable in-
crease in recall (0.81).
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Figure 1: A comparison between manual and automatic
translation across the 3 models.

5.4 Data augmentation evaluation

To validate our hypothesis that automatic transla-
tion can serve as an effective data augmentation
method for context-sensitive tasks, we employed
another dataset: the 2nd version of the ANT cor-
pus (Chouigui et al., 2017). The ANT corpus, cu-
rated from diverse sources, was designed to reflect
the diversity of the Khouja corpus, with a focus
on MSA text. From this corpus, we selected 4K
pre-annotated sentences from the political domain.

Given that there were no explicit indications or
features identifying the domain category, we im-
plemented a rule-based algorithm. This algorithm
determines whether an MSA sentence is related to
the political domain by matching it against a list
of 24 political keywords. Subsequently, these sen-
tences were processed through the GPT-4 LLM to
generate their automatic translation versions, using
the same prompt mentioned in Section 4. Finally,
we selected four subsets configurations comprising
500, 1000, 1500, and 2000 sentences, which rep-
resent 25%, 50%, 75%, and 100% of the training
data from the Khouja dataset, respectively. This
was done to analyze the effect of varying data sizes
on model performance.

Model Precision Recall F1
Size = 500 (25%)
AraBERTv02 0.498 0.982 0.661

DziriBERT 0.523 0.770 0.623
MARBERTvV2 0.514 0.862 0.644
Size = 1000 (50%)
AraBERTv02 0.5 1.0 0.667

DziriBERT 0.507 0.957 0.663
MARBERTvV2 0.5 0.965 0.658
Size = 1500 (75%)
AraBERTvV02 0.5 1.0 0.666
DziriBERT 0.523 0.855 0.649
MARBERTvV2 0.503 0.865 0.636
Size = 2000 (100%)
AraBERTv02 0.503 1.0 0.67
DziriBERT 0.506 0.835 0.63
MARBERTvV2 0.497 0.86 0.63

Table 8: Automatic translation evaluation results for
different data augmentation configurations.

The table 8, displays the data augmentation re-
sults obtained through automatic translation for the
three models under consideration. It details the
outcomes associated with each data augmentation
configuration.

As shown in table 8, AraBERTv02 has consis-
tently high recall, hitting the 1.0 for sizes above 500.
Its precision hovers around the 0.5 which leads to
capture a significant number of irrelevant features.
Its F1 score remains relatively consistent across
dataset sizes. For the DziriBERT model, The recall
is lower compared to AraBERTv02 but is still high.
Notably, its recall decreases slightly as dataset size
increases showing a challenge while scaling with
more data. Precision remains slightly above 0.5,



which is relatively stable but not significantly differ-
ent from AraBERTv02. The F1 score, while com-
parable to AraBERTv02 in smaller dataset sizes
(50%), drops a bit for larger dataset sizes. Lastly
for MARBERTV2, the recall is generally high but
less consistent across the augmentation. It shows
some decrease as dataset size increases. Its pre-
cision is around the 0.5, similar to the other two
models. The F1 score decreases slightly as the
dataset size increases, which might be a concern if
scalability is a priority.

In terms of precision, all three models have pre-
cisions hovering around the 0.5 may be caused
by the capturing of noise data. In case of recall,
AraBERTvV02 has the highest and most consis-
tent recall, while DziriBERT and MARBERTV2
have varying recalls, especially with the increase in
dataset size. (75% and 100%). The F1 scores for all
models are relatively close, with none surpassing
the 0.67 even in the largest dataset configuration.
This suggests that while the models can capture
relevant data, there’s room for improvement in re-
fining their outputs and reducing the occurrence
of false positives/negatives. Figure 2 illustrates a
comparison of training the DziriBERT model with
and without using data augmentation via automatic
text translation.

B Without data augmentation [l With data augmentation

0647 | 0663

Precision Recall F1

Figure 2: Comparison of DziriBERT model training
with and without data augmentation using automatic
text translation at 50%(1000 sentences) configuration.

6 Discussion

In this discussion section, we will explore the key
findings and implications of these results.

6.1 Impact of Data Augmentation Size

Based on the results presented in table 8, we
observed that AraBERTVO02 consistently demon-
strates a robust performance across all augmen-
tation sizes, achieving an F1 score that notably

remains relatively stable despite the increases in
data size. This could signify a potential saturation
in learning from the additional data. Conversely,
DziriBERT and MARBERTV2 illustrate fluctuation
in their performance metrics as data augmentation
scales. Notably, DziriBERT maintains a competi-
tive edge in precision compared to the other mod-
els across different data sizes, even outperforming
AraBERTvV02 in certain instances. However, its
recall and F1 score appear to be more sensitive to
changes in data size, signaling a possible challenge
in maintaining a balanced precision-recall trade-off
with varied data inputs. Although MARBERTvV2
often displays sensitivity in precision when deal-
ing with different augmentation sizes, which can
be resulted on by the variety of writing styles and
new words (noise), it still has some fair consis-
tency in F1 scores. These findings show that data
augmentation, especially with larger datasets, is
effective in enhancing recall, which is crucial for
certain applications such as information retrieval,
but it might come at the cost of precision. It is also
shown that, at some point, the models exhibit low
performance due to the noise and out-of-vocabulary
(OOV) words encountered during training with a
new distribution dataset.

6.2 Model Performance

Among the models, AraBERTv02 consistently out-
performs the other two models across all data aug-
mentation sizes, achieving the highest F1 score
in most cases. Not far behind, we find DziriB-
ERT, which, despite its significantly smaller size
and data, demonstrates higher precision, showcas-
ing its robustness in handling augmented data. As
shown in table 3, the results underscore the impor-
tance of model selection for specific tasks and the
implications of data augmentation sizes on model
performance. While larger datasets might seem
beneficial, the performance doesn’t scale linearly
with dataset size due to the changes in the writing
style and the augmentation of OOV words. Each
model has its strengths and potential areas for opti-
mization. Depending on the specific requirements
(e.g., if high recall is more critical than precision),
one might favor one model over the others.

6.3 Hyperparameter Configuration

The choice of hyperparameters plays a crucial role
in the models’ performance. A comparison of the
hyperparameter configurations for the different aug-
mentation sizes suggests that adjustments in learn-



ing rate (Ir), batch size, and dropout can influence
the models’ performance. However, finding the
optimal hyperparameters is a complex and iterative
process, and these configurations provide a starting
point for further fine-tuning.

6.4 Manual vs. Automatic translation

In the domain of fake news detection involving
translated text, models such as DziriBERT and
MARBERTV2 exhibit a notable precision-recall
trade-off when evaluated using manual translation,
suggesting a potential necessity for threshold ad-
justments in classification to better balance these
metrics. Notably, the effect of automatic transla-
tion tends to improve recall across models, possibly
by introducing robustness or leniency in recogniz-
ing relevant features for fake news detection in
the translated text. However, it can quietly de-
grade precision, suggesting possible noise intro-
duction during the automated process by provid-
ing OOV words. Additionally, there are notice-
able performance differences, as shown by MAR-
BERTYV2, which exhibits a considerable variation in
performance amongst translation methods, suggest-
ing a sensitivity to translation quality or style. In
general, models yield superior results (reflected in
higher F1 scores) with automatic translation. How-
ever, DziriBERT constitutes an exception, under-
performing a bit slightly compared to its counter-
part using manual translation.

6.5 Practical Implications

These results have practical implications for vari-
ous natural language processing applications. The
use of automatic translation as a data augmenta-
tion technique is a promising approach to enhance
model performance, especially when high recall
is essential. However, the choice of model archi-
tecture, data size, and hyperparameters should be
carefully considered based on the specific require-
ments of the application.

6.6 Limitations

The choice of model architecture and data size
should be tailored to the specific goals of the appli-
cation, with a focus on achieving the right balance
between precision and recall. Additionally, hy-
perparameter tuning is crucial for maximizing the
potential of these models. Prompt engineering for
LLM (GPT-4) can also be a limitation in this study,
as the translation of LLM may not always be stable.
Exploring alternative methods to tune the prompt

could potentially yield higher quality translations
and greater stability. The lack of standardization in
Arabic dialects in general, and the Algerian dialect
in particular, influences the behavior of the model.
This influence arises from the multitude of writ-
ing styles, which can result in alternative meanings
for the same sentence or the generation of OOV
words. Overall, these findings contribute to our
understanding of how to leverage data augmenta-
tion using automatic translation for enhancing the
capabilities of fake news detection models in low
resource languages.

7 Conclusion

In this study, we have delved into the complex
nature of data augmentation using automatic trans-
lation techniques for improving the performance
of fake news detection models in low-resource lan-
guages, with a specific focus on the Algerian di-
alect.

Based on the experiments conducted in this study,
we have discovered that the comparison between
manual and automatic translation reveals that
LLMs like GPT-4 are capable of generating transla-
tions that closely resemble human translations and,
at times, even surpass them in terms of diversity
of writing style, ultimately resulting in improved
model performance. However, it is important to
note that while larger datasets can enhance recall,
they may simultaneously decrease precision. Addi-
tionally, the model’s performance tends to saturate
when integrating new distribution datasets, primar-
ily due to the introduction of noise and OOV words.
Moreover, when evaluating different model archi-
tectures, we found that the implications of data
augmentation sizes on model performance empha-
size that larger datasets do not always translate into
proportionally better performance, as the changing
writing style and OOV word augmentation can in-
troduce complexities.

Nonetheless, our study has certain limitations. The
lack of standardization in Arabic dialects, includ-
ing the Algerian dialect, introduces variability in
model behavior, arising from diverse writing styles
and alternative meanings for the same sentences.
Additionally, prompt engineering for LLM can be a
challenge, as translation stability is not guaranteed.
While we have achieved promising findings, there
is room for further enhancement through more ro-
bust training, improved translation models, opti-
mized parameters, and extended training.
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