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Abstract

3D Euclidean symmetry equivariant neural net-
works have demonstrated notable success in mod-
eling complex physical systems. We introduce
a framework for relaxed E(3) graph equivariant
neural networks that can learn and represent sym-
metry breaking within continuous groups. Build-
ing on the existing e3nn framework, we propose
the use of relaxed weights to allow for controlled
symmetry breaking. We show empirically that
these relaxed weights learn the correct amount of
symmetry breaking.

1. Introduction

3D Euclidean symmetry equivariant neural networks or
E(3)NNs (Cohen & Welling, 2016; Thomas et al., 2018;
Kondor, 2018; Weiler et al., 2018) have had considerable
success in modeling complex physical data —from learn-
ing ab initio molecular dynamics (Batzner et al., 2022) to
predicting quantum mechanically accurate properties of
molecules and crystals (Rackers et al., 2023; Fang et al.,
2024). Through integrating physical symmetries into the
model architecture, equivariant neural networks can achieve
superior generalization and data efficiency (Liao et al., 2023;
Batzner et al., 2022; Frey et al., 2023; Rackers et al., 2023;
Owen et al., 2023).

However, in many physical settings, there may be symme-
try breaking or approximate symmetries. For instance, in
crystal phase transitions, spontaneous symmetry breaking
marks the shift from a high-symmetry state (like a liquid)
to a low-symmetry, ordered crystalline structure, fundamen-
tally altering the material’s properties. Symmetry breaking
can also occur when external forces act on the system. For
example, in fluid dynamics, external forces or temperature
gradients can break the Euclidean symmetry of a uniform
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fluid layer (Tagawa, 2023). It is therefore desirable to de-
velop models capable of parametrizing sources of symmetry
breaking for applications across diverse physical systems.
In this work, we refer to these sources of asymmetry as
symmetry-breaking factors. It is noteworthy that these fac-
tors are analogous to order parameters in Landau theory,
which describe the system parameters leading to phase tran-
sitions (Landau, 1936). Previous works (Wang et al., 2022;
2024) have developed relaxed group convolutions for dis-
crete groups to learn and parametrize symmetry breaking.
We develop a relaxed equivariant graph convolution neural
network architecture, generalizing to the continuous group
E(3) using operations present in e3nn (Geiger et al., 2022;
Geiger & Smidt, 2022).

2. Background

We begin with a brief overview of the group representation
theory and notation relevant to convolutions in E(3) equiv-
ariant neural networks. Euclidean symmmetry in 3D in-
cludes 3D translations, rotations, and inversion. Translation
equivariance is typically achieved by using convolutions.
Convolutional filters are thus constrained to be equivariant
to O(3) = SO(3) ⇥ Z2, the group of 3D rotations and
inversion. In the following sections, we thus discuss O(3).

Group representations. Group representations provide
a concrete way to handle abstract symmetry groups. A
representation of a group G on vector space V of dimen-
sion d is a function D : G ! GL(V ). GL(V ) is the
group of invertible d ⇥ d matrices. A representation D

has the following properties 8g, h 2 G and where e 2 G

is the identity element: (i) D(gh) = D(g)D(h) and (ii)
D(g)D(g�1) = D(g�1)D(g) = D(e) = Id.

Irreducible representations. An irreducible representation
(irrep) is a representation that does not contain a smaller
representation—there is no nontrivial projector P 2 Rq⇥d

such that g ! PD(g)PT is also a representation (Dre,
2008). In E(3)NNs, data is typed by how it transforms
under given irreps.

The irreps of O(3) are the product of the irreps of SO(3)
and Z2. For SO(3), the irreps are indexed by a positive
integer angular frequency l = 0, 1, 2, . . . . For Z2, there are
two irreps: the even irrep indexed by parity p = 1 and the
odd irrep indexed by parity p = �1. The irreps of O(3)
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thus carry both l and p indices and can be associated with
matrices D

l,p. Each irrep has an associated matrix D
l,p

which operates on the vector space V
l of dimension 2l + 1.

In this work, we will use tuples (l, p) and symbols lp to
indicate specific irreps. The former is useful when dealing
with tensor indices and the later is easier when explicitly
listing direct sums or concatentations of irreps.

Spherical harmonics. Convolutions that are equivariant
to O(3) are built from spherical harmonics. The spherical
harmonics are a family of functions Y l from the unit sphere
to the vector space of the irrep D

l,p, Y l : S2 ! V
l, and

form a basis for all equivariant polynomials on the sphere
(Geiger & Smidt, 2022). The 2l + 1 spherical harmonics
for a given l are denoted by Y

l
m where m = �l, . . . , 0, . . . l.

The spherical harmonics have specific parity, with even l

spherical harmonics being even under inversion (p = 1)
and odd l spherical harmonics being odd under inversion
(p = �1). The spherical harmonics are equivariant under
O(3) and thus transform via D

l,p:

Y
l
m(R(g)~r) = D

l,p(g)mkY
l
k(~r) (1)

where ~r is a 3D vector and R is the representation of O(3)
on 3D vectors (a rotation matrix).

E(3) equivariant graph convolutions. The primary dis-
tinction between traditional convolutions and equivariant
convolutions lies in the operations between filters and inputs.
Equivariant convolutions must ensure that any operation
respects underlying symmetries and faithfully treats higher-
order geometric objects (beyond scalars). E(3)NNs thus
use tensor product decompositions.

Tensor product decompositions multiply two direct sums
of irreps (input and filter) and provides the change of ba-
sis back into a new direct sum of irreps (output) in way
that preserve the multiplication rules of the group. The
product of two irreps can produce multiple different irreps,
referred to as different “paths” of interaction that are inde-
pendently equivariant. At a high level, these tensor product
decompositions are encoded by a three index tensor built
from Clebsch-Gordan coefficients. For two inputs x and
y, x ⌦ y =

P
↵� C↵��x↵y� = z such that we are guaran-

teed the property that DZ(g)z = D
X(g)x⌦D

Y (g)y. See
Geiger & Smidt (2022) for more detail.

While in Thomas et al. (2018); Kondor (2018); Weiler et al.
(2018), the convolutional filter is expressed in terms of a
radial basis multiplying the spherical harmonics, in more
recent networks such as those implemented in e3nn, radial
functions are used to provide weights to the tensor product
decomposition, as each independent “path” can be weighted
by a scalar and still preserve equivariance (Geiger & Smidt,
2022). We adopt the following notation for equivariant

convolutions.

Ỹ (r̂ab) =
lmaxM

0=l

Yl(r̂ab) (2)

f
0
a =

1p
N

X

b2�(a)

fb ⌦W (||rab||) Ỹ (r̂ab) (3)

fb, f
0
a are the input and output node features. N is the aver-

age degree of the nodes, r̂ab is the relative unit vector from
position a to b, �(a) is the set of neighbor nodes of node a,
and Ỹ is the entire set of spherical harmonics used in the
filter from l = 0 to some lmax. The spherical harmonic pro-
jection Ỹ (r̂ab) refers to evaluating the spherical harmonics
at r̂ab at each Y

l
, 0  l  lmax and concatenating the results.

The learnable radial function that parameterizes the tensor
product W (||rab||) is a multi-layer perceptron (MLP) acting
on a set of b radial basis functions B : R ! Rb evaluated at
the magnitude ||rab||. W has the form:

W := MLP(B(||rab||)((c,l,p)i,(c,l,p)f ,(c,l,p)o) (4)

where c indicate channel indices, as there can be multiple
copies of a given irrep in the input or output. (l, p) with in-
dices i, f, o specify the irreps in the input, filter, and output
respectively. Tallowed combinations of li, lf , and lo are de-
termined by the group multiplication rules (Clebsch-Gordan
Coefficients). Common choices of radial basis functions
include evenly space, partially overlapping Gaussians or
Bessel functions. In our work, we expand upon this E(3)
equivariant graph convolution.

3. Related Work

Wang et al. (2022) proposed relaxed group convolution for
discrete groups. Wang et al. (2024) extended relaxed group
convolutions to show that they can allow the model to main-
tain the highest level of equivariance consistent with the
data and discover symmetry-breaking factors. We propose a
formulation of relaxed convolutions for continuous rather
than discrete groups. Smidt et al. (2021) demonstrated that
the gradients to ENNs can be used to learn the appropriate
symmetry breaking factors through providing an additional
trainable input. Our approach is complimentary in that we
allow the weights to break symmetry rather than training an
additional input to the network. McNeela (2023) proposes a
Lie algebra convolution to relax the equivariance bias but
does not show how to recover symmetry breaking factors.

4. Methodology

4.1. Definition of relaxed E(3)NN

Here, we present the definition of our relaxed E(3) equivari-
ant graph neural network or relaxed E(3)NN. The relaxed
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weights ✓̃ are the direct sum or concatenation of scalar and
non-scalar irreps (which if non-zero break O(3) symmetry).
For example, if we wanted to include all irreps up to some
angular frequency cutoff lrelaxed, ✓̃ would be

✓̃ =
M

0llrelaxed
p2{1,�1}

✓
l,p (5)

where l and p indicate the angular frequency and parity
of the irrep of O(3), respectively. As irreps are 2l + 1
dimensional, the overall dimensionality of ✓̃ depend both
on the number and types of non-scalar irreps it is built
from. We interact our learned relaxed weights with the
spherical harmonic projection of relative distance vectors
via a tensor product ✓̃ ⌦ Ỹ (r̂ab). The full equation for
relaxed convolution is then

f
0
a =

1p
z

X

b2�(a)

fb ⌦W (||rab||) (✓̃ ⌦ Ỹ (r̂ab)) (6)

The weights that parameterize the tensor product of the filter
and input W (||rab||) now depend on the direct sum of irreps
formed by the tensor product of ✓̃ ⌦ Ỹ (r̂ab). Note that the
relaxed weights are shared across input and output channels,
thus only introducing a few more parameters for each layer.

We initialize the relaxed weights ✓̃ such that the initial model
remains equivariant to ensure the model learns the minimal
amount of symmetry breaking.

Proposition 4.1. The relaxed E(3)NN is equivariant if
and only if ✓̃ transforms as a scalar, i.e. only the term
corresponding to the scalar irrep is non-zero.

Proof. For the relaxed E(3)NN to be equivariant, the fol-
lowing must be true

D
✓̃⌦Ỹ (✓̃ ⌦ Ỹ (r̂ab)) = (✓̃ ⌦ Ỹ (R(g)r̂ab)) (7)

This can only be true for any D
✓̃⌦Ỹ if ✓̃ transforms as a

scalar.

We thus initialize ✓̃ such that only the scalar irrep is non-
zero. We emphasize that pseudoscalars, ✓0,�1 change sign
under inversion in O(3) and are thus non-scalar irreps.

4.2. Interpreting Relaxed Weights as Spherical Signals

This definition of relaxed weights also provides interpretabil-
ity. As spherical harmonics form the basis for functions on
a sphere, irreps representing symmetry breaking can be vi-
sualized as scalar or pseudoscalar signals illustrating the
amount of symmetry or asymmetry learned by the relaxed

weights. The scalar signal would be given by

f(~x) =
X

0llrelaxed
p={parity(Y 0),...,parity(Y lrelaxed )}

✓
l,p · Y l(~x) (8)

where we sum over relaxed weights with the same parity
as the spherical harmonics. The pseudoscalar signal would
be given by summing over relaxed weights with opposite
parity to the spherical harmonics.

5. Experiments

We present experiments showing that the relaxed E(3)NN
learns the correct symmetry breaking factors. Smidt et al.
(2021) noted that the output of an equivariant neural network
will always be higher than or equal symmetry than an input.
Thus, without the addition of relaxed weights or a trainable
input parameter, one will not be able to deform a shape
with higher symmetry into a shape with lower symmetry for
example.1 Model details are in Appendix B.

5.1. Shape Deformations

We consider deformations of 3D shapes, expressed in points
of the form (x, y, z). The network takes as input the spheri-
cal harmonic projection of the vertices of the initial shape
and aims to produce, as output, the spherical harmonic pro-
jection of the vertices of the transformed shape, up to some
specified lmax. We deform a cube to a cube, a cube to
a rectangular prism, and a cube to an asymmetric shape,
shown in Figure 1. We use a 2-layer relaxed E(3)NN
with the network lmax = 2 and use relaxed weights up
to lrelaxed = 4 with both even and odd parity in each layer
(✓̃ = 0e � 0o � 1e � 1o � 2e � 2o � 3e � 3o � 4e � 4o).
We note that both the choice of the network lmax and lrelaxed
is a hyperparameter. lmax = 2 is a standard choice for
the network. We choose a higher lrelaxed to illustrate differ-
ent learned symmetry breaking factors. To ensure that the
learned symmetry breaking includes parity, both even and
odd irreps should be included.

We analyze the learned relaxed weights using conventional
symmetry analysis to confirm that the model learns the
correct amount of symmetry breaking, following the same
process as Smidt et al. (2021). First consider the case of
transforming the cube to the rectangular prism. In 3D, the
cube has symmetry group Oh, and the symmetry group of
the rectangular prism is D4h. Intuitively, for a cube, the
x, y and z axes are symmetrically equivalent. However, in
a rectangular prism, the x and y axes are symmetrically
equivalent, and the z axis is unique. Thus, the relaxed
weights should learn some scalar signal that demonstrates

1When referring informally to the symmetry of a sample x we
are referring to the stabilizer Stab(x) = {g 2 G|g · x = x} or the
set of symmetry operations that leave the shape fixed.
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this relationship (i.e. x
2 = y

2 6= z
2). We can calculate

the learned scalar signals from the relaxed weights using
Equation 8.

The learned relaxed weights for cube to rectangular prism
are zero except for ✓2,1, ✓4,1, where we use the notation
for irreps indexed by (l, p). We can consider the scalar
signal learned by ✓

2,1 using the analytic expression for the
spherical harmonics given in the e3nn codebase. The spe-
cific non-zero relaxed weights correspond to m = 0 and
m = 2, so we compute the scalar signal with spherical har-
monics Y 2,1

0 , Y
2,1
2 , where the subscript denotes the m index.

Computing the scalar signal ✓2,10 Y
2,1
0 + ✓

2,1
2 Y

2,1
2 yields a

function of the form ax
2 + ay

2 � 2az2 for each layer’s
relaxed weights, demonstrating that the x and y axes are
symmetrically equivalent but that the z axis is unique. In
fact, the learned scalar signal corresponds exactly to a basis
function for irrep Eg of Oh that is not present in D4h (see
Appendix A.1). The same computation holds for the learned
✓
4,1 relaxed weights. Thus, we find that either ✓2,1 or ✓4,1

breaks symmetry from the cube to the rectangular prism.
Note that one may recover degenerate symmetry breaking
factors as in this case, this degeneracy can be reduced by
using a smaller lrelaxed or by adding a loss penalizing higher
l weights (Smidt et al., 2021).

Figure 1. Visualization of tasks and corresponding spherical har-
monic projections of the relaxed weights for the first (first row) and
second (second row) layers. The spherical harmonic projections
are plotted setting the scalar (0e) term to zero for ease of viewing.
A 2-layer relaxed E(3)NN network is trained to 1) map a cube to
a cube, 2) map a cube to a rectangular prism, and 3) map a cube to
a less symmetric object.

In the case of mapping the cube to itself, we do not learn
any relaxed weights for l = 2, thus preserving Oh symme-
try. When transforming the cube to a random shape, all
relaxed weights are non-zero, illustrating the lack of sym-
metry as seen in Figure 2. These experiments demonstrate
the interpretability of the relaxed weights as spherical har-
monic signals and that they illuminate the correct symmetry
breaking factors.

Figure 2. The number of nonzero values for each ✓
l,p for the last

layer in each network for the task of mapping the cube to a given
output shape. Note that each irrep l has dimension 2l + 1.

5.2. Charged Particle in an Electromagnetic Field

To illustrate a physical application of the relaxed E(3)NN,
we consider the trajectory of a charged particle in an electro-
magnetic field. The force on a charged particle in an electric
field ~E and a magnetic field ~B is given by ~F = q( ~E+v⇥ ~B).
~E is a vector (1o) and ~B is a pseudovector (1e). Figure 3
presents an example of a positively charged particle tra-
jectory with random initial position and velocity under an
electric field in the x̂ direction and a magnetic field in the ŷ

direction.

Figure 3. Sample trajectories of particles with random initial veloc-
ities and starting positions under an electric field in the x̂ direction
and a magnetic field in the ŷ direction.

We thus consider if a relaxed E(3)NN can discover the rela-
tionship between the electric and magnetic field—learning
a 1o vector with the correct magnitude and direction for ~E

and learning a 1e pseudovector with the correct magnitude
and direction for ~B. For simplicity, we consider a single
particle trajectory with ~E = [1, 0, 0] and ~B = [0, 1, 0] with
a randomly initialized position and velocity. The network
is adapted from a convolutional network for a graph with
node/edge attributes (NetworkForAGraphWithAttributes in-
cluded in e3nn).

We aim to predict the force on each particle given its velocity
and thus include no coordinate information to the network.
The input to the network is a single particle with a 1o � 0e
node attribute representing the particle velocity and the
scalar charge. Note the even parity scalar charge is included
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Model Equiv Relaxed
Training MSE 0.07 1e-6

Table 1. Training MSE for equivariant model and relaxed model
when predicting electromagnetic forces for multiple timesteps in a
trajectory. The relaxed model is able to overfit to the training set
while the equivariant model remains in a non-symmetry breaking
configuration.

to ensure the network can learn even irreps as well as odd.
The desired output is the 1o force acting on the particle at
that timestep. We consider a 1-layer relaxed network with
relaxed weights 0e � 0o � 1o � 1e. The network is then
trained on multiple timesteps in the trajectory, predicting
the force at each timestep.

We emphasize that through showing the model multiple
timesteps with different velocity vectors, we break sym-
metry and allow the relaxed weights to learn the form of
the electric and magnetic fields. An equivariant neural net-
work with equivalent architecture without relaxed weights
cannot accomplish this task, rather the loss remains “stuck”
in a non-symmetry breaking configuration. The relaxed
E(3)NN learns the correct ~E and ~B fields, with error of
approximately 0.001-0.01 in the y and z components after
normalization as seen in Figure 4. This example illustrates
the physical interpretability of the relaxed weights and their
potential for application to more complicated physical ex-
amples.

Figure 4. True and predicted fields for the relaxed network.

6. Discussion

We introduce a formulation for a relaxed E(3) equivari-
ant graph neural network and implement this in the e3nn
framework. Using deformations of 3D shapes and analyzing
the learned relaxed weights, we find that the relaxed weights
learn the correct mathematical form of the symmetry break-
ing parameters. Given the physical example of a charged
particle in an electromagnetic field, the relaxed E(3)NN is
able to learn the vector and pseudovector form of the elec-
tric and magnetic field. We aim to further characterize the
mathematical properties of relaxed E(3)NNs, apply them
to more complicated examples in experimental physics and
materials science, and study their optimization dynamics.
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Oh E 8C3 6C2 6C4 3C2 = (C4)
2 i 6 S4 8 S6 3�h 6�d

linear functions,
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quadratic
functions

cubic
functions

A1g +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 - x
2 + y

2 + z
2 -

A2g +1 +1 -1 -1 +1 +1 -1 +1 +1 -1 - - -
Eg +2 -1 0 0 +2 +2 0 -1 +2 0 -

�
2z

2 � x
2 � y

2
, x

2 � y
2
�

-
T1 g +3 0 -1 +1 -1 +3 +1 0 -1 -1 (Rx,Ry,Rz) - -
T2 g +3 0 +1 -1 -1 +3 -1 0 -1 +1 - (xz, yz, xy) -
A1u +1 +1 +1 +1 +1 -1 -1 -1 -1 -1 - - -
A2u +1 +1 -1 -1 +1 -1 +1 -1 -1 +1 - - xyz
Eu +2 -1 0 0 +2 -2 0 +1 -2 0 - - -
T1u +3 0 -1 +1 -1 -3 -1 0 +1 +1 (x, y, z) -

�
x
3
, y

3
, z

3
� ⇥

x
�
z
2 + y

2
�
, y

�
z
2 + x

2
�
, z

�
x
2 + y

2
�⇤

T2u +3 0 +1 -1 -1 -3 +1 0 +1 -1 - -
⇥
x
�
z
2 � y

2
�
, y

�
z
2 � x

2
�
, z

�
x
2 � y

2
�⇤

Table 2. Character table for point group Oh (Gelessus, 2023b).

D4h E 2C4(z) C2 2C0
2 2C2 i 2 S4 �h 2�v 2�d

linear functions,
rotations

quadratic
functions

cubic
functions

A1g +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 - x
2 + y

2
, z

2 -
A2g +1 +1 +1 -1 -1 +1 +1 +1 -1 -1 RZ - -
B1 g +1 -1 +1 +1 -1 +1 -1 +1 +1 -1 - x
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2 -
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Eg +2 0 -2 0 0 +2 0 -2 0 0 (Rx,Ry) (xz, yz) -
A1u +1 +1 +1 +1 +1 -1 -1 -1 -1 -1 - - -
A2u +1 +1 +1 -1 -1 -1 -1 -1 +1 +1 z - z

3
, z

�
x
2 + y

2
�

B1u +1 -1 +1 +1 -1 -1 +1 -1 -1 +1 - - xyz
B2u +1 -1 +1 -1 +1 -1 +1 -1 +1 -1 - - z

�
x
2 � y

2
�

Eu +2 0 -2 0 0 -2 0 +2 0 0 (x, y) -
�
xz2, yz2

� �
xy2, x2y

�
,
�
x3, y3

�

Table 3. Character table for point group D4h (Gelessus, 2023a).

A. Symmetry Analysis for Experiment 5.1

A.1. Character Tables

We present an overview of character tables used for the symmetry analysis in Section 5.1. Character tables are used for finite
groups (subgroups of E(3)) and are used extensively in solid state physics, crystallography, and chemistry. See Dre (2008);
Zee (2016) for more information on group and representation theory in physics and materials.

Classes and character. Given a group G, two elements g and g
0 are conjugate if there exists another element x 2 G such

that g0 = x
�1

gx. A class is the set of group elements that can be obtained from a given element g 2 G by conjugation. The
elements of a given group can thus be divided into classes. Classes correspond to physically distinct kinds of symmetry (Dre,
2008) and are thus useful for categorizing different symmetries of a material rather than enumerating all individual group
elements. Examples of classes are the twofold axes of rotation of an equilateral triangle or the threefold rotations. These
classes can be related to the character of a given representation. Let V be a finite-dimensional vector space and consider
D : G ! GL(V ), a representation of G on V . The character of D(g) is the trace of the matrix of the representation,
Tr(D(g)). One can show that the character for each element in a class is the same (Dre, 2008). As the character for each
element in a class is the same, this provides a useful way to connect group representations to sets of physically distinct
symmetries.

The relationship between characters of representations and classes for a given group can be summarized in a character
table. The left hand column labels the irreps and the top row labels the class. Notation used in character tables can vary,
with Schoenflies symmetry notation commonly used to describe molecular symmetries and Hermann-Mauguin notation
commonly used in crystallography. For the purposes of this analysis, it is not necessary to be familiar with this notation,
but the interested reader may consult Chapter 3 in Dre (2008). The entries correspond to the characters of different irreps.
On the right-hand side, the columns list basis functions corresponding to irreps —functions that can be used to generate
matrices of given irreps and transform the same way as that irrep.

Character tables for different groups can then be compared to find which irreps break symmetries between groups. For
example, in Section 5.1, we consider deforming a cube with symmetry group Oh to a rectangular prism with symmetry
group D4h. For Oh, the character table in Table 2 shows that irrep Eg has basis functions of 2z2 � x

2 � y
2 (highlighted in

blue) and x
2 � y

2. For D4h, the basis function of 2z2 � x
2 � y

2 is not present for any of the irreps. However, irrep B1g has
a basis function of x2 � y

2. This implies that the basis function 2z2 � x
2 � y

2 for irrep Eg can be used to break symmetry
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✓
2,1
0 ✓

2,1
2 x

2
y
2

z
2

Layer 0 0.0031 -0.0054 0.007 0.007 -0.014
Layer 1 0.33 -0.57 0.73 0.73 -1.45

Table 4. Relaxed weights and calculated coefficients from the scalar signal for x2, y2, and z
2.

between Oh and D4h, but that the model should preserve x
2 = y

2.

A.2. Converting Relaxed Weights to Spherical Signal

For the shape deformation experiments in Section 5.1, we give the analytic forms of the spherical harmonics in e3nn. For
the cube to rectangular prism, the learned relaxed weights for ✓2,1 and ✓

4,1. For ✓2,1, the non-zero relaxed weights are ✓
2,1
0

and ✓
2,1
2 , corresponding to spherical harmonics

Y
2,1
0 =

p
5

✓
y
2 � 1

2

�
x
2 + z

2
�◆

, Y
2,1
2 =

1

2

p
15(z2 � x

2)

For a given model, we can then compute the scalar signal f2
0 = ✓

2,1
0 Y

2,1
0 + ✓

2,1
2 Y

2,1
2 for each layer, as seen in Table 4. Note

that the specific numerical values may change across layers/model initializations, yet they yield a scalar function of the form
ax

2 + ay
2 � 2az2, demonstrating that the basis function for irrep Eg is used to break symmetry while retaining x

2 = y
2

(note multiplying the basis function by -1 does not change the symmetry properties). A similar (but more involved) analysis
can be done for relaxed weights ✓4,1 to show that they also preserve D4h symmetry and transform as the irrep Eg .

B. Experimental Details

We provide additional details for each experiment.

B.1. Shape Deformations

The objective is the MSE loss between the predicted spherical harmonic projections and the spherical harmonic projections
of the vertices of the output shape. We use the SGD optimizer with a learning rate of 5e-3. The relaxed weights are also
regularized throughout training by the L2 norm with

�

X

0llmax
p2{1,�1}

||✓l,p||2 (9)

where we set � = 1e� 6 in order to provide a slight bias towards equivariance. Each model is trained for 2,500 epochs.

B.2. Particle in Electromagnetic Field

Figure 5. Loss for fully equivariant model and model with relaxed weights trained on the same task.

We include no positional information to the network, so there are no edge attributes. The convolution over a single particle
is still well-defined assuming a self-interaction edge is included in the network (reducing to an equivariant MLP where the

8
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irreps interact through the nonlinearities). The node inputs for each timestep are irreps 0e � 0o � 1e � 1o � 2e � 2o with
only the scalar term non-zero. Including higher order irreps allows for more paths in the tensor product and more model
expressivity.

We consider 500 timesteps from a single trajectory and train with a batch size of 50. We use the Adam optimizer with
a learning rate of 1e-3. The model is trained for 5,000 epochs with the MSE loss between the predicted and true forces.
The relaxed weights are also regularized by Equation 9 where we set � = 1e � 4. We show that an equivariant model
cannot accomplish this task as it requires symmetry breaking. We plan to make our code publically available with further
experiments.
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