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Abstract

Despite the recent progress in news summariza-001
tion made by large language models (LLMs),002
they often generate summaries that are factually003
inconsistent with original articles, known as004
"hallucinations" in text generation. Unlike pre-005
vious small models (e.g., BART, T5), current006
LLMs make fewer silly mistakes but more so-007
phisticated ones, such as imposing cause and ef-008
fect, adding false details, overgeneralizing, etc.009
These hallucinations are challenging to detect010
through traditional methods, which poses great011
challenges for improving the factual consis-012
tency of text summarization. In this paper, we013
propose Contrastive Preference Optimization014
(CPO) to disentangle the LLMs’ propensities015
to generate faithful and fake content. Further-016
more, we adopt a probing-based specific train-017
ing method to improve their capacity of dis-018
tinguishing two types of generation. In this019
way, LLMs can execute the instructions more020
accurately and have enhanced perception of021
hallucinations. Experimental results show that022
CPO significantly improves the reliability of023
summarization based on LLMs.024

1 Introduction025

Although recent pre-trained language models have026

significantly boosted the performance of abstrac-027

tive summarization (Liu and Lapata, 2019; Lewis028

et al., 2020; Raffel et al., 2020), the hallucination029

problem - that models generate summaries that030

are factually inconsistent with the source text - re-031

mains difficult to resolve. As Figure 1 shows, we032

expect the model to generate reliable summaries033

(understand the source text and only generate the034

faithful content). Still, it often hallucinates and035

over-imagines, which means the model outputs036

fake content without supporting evidence in the037

original article. Worse still, the generation usually038

involves both types of content, making the sum-039

maries so full of half-truths that the hallucinations040

are much more hidden.041

Tony's body was found by his

son in Coningswath Road, on 9

January. Jaydon, Nance, Marcus,

and Vincent were charged with

murder. Detectives believe Tony

was "targeted" because it was

thought he had a "large amount
of money in the house"...

Write a summary consistent with
the above article.

Be faithful to the article

Add false details

Take speculation as fact

Four people have been charged

with murdering a man.

Tony, a 58-year-old father-of-three, 

was found dead in Coningswath

Road on 9 January.

Detectives believe Tony was 

targeted due to having a large 
amount of money.

Figure 1: The diagram of the LLMs’ propensities to
generate faithful and fake content. In abstractive sum-
marization, the model is supposed to generate a factually
consistent summary with the preference to be faithful
to the context. However, it often hallucinates with the
preference to over-imagine with internal knowledge.

Early methods for improving factual consistency 042

use post-processing models (Dong et al., 2020), 043

which correct summaries with hallucinations, but 044

they rely on external resources to obtain the error 045

correction capability. Liu et al. (2023) introduces 046

human revisions to achieve better performance, but 047

data collection is still difficult and costly. Besides, 048

these two-stage methods have a complicated struc- 049

ture, consisting of summary generation and cor- 050

rection models. Considering that, some studies 051

try to solve hallucinations holistically during the 052

pre-training stage (Zhang et al., 2020; Wan and 053

Bansal, 2022). They design a new pre-training 054

objective with sentence selection strategies, encour- 055

aging the model to generate a faithful summary. 056

However, pre-training requires enormous compu- 057

tational resources, especially for large language 058

models (LLMs). 059

Moreover, some methods adopt contrastive learn- 060

ing (Cao and Wang, 2021) in fine-tuning to teach 061

the model to distinguish between true and false 062

more clearly. To construct negative samples, they 063

modify the references by entity swapping and 064
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masking-and-filling. Unfortunately, these auto-065

generated negative samples are inconsistent with066

the distribution of errors made by LLMs in real sce-067

narios. Zhang et al. (2023) point that instruction-068

tuned models have much stronger summarization069

abilities than previous fine-tuned ones. Current070

LLMs make fewer silly mistakes (e.g., entity con-071

fusion, irrelevant information generation) but more072

sophisticated ones (Pu et al., 2023). For example,073

they fill in the details related to but not directly sup-074

ported by the source text. Sometimes, they rewrite075

original sentences by imposing cause and effect076

or taking speculation as fact. These mistakes are077

difficult to mimic by traditional perturbation-based078

approaches (Gekhman et al., 2023).079

With the rapid development of LLMs, de-080

signing prompts based on the chain of thoughts081

(COT) (Zhao et al., 2023; Wang et al., 2023) at-082

tracts scholarly attention. The models are posed083

with several questions about the critical content in084

the source text before final summarization, serv-085

ing as contextual clues to guide models to gen-086

erate factually consistent summaries. Neverthe-087

less, these methods are sensitive to the domain088

because they do not fundamentally improve the089

LLMs’ reliability. Inspired by preference opti-090

mization, many methods use reinforcement learn-091

ing (Roit et al., 2023; Zablotskaia et al., 2023) with092

entailment feedback (RLEF) to ameliorate halluci-093

nation problems. As Figure 2 shows, PPO-based094

methods (Schulman et al., 2017) (Proximal policy095

optimization) train a Natural Language Inference096

(NLI) model for consistency detection and then re-097

gard it as the reward model in reinforcement learn-098

ing. However, it is challenging for hallucinations099

generated by LLMs to be detected through tradi-100

tional NLI methods. Therefore, the performance101

of these reward models constrains the training of102

summarization models. On the other hand, DPO-103

based methods (Rafailov et al., 2023; Chen et al.,104

2023b) require paired data with preference annota-105

tion, which is difficult to construct. Otherwise, rein-106

forcement learning is usually unstable, and rewards107

are easily over-optimized (Chadi and Mousannif,108

2023).109

The problems mentioned above motivated us110

to propose Contrastive Preference Optimization111

(CPO) which disentangles the LLMs’ propensities112

to generate faithful and fake content. Furthermore,113

we dynamically probe for the model’s distinguish-114

ing capacity for consistency and inconsistency and115

train the target layers in an SFT mode, getting rid116
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Figure 2: The diagram of our approach compared with
methods based on reinforcement learning.

of the reliance on Reinforcement Learning (RL) 117

frameworks. 118

This work makes three main contributions: 119

• We point out the problem of applying previous 120

methods to summarization based on LLMs 121

through a detailed analysis. 122

• We construct a new summarization dataset 123

for training LLMs - LESSON1 - LargE lan- 124

guage models’ Summaries with Sentence- 125

level cONsistency annotation. 126

• We propose CPO with probing-based specific 127

training, which can be directly employed in 128

an SFT mode, significantly improving factual 129

consistency without complex data annotation 130

and format requirements. 131

2 Related Work 132

2.1 Evaluating Factual Consistency 133

The problem of hallucinations is inevitable in text 134

summarization, so how to evaluate the factual con- 135

sistency is a crucial technique. It can be used to 136

measure the summarization reliability and even 137

construct a new summarization dataset (Kryscin- 138

ski et al., 2020; Laban et al., 2022). Inspired by 139

NLI and QA, some methods employ them to as- 140

sess the summaries (Durmus et al., 2020; Maynez 141

et al., 2020; Wang et al., 2020). However, these 142

traditional methods do not work well in LLMs’ 143

summaries, for they can hardly detect the subtler 144

mistakes hidden in a longer text. Consequently, 145

the evaluation metrics limit the quality of the con- 146

structed summarization dataset. Benefiting from 147

1The dataset will be released soon.
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the development of LLMs, ChatGPT and GPT-4148

can provide a very accurate assessment (Chen et al.,149

2023a; Gao et al., 2023; Shen et al., 2023), but how150

to design an appropriate prompt suitable for the151

domain requires more effort.152

2.2 Probing for Truthfulness153

Recent works (Tenney et al., 2019; Dai et al., 2022;154

Meng et al., 2022; Chuang et al., 2023) suggest that155

language models contain latent and interpretable156

structures related to factuality. Meanwhile, some157

studies also try to understand the cause of hallucina-158

tions (Kadavath et al., 2022; Saunders et al., 2022;159

Burns et al., 2023). Through the hidden states160

or activation space, these studies observe whether161

the model can distinguish true output from false162

one (Li et al., 2023a; Moschella et al., 2023). An163

interesting finding is that even though the model is164

usually clear about the authenticity of its output, it165

generates false content easily (Azaria and Mitchell,166

2023). Given that, some methods try to shift model167

feature space during inference (Li et al., 2023b) to168

improve faithfulness. Nevertheless, designed for169

TruthfulQA (Lin et al., 2022), these methods focus170

on LLM’s internal knowledge and are unsuitable171

for long text generation like text summarization.172

3 Methodology173

We next describe our Contrastive Preference174

Optimization (CPO) with probing-based specific175

training method. The whole methodology can be176

divided into three parts: (1) Sentence-Level Data177

Collection, obtained by collecting summaries from178

the most common LLMs and designing an appro-179

priate prompt to get accurate automatic annotation180

based on ChatGPT and GPT-4, (2) Contrastive Pref-181

erence Optimization, where we encourage LLMs182

to generate with different propensities according to183

different instructions and adopt adversarial training184

to enhance LLMs’ perception of their capabilities,185

and (3) Probing-based Specific Training, where we186

dynamically probe for the awareness of hallucina-187

tions and train the vulnerable modules to make up188

for the deficiency.189

3.1 Sentence-Level Data Collection190

As mentioned in Section 1, mistakes made by191

LLMs are much more subtle and challenging to192

detect or reproduce by previous methods. The pre-193

vious studies use small models (smaller than 3B) to194

generate summaries whose distribution differs from195

those generated by LLMs. Hence, it is necessary196

to obtain a summarization dataset for LLMs. Con- 197

sidering that, we construct a dataset named LES- 198

SON containing summaries generated by current 199

decoder-only LLMs, including GPT-family (Zhang 200

et al., 2022), GLM-family (Du et al., 2022; Zeng 201

et al., 2023) and LLaMA-family (Touvron et al., 202

2023a,b) models based on XSum (Narayan et al., 203

2018) and CNN/DM (Hermann et al., 2015). More 204

details about data collection are explained in Ap- 205

pendix A. 206

After obtaining the summaries from LLMs, we 207

need to annotate their factual consistency. Most 208

previous methods annotate the dataset at a sample- 209

level (Cao and Wang, 2021), which is quite im- 210

proper for the LLMs’ summaries because they are 211

much longer, and only a few sentences in an incon- 212

sistent sample are false. On the other hand, it is 213

challenging to get token-level annotation. Azaria 214

and Mitchell (2023) prove that hallucinations in a 215

sentence can be caused by qualifiers because an 216

LLM generates a token at a time, and it "commits" 217

to each token generated. Unfortunately, annotators 218

usually neglect these qualifiers even if they eventu- 219

ally lead to factual mistakes. Given that, we choose 220

sentence-level instead of token-level, which means 221

any hallucination in a sentence will contribute to 222

labeling the whole sentence as inconsistent. 223

Methods Balanced Accuracy
DAE 63.75

QuestEval (mean) 61.25
QuestEval (F1) 53.75

SummaC-ZS (mean) 53.33
SummaC-ZS (F1) 59.58

SummaC-Conv (mean) 51.25
SummaC-Conv (F1) 56.67
QAFactEval (mean) 53.33

QAFactEval (F1) 64.16
Ours 76.70

Table 1: Results of traditional NLI and QA paradigm
methods compared with ours on 160 samples under
human evaluation.

Wu et al. (2023) find LLMs highly consistent 224

with human annotators, so we employ ChatGPT 225

and GPT-4 to collect sentence-level factual consis- 226

tency annotation for these system-generated sum- 227

maries. We experiment with several different 228

prompts, sentence numbering formats, and instruc- 229

tions for the model to detect hallucinations and 230

select the best one. The final prompts for summa- 231

rization and annotation are listed in Appendix B. 232

To check our annotation quality (the reliability of 233

ChatGPT and GPT-4 as evaluators), we conducted 234
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human assessment on 160 LLMs’ summaries to235

obtain the real labels and calculated Balanced Ac-236

curacy (BA) as Kryscinski et al. (2020); Laban et al.237

(2022); Durmus et al. (2020); Maynez et al. (2020);238

Wang et al. (2020) to measure the reliability:239

TPR = TP/(TP + FN)

TNR = TN/(TN + FP )

BA = (TPR+ TNR)/2

(1)240

The experimental results are listed in Table 1.241

Our auto-evaluation approach achieves 76.70% ac-242

curacy while the best of previous ones only has a243

64.16% accuracy, proving ours has a much higher244

consistency with humanity on LLMs’ summaries.245

After annotating all the summaries generated by246

LLMs previously, we get the final dataset - LES-247

SON. The statistics are shown in Table 2 and more248

details can be found in Appendix A. The average249

length of summaries generated by LLMs is much250

longer than that of reference summaries, proving251

the big gap between the current view based on252

strong LLMs and the previous one.253

Data
Source

Nums
Consistency
(Pos/Neg)

Avg
Words

#Avg
Words

XSum 6166 3521/2645 34.96 23.26
CNN/DM 4114 2752/1362 70.03 51.84

Table 2: The statistics of the summaries of LESSON.
More details can be found in Appendix A.

3.2 Contrastive Preference Optimization254

Having the dataset with sentence-level annotation,255

we can optimize contrastive preferences in finer-256

grain. Neeman et al. (2023) find that LLMs have257

parameterized and contextual knowledge, which258

results in different generation propensities. In sum-259

marization, we expect the LLMs to focus on the260

original articles but not their own parameterized261

knowledge. Hence, we must decouple the LLMs’262

preferences to be faithful to the context and imag-263

ine with internal knowledge. As shown in Figure 3,264

we design two instructions for the two preferences.265

The contextual instruction named IC and the inter-266

nal one named II are listed in Appendix B.267

Before training, the original model does not268

know how to meet the demands of the two con-269

trastive instructions and just write summaries with270

their strong generation capabilities. Hence, we de-271

sign an Incentive Loss to encourage the model to272

follow the instructions. Given a summary S con-273

sists of n words S = [w1, w2, ..., wn] annotated274

with the label set L = [l1, l2, ..., ln], we can di- 275

vide S into S+ = {wi|li = 1, i ∈ [1, n]} and 276

S− = {wj |lj = 0, j ∈ [1, n]}. Given that, Incen- 277

tive Loss is defined for consistent and inconsistent 278

summaries, respectively: 279

LIncentive = Y
∑

wi∈S+

logP (wi|w<i; I
C ; Θ)

+(1−Y )
∑

wj∈S−

logP (wj |w<j ; I
I ; Θ)

(2) 280

where Y denotes the faithfulness of the summary 281

S. Y = 1 only if all the sentences in S are com- 282

pletely true and Y = 0 as long as any sentence is 283

inconsistent: 284

Y =

{
1 if S− = ∅
0 otherwise

(3) 285

Given II , although there are hallucinations in the 286

generated summary, we still encourage the behav- 287

ior because the model executes the instruction pre- 288

cisely. It is worth noting that only the hallucinatory 289

sentences in the inconsistent summary are taken 290

into consideration while calculating LIncentive, be- 291

cause those factually consistent sentences mixed 292

with them are not supposed to be proper output of 293

II . 294

Apart from teaching the model what it should 295

do, we also teach it what it should not do. In other 296

words, we need to penalize disobeying an instruc- 297

tion. We do not expect the model to generate incon- 298

sistent sentences with IC or consistent sentences 299

with II . Hence, the Penalty Loss for adversarial 300

training is defined as: 301

LPenalty = Y
∑

wi∈S+

log(1− P (wi|w<i; I
I ; Θ))

+ (1− Y )
∑

wj∈S−

log(1− P (wj |w<j ; I
C ; Θ))

(4) 302

Similarly, under IC , we only punish the genera- 303

tion of false sentences. As for the right sentences 304

in factually incorrect summaries, we neither incent 305

nor penalize them because these sentences indeed 306

follow IC . 307

Finally, the total training loss can be written as: 308

L = LIncentive + αLPenalty (5) 309

where α is the hyperparameter to balance the 310

strength of punishment and the training objective. 311
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Figure 3: The diagram of our method. Based on LESSON annotated by ChatGPT and GPT-4, we adopt Incentive
Loss and Penalty Loss to optimize LLMs’ contrastive preferences. Meanwhile, we dynamically calculate the
probing scores of each layer and employ probing specific training to select weak layers to remedy their insensitivity.

3.3 Probing-based Specific Training312

Yu et al. (2023) find that most of the trainable313

parameters can be directly discarded without sig-314

nificantly affecting the capabilities of SFT LLMs.315

In other words, full parameter training for LLMs is316

usually unnecessary, and finding more "profitable"317

modules is crucial for conducting more specific318

and efficient training. Section 3.2 has explained319

how CPO teaches LLMs to follow different instruc-320

tions to generate faithful and fake summaries. Still,321

the performance of instruction following relies on322

distinguishing between consistent and inconsistent323

content. Given that, we conduct probing-based324

training to specifically train those modules being325

unclear about the differences between contrastive326

summaries. Specifically, we utilize a probing set327

named DeFacto (Liu et al., 2023), where each arti-328

cle has a correct summary SC and an incorrect one329

SI . For each summary S (SC or SI ) of a length T ,330

we construct a probing prompt by concatenating331

it with the corresponding article in the format of332

IC and feed it into the model M , whose output333

shape is (N,L,D) (the number of layers, length334

of sequence, and hidden size). Given that, we can335

obtain the hidden states of M ’s different layers:336

F = [f1, f2, ..., fN ] = M(IC ;S)

fu = [fu
1 , f

u
2 , ..., f

u
T ] u ∈ [1, N ]

(6)337

Then, we use the hidden state of the last token338

at layer u to train a binary linear classifier ϕ which339

identifies whether the summary is consistent with340

the source text. The training loss is: 341

LProbing = −
∑
S

YS log ϕ(fu
T )

+ (1− YS) log(1− ϕ(fu
T ))

(7) 342

Finally, the classifiers’ accuracy reflects the layer 343

u’s capability to distinguish the factuality. As 344

shown in Figure 5, the intermediate layers usually 345

have a clear sense of whether the summary is accu- 346

rate, but the bottom and top layers do not have the 347

same ability, which suggests the weakness of these 348

layers in understanding and following instructions 349

precisely. Intuitively, the distinguishing capacity is 350

closely related to the final effect of CPO. We expect 351

the model to be faithful to the context given the con- 352

textual instruction IC on the premise of following 353

instructions precisely, which requires awareness 354

of its generation’s factuality. Considering that, we 355

dynamically probe and select the top-k worst lay- 356

ers to train so that the training stage focuses on 357

the model’s weakness without interference from 358

other layers. The overall training process is listed 359

in Algorithm 1 and various selections of layers are 360

discussed in Appendix C. 361

4 Experiments 362

We conduct extensive experiments to verify the 363

effectiveness of our proposed model DECENT 364

and analyze it using ablation studies, case stud- 365

ies, and visualization results. In this section, we 366

attempt to answer the following research questions: 367

RQ1: Does CPO improve LLM’s summarization 368
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Algorithm 1: Training Process
Input: training set Dt, probing set Dp,

language model M , training epochs
E.

for i = 1, , 2..., E do
Probe the model M on Dp to obtain

probing scores A.
Select the k worst layers according to

the accuracy.
Train the k layers of M with L on Dt.

end
return M

factual consistency? RQ2: Does CPO decouple369

LLMs’ different propensities successfully? RQ3:370

Does Probing-based Specific Training fill the gaps?371

RQ4: Is CPO better than other training strategies?372

4.1 Experimental Details373

Datasets To evaluate the effectiveness of our374

model, we conduct training experiments on LES-375

SON (train-validation split is 9:1), the construction376

and statistics of which have already been explained377

above. Each sample is generated by a certain LLM378

and has a sentence-level annotation. The auto evalu-379

ation is based on ChatGPT and GPT-4. The prompt380

is the same as the one we use to collect factual381

consistency annotation, whose reliability has been382

proven in Section 3.1. As for the human evaluation,383

we collect 300 articles from the test set of original384

datasets, and the model-generated summaries are385

assigned to human annotators after shuffling. Each386

summary is evaluated by two workers while mask-387

ing its source (the workers do not know whether388

the summary comes from CPO+PST or original389

backbones). The evaluation criterion is discussed390

in Appendix D.391

Backbones To initialize the summarization392

model, we use ChatGLM2-6B, LLaMA2-7B-chat,393

Koala-7B, Tulu-7B, Vicuna-7B, and BLOOMZ-7B.394

Noteworthily, we focus on how to improve LLM’s395

factual consistency for summarization and do not396

expect to instruction-tune them from the beginning,397

so we choose these models as backbones because of398

their ability to understand and execute the instruc-399

tions for summarization, despite lots of hallucina-400

tions in their generation. To prove the effectiveness401

of our approach more comprehensively, we also402

conducted the experiment on OPT-6.7B and Pythia-403

12B, which are only pre-trained without any extra404

instruction tuning. 405

Experimental Settings We conducted parallel 406

training on 8*NVIDIA A100 80G for all back- 407

bones. The batch size is set to 8, and the number 408

of epochs is set to 5. The learning rate is 1e-5, and 409

the weight decay is 3e-7. WarmupLR scheduler 410

is also used with a warmup ratio of 0.2. As for 411

hyperparameters, we set α as 0.05. 412

Models
XSum CNN/DM

ChatGPT GPT-4 ChatGPT GPT-4

ChatGLM2 (6B)
vanilla 0.47 0.43 0.88 0.87
CPO 0.52 0.45 0.81 0.83

CPO+PST 0.55 0.42 0.83 0.88

LLaMA2 (7B)
vanilla 0.76 0.78 0.89 0.88
CPO 0.81 0.79 0.81 0.82

CPO+PST 0.84 0.89 0.85 0.84

Koala (7B)
vanilla 0.58 0.67 0.64 0.82
CPO 0.75 0.72 0.76 0.85

CPO+PST 0.83 0.81 0.78 0.84

Tulu (7B)
vanilla 0.72 0.71 0.78 0.80
CPO 0.76 0.72 0.80 0.82

CPO+PST 0.82 0.81 0.91 0.86

Vicuna (7B)
vanilla 0.61 0.71 0.58 0.56
CPO 0.84 0.78 0.77 0.72

CPO+PST 0.81 0.84 0.74 0.76

BLOOMZ (7B)
vanilla 0.74 0.54 0.74 0.80
CPO 0.76 0.59 0.76 0.84

CPO+PST 0.78 0.76 0.85 0.83

OPT (6.7B)
vanilla 0.12 0.22 0.62 0.53
CPO 0.71 0.71 0.88 0.84

CPO+PST 0.80 0.86 0.84 0.92

Pythia (12B)
vanilla 0.50 0.35 0.53 0.34
CPO 0.71 0.67 0.74 0.67

CPO+PST 0.85 0.72 0.87 0.86

Table 3: Overall factual consistency.
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Figure 4: The win rate of CPO+PST on factual consis-
tency under human evaluation.

4.2 RQ1: Does CPO with PST improve 413

LLM’s factual consistency? 414

As shown in Table 3 and Figure 4, CPO+PST sig- 415

nificantly improves the LLMs’ factual consis- 416

tency under both automatic and human evalua- 417

tion. ChatGPT and GPT-4 may generate different 418

opinions on the same article with their own stan- 419

dards and preferences, but our method performs 420

well under both assessment systems. CPO+PST 421

performs better than CPO (full-parameter fine- 422

tuning), proving CPO benefits from specific train- 423

ing. The human evaluation for other qualities of 424
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summaries can be found in Appendix E, indicating425

they are not sacrificed to improve faithfulness.426

It’s worth noting that nearly all these models427

are pre-trained or instruction-tuned on CNN/DM,428

so their original performance on CNN/DM (in-429

domain) is much better than that on XSum (out-of-430

domain). For example, ChatGLM2 and LLaMA2431

are tuned on CNN/DM and OpenAI Summa-432

rize (Stiennon et al., 2020) (a variant of CNN/DM433

with human feedback), respectively. The extra434

SFT can easily lead to overfitting because they435

have been thoroughly trained in the domain, and436

PST alleviates it to some extent.437

OPT-6.7B and Pythia-12B have yet to be438

instruction-tuned, resulting in their inability to un-439

derstand the instructions(they often output invalid440

content like URLs and continuations of the origi-441

nal article). However, after training by CPO+PST,442

they can achieve a competitive performance com-443

pared to the others having been instruction-tuned444

on large-scaled in-domain corpora, which indicates445

CPO teaches the models to summarize precisely446

with a pretty small amount of data, and models’447

essential instruction understanding capacities448

do not constrain its effectiveness.449

4.3 RQ2: Does CPO decouple LLMs’450

different propensities successfully?451

In this section, we evaluate the effectiveness of452

CPO from the perspective of following both IC453

and II . As Table 4 shows, given the same arti-454

cle, there’s a visible difference between their cor-455

responding generations. IC generates the factu-456

ally consistent summary, while II summarizes457

with hallucinations. Interestingly, these halluci-458

nations are not completely irrelevant to the source459

article. On the contrary, they are generated through460

the "reasonable" imagination and inference of the461

model, which makes the wrong summary seem like462

an adaptation of the original article. For example,463

II can write what will happen as what has already464

happened, add some fake details, overgeneralize,465

and disguise the replacement of concepts. More466

examples can be found in Appendix F.467

4.4 RQ3: Does Probing-based Specific468

Training fill the gaps?469

For a fine-grained observation, we conduct probing470

tests for each attention head of the models. Fig-471

ure 5 indicates that CPO remarkably enhances472

LLM’s discernment capacity, especially for the473

bottom and top layers, which are originally insen-474

Source: The stone memorial is on the banks of
Llyn Egnant - one of the famous Teifi pools - near
the village of Ffair Rhos in Ceredigion. He died
last year at the age of 86. A prominent figure in the
Welsh fishing community, Mr Morgan once took
the former US President Jimmy Carter on a fishing
trip in mid Wales and they became great friends.
The stone memorial was unveiled by his widow, Ju-
lia Morgan. He was described as the "grand-daddy
of game angling in Wales" by Cheryl Bulman, of
Tregaron Angling Association, which is celebrat-
ing its centenary year. She said that Mr Morgan,
the Teifi River and Tregaron Angling Association
were "intrinsically linked".
IC : A stone memorial has been unveiled on the
banks of a Welsh lake to commemorate the life of
a prominent fisherman who died last year.
II : A stone memorial for a former fishing guide has
been unveiled in Wales. The memorial, located on
the banks of a river in the Teifi Valley, was erected
by his widow and dedicated to his memory.

Table 4: Different outputs of Vicuna (7B) under Icom
and Iemb after being trained by CPO. The words in red
are hallucinations.

Models
Vicuna (7B) LLaMA2 (7B) BLOOMZ (7B)

ChatGPT GPT-4 ChatGPT GPT-4 ChatGPT GPT-4
Vanilla 0.61 0.71 0.76 0.78 0.74 0.80

SFT 0.75 0.76 0.77 0.74 0.77 0.78
Contrastive Learning 0.81 0.66 0.76 0.75 0.75 0.73

Unlikelihood Optimizing 0.71 0.74 0.77 0.65 0.78 0.72
Decoupling 0.77 0.72 0.79 0.67 0.74 0.71

PPO 0.75 0.81 0.70 0.78 0.74 0.72
DPO 0.80 0.74 0.83 0.89 0.82 0.73
CPO 0.84 0.78 0.81 0.79 0.76 0.84

CPO+PST 0.81 0.84 0.84 0.89 0.85 0.83

Table 5: CPO+PST compared with current strong train-
ing strategies for LLMs’ summarization.

sitive. The statistics of probing scores are listed in 475

Appendix G, which are aligned with the visualiza- 476

tion, proving CPO enables LLMs to distinguish be- 477

tween consistent and inconsistent summaries more 478

clearly. 479

In addition, we also find probing-based spe- 480

cific training is much more stable than full- 481

parameter fine-tuning. The variations in factual 482

consistency of different checkpoints are shown in 483

Figure 6. The performance of training without PST 484

first peaks and then declines rapidly, while train- 485

ing with PST maintains a high consistency, which 486

indicates that full-parameter fine-tuning is easily 487

affected by unnecessary training. Still, PST poten- 488

tially makes the training stage more targeted. 489

4.5 RQ4: Is CPO better than other training 490

strategies? 491

We try different training strategies and compare 492

them with CPO in Table 5, including: 493

SFT: Only train the model on high-quality pos- 494

itive samples (Incent the output of truthful sum- 495
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Figure 5: The head-level probing results. Darker green means higher accuracy.
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Figure 6: The factual consistency of the checkpoints
under different training epochs on XSum.

maries). Contrastive Learning: Use the Mixed-496

Contrast Loss (Sun et al., 2023) for negative sam-497

ples in SFT (Incent the output of truthful sum-498

maries and penalize the hallucinations). Un-499

likelihood Optimizing: Introduce Unlikelihood500

Loss (Li et al., 2020) to training (Incent the output501

of truthful summaries and penalize the hallucina-502

tions). Decoupling: Decouple the models’ abili-503

ties (Incent both truthful and false summaries as504

long as they are consistent with the instructions).505

PPO: Apply reinforcement learning with a reward506

model (Schulman et al., 2017) (Proximal policy507

optimization). DPO: Replacing the reward scores508

in PPO with chosen-rejected pairs (Rafailov et al.,509

2023) (Direct preference optimization). CPO: Ad-510

versarially decouple the model’s propensities to511

generate faithful and fake content (Incent both512

truthful and false summaries and penalize dis-513

obeying the instructions). CPO+PST: CPO with514

probing-based efficient training.515

All these training strategies improve the perfor-516

mance of the vanilla model to different degrees. In517

general, the effect of the incentive-only paradigm is 518

more stable than that of the incentive-with-penalty 519

paradigm, which indicates that the punishment 520

for generating hallucinations may affect the sta- 521

bility of the training process. Outperforming SFT 522

and Decoupling, CPO and CPO+PST get the best 523

factual consistency on most tests, indicating that 524

adversarially training is significant and PST makes 525

it possible to train just several layers of a model to 526

achieve a competitive or even better performance 527

compared with full-parameter fine-tuning. 528

In addition, we also compared them with RL- 529

based methods. PPO relies on reward models, 530

while DPO requires paired data. By contrast, CPO 531

can train the model in an SFT paradigm, which is 532

much more flexible and accessible than the stan- 533

dard RL paradigm. The higher consistency of 534

CPO+PST compared with PPO and DPO indicates 535

that distinguishing which summary is better at 536

the document level may be too difficult for train- 537

ing. 538

5 Conclusion 539

This paper points out the problems of applying 540

previous methods for summarization factual con- 541

sistency to LLMs. We construct a summarization 542

dataset (LESSON) and propose Contrastive Pref- 543

erence Optimization with Probing-based Specific 544

Training to improve factual consistency. The exper- 545

imental results demonstrate the effectiveness of our 546

method on the most common LLMs. We expect 547

our work will direct more scholarly attention to 548

constructing new datasets and enhancing factual 549

consistency from the perspective of LLMs. 550
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Limitations551

In this paper, we propose Contrastive Preference552

Optimization with Probing-based Specific Train-553

ing. Although CPO+PST significantly improves554

the factual consistency of all backbones, unnec-555

essary training can easily affect its performance,556

especially on the in-domain dataset. As discussed557

in Section 4.2 and Appendix C, selecting an appro-558

priate value for hyperparameters is essential.559
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A The details about data collection.939

In this section, we talk about the details of data940

collection. The models used to generate summaries941

come from GPT-family (Zhang et al., 2022), GLM-942

family (Du et al., 2022; Zeng et al., 2023) and943

LLaMA-family (Touvron et al., 2023a,b; Longpre944

et al., 2023; Köpf et al., 2023; Peng et al., 2023;945

Prompt: Answer which sentences in the summary
are not consistent with the corresponding article.
Provide the answer in JSON format like this: {"in-
consistent_sentence": [indexes of inconsistent sen-
tences], "consistent_sentence": [indexes of consis-
tent sentence]}
<article>
Like last year big-spending Mazembe drop into
the Confederation Cup after exiting the Champions
League before the group stage. The Congolese,
who have are five-time African champions, will
be hoping to appoint a new coach before the two
matches in April to decide who advances group
stage. This after the club announced that French-
man Thierry Froger had left by mutual consent after
just over one month in charge. Mazembe said he
had not achieved his goal of reaching the Champi-
ons League quarter-finals after they Mazembe lost
to Zimbabwe’s CAPS United on the away goals
rule in the round of 32. Two-time African champi-
ons Kabylie beat Congo’s Etoile to reach the play-
offs. Tuesday’s draw for pits losers from Cham-
pions League against second-round winners from
the Confederation Cup to decide who reaches the
expanded group stage. This year’s tournament will
feature 16 teams in four pools up from eight sides
in previous years.
</article>
<summary>
(0) The Confederation Cup draw has taken place,
with 16 teams split into four groups.
(1) The Congolense will face off against the second-
round winners of the Confederation Cup.
</summary>
ChatGPT’s response: {"inconsistent_sentence": [0,
1],"consistent_sentence": []}
GPT-4’s response: {"inconsistent_sentence":
[1],"consistent_sentence": [0]}

Table 6: An example of how to use the annotation
prompt. The words in red are hallucinations.

Chaudhary, 2023), including BLOOMZ-7B, Chat- 946

GPT, GPT-4, ChatGLM-6B, LLaMA2-7B-chat, 947

LLaMA2-13B-chat, Koala-7B, Koala-13B, Tulu- 948

7B, Tulu-13B, Vicuna-7B, and Vicuna-13B. 949

Even though we explicitly inform the models to 950

"write a summary consistent with the above arti- 951

cle", they still make many factual mistakes. Note- 952

worthily, some summaries even involve errors other 953

than hallucinations, including sentence fragments 954

and mixtures of multiple languages, which is harm- 955

ful to the SFT stage. Given that, we remove these 956

poor-quality ones by heuristic rules. Otherwise, 957
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Models
XSum CNN/DM

POS NEG POS NEG
chatglm-6b 84 374 - -

koala-7b 187 216 108 143
koala-13b 210 207 77 142
vicuna-7b 136 164 41 69
vicuna-13b 78 68 94 87
llama-7b 297 183 167 237

llama-13b 283 197 170 244
tulu-7b 222 228 213 122
tulu-13b 272 206 209 151
bloom-7b 175 308 - -

chatgpt/gpt-4 1577 494 1673 167

Table 7: The composition of LESSON. POS and NEG
indicate the number of positive summaries (all the sen-
tences are factually consistent) and the number of neg-
ative summaries (at least one sentence is inconsistent
with the original text).

some summaries exceed the max length limitation,958

which may cause errors during the training, so we959

delete them from the dataset.960

It is worthy noted that the ChatGPT’s response961

may be different from GPT-4’s, so we fetch the962

union of their annotations to get a high recall. In963

other words, the method will be pretty strict with964

the summary and sometimes may regard some true965

sentences as false ones according to the annotators’966

preferences. Still, it is acceptable for the training967

stage because that forces the model to learn a more968

rigorous expression.969

After annotating with ChatGPT and GPT-4, we970

get the final dataset - LESSON. The statistics of971

LESSON are shown in Table 2 and Table 7.972

B The details of prompts.973

This section introduces the prompts to collect an-974

notations and conduct adversarial decoupling.975

The prompt to collect sentence-level annota-976

tions is:977

Answer which sentences in the summary are not978

consistent with the corresponding article. Provide979

the answer in JSON format like this: {"inconsis-980

tent_sentence": [indexes of inconsistent sentences],981

"consistent_sentence": [indexes of consistent sen-982

tence]}983

<article> [ARTICLE] </article>984

<summary> [SUMMARY] </summary>985

As shown in Table 6, we split the summary into986

sentences and add indexes in front of them. Other-987

wise, we find numbering the sentences from zero988

is much better than numbering from one. In this989

way, we can get annotations from ChatGPT and990

GPT-4 in JSON format. However, the ChatGPT’s 991

response may be different from GPT-4’s. Each of 992

ChatGPT and GPT-4 only has a balanced accuracy 993

less than 70%, but the union of their annotation can 994

reach 76.7%, which means they have minor dis- 995

agreements. Considering that, we fetch the union 996

of their annotations to get a high recall. In other 997

words, the method will be pretty strict with the sum- 998

mary and try to detect each hallucination. Some- 999

times, it will regard some true sentences as false 1000

ones according to their own preferences. Still, it is 1001

acceptable for the training stage because that forces 1002

the model to learn a more rigorous expression. In 1003

the final evaluation, we still use ChatGPT and GPT- 1004

4 separately because they are two different sets of 1005

assessment systems anyway. 1006

As for the seed prompts in Section 3.2, the inter- 1007

nal instruction seed named as II is: 1008

Article: [ARTICLE]. Write a summary inconsistent 1009

with the above article in no more than 40 words: 1010

and the contextual instruction seed named as IC 1011

is: 1012

Article: [ARTICLE]. Write a summary consistent 1013

with the above article in no more than 40 words: 1014

Noteworthily, the instruction Icom is also used in 1015

Section 3.1 to collect real model-generated sum- 1016

maries. Certainly, the LLMs are not aware of how 1017

to meet "consistent" and "inconsistent" before 1018

training, so there are still lots of hallucinations in 1019

the original summaries. 1020

C The number of trainable layers. 1021

Models ChatGPT GPT-4
CPO+PST (k=2) 0.84 0.79
CPO+PST (k=4) 0.81 0.84
CPO+PST (k=8) 0.76 0.82
CPO+PST (k=16) 0.74 0.77

CPO+Random (k=4) 0.79 0.80
CPO+Best (k=4) 0.81 0.72

Table 8: Results of Vicuna (7B) trained with different
training strategies.

In this section, we show the influence of the se- 1022

lection of trainable layers on the final performance. 1023

As Table 8 shows, different settings for k vary in the 1024

final effectiveness. A smaller k makes the model in- 1025

adequately trained, while a larger one causes over- 1026

fitting. So, it is crucial to flexibly choose differ- 1027

ent values of k according to different backbones, 1028

especially for those having trained on in-domain 1029
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Source: Its futuristic curves fit nicely with Tokyo’s Olympic slogan: "Discover Tomorrow." But it
comes at a huge price: more than $1.5 billion. That is just a small part of the $8 billion that will
be spent on refurbishing old stadiums and building new ones. So it’s all good news for Japan’s
construction companies, who have long been suckled on the teat of government spending. But all this
money going it to Tokyo may be less good news for other parts of the country, particularly...
IC : The announcement of Tokyo as the winning city for the Olympic Games has caused excitement
among Japanese people, but also raises questions about the impact on the country’s economy...
II : The Japanese government has spent more than $8 billion on refurbishing and building new
stadiums for the Olympic Games, which will be held in Tokyo...
Source: Lam, 28, joined the club in 2014 and, despite missing out on promotion to the Premiership,
the Samoa forward has ignored interest elsewhere to re-sign. He says the challenge of getting the club
into the top flight was one he could not walk away from after their play-off loss to Worcester in May.
"I feel I’ve got unfinished business here," Lam told BBC Radio Bristol... I got a couple of approaches
from other clubs but I couldn’t see myself leaving having not helped them get promoted," he said...
IC : Lam re-signs with Bristol after play-off loss, says he couldn’t leave the club without helping them
get promoted.
II : Lam, a forward for Bristol Rugby, has signed a new contract with the club, committing to the
team until 2022.
Source: Shocked by the incident and other similar attacks on Africans in India, independent pho-
tographer Mahesh Shantaram began documenting the lives of Africans living in India. Beginning
with Bangalore, Shantaram travelled to the cities of Jaipur, Delhi and Manipal, choosing to focus on
students, as they are a small and vulnerable group. Shantaram’s series of intimate portraits is part of
an upcoming exhibition organised by Tasveer...
IC : A photographer has captured images of Africans in India, highlighting the challenges faced by
Africans in the country.
II : An exhibition of photographs by Mahesh Shantar is being held in Bangalore to showcase the lives
of African students in India.

Table 9: Different outputs of Vicuna (7B) under different instructions after training. The words in red are
hallucinations.

datasets. On the other hand, randomly selecting1030

the trainable layers or selecting the ones with the1031

highest probing scores do not behave better than1032

PST, which indicates the significance of training1033

the weak layers.1034

D The human evaluation criterion.1035

In this section, we show how to conduct human1036

evaluation. The human annotators are asked to eval-1037

uate the summaries from the perspective of factual1038

consistency. Each article has two corresponding1039

summaries (the original backbone generates one,1040

and CPO+PST generates the other), and the work-1041

ers must annotate the index of the better one. The1042

source of summaries is masked to make a fair com-1043

petition, which means the workers will not know1044

where the summary comes from.1045

Table 10 shows three cases. In the first case,1046

Summary 1 contains hallucinations, but Summary1047

2 does not, so the better summary is Summary 2.1048

In the second case, both summaries are factually 1049

consistent. However, Summary 1 is more compre- 1050

hensive, so we prefer it to Summary 2. On the 1051

other hand, the annotators are supposed to choose 1052

the one with minor mistakes, while both summaries 1053

have hallucinations. In the last case, it is hard to 1054

tell which hallucination is more "acceptable". Con- 1055

sidering that, we allow the workers to annotate it 1056

as "0" while it is hard to choose a better one. 1057

E The human evaluation for coherence 1058

and content coverage. 1059

Figure 7 and Figure 8 show the win rate of 1060

CPO+PST on coherence and content coverage, re- 1061

spectively. Coherence means logical, orderly, and 1062

consistent relation of parts, and content coverage in- 1063

dicates how many critical points of the original text 1064

are covered by summary. The human evaluation 1065

criterion is similar to Appendix D. The workers 1066

must annotate the index of the better one. 1067
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Article: Even though the UK as a whole voted to leave the EU, in Scotland most people voted to
remain. Now, some people are saying that Scotland should get independence from the rest of the UK,
so that it can join the EU again on its own. Naz has been in Scotland to see what kids there think.
Summary 1: Scottish children want independence from the UK so they can rejoin the EU, despite the
majority of the UK voting to leave.
Summary 2: Scotland voted to remain in the EU, but most of the UK voted to leave. Some Scots are
now calling for independence to rejoin the EU.
Which is better?: 2
Article: Concerns had been raised by the Pakistan Cricket Board over threats from Hindu extremists,
who attacked the offices of Indian cricket’s governing body last year. However, PCB chairman
Shaharyar Khan said on Thursday that the team had been cleared to play in March and April. "As
a duty of care, we have asked [world cricket governing body] the ICC to put in place special
arrangements for the Pakistan cricket team while in India." The World T20 runs from 8 March to 3
April...
Summary 1: Pakistan’s cricket team has been cleared to tour India in March and April for the World
T20, despite concerns over Hindu extremist threats. The PCB has asked the ICC to provide special
security arrangements for the team.
Summary 2: The Pakistan cricket team has been given clearance to play in India in March and April
for the World T20, despite concerns over threats from extremists.
Which is better?: 1
Article: Lambing season is a busy time for farmers, with thousands of baby sheep being born across
the UK. Ten-year-old Tom and his sister Mali have been helping their family during lambing season.
Around 4,000 lambs will be born on Tom and Mali’s farm this year. Leah visits north Wales to meet
them, and to find out just how busy it can be...
Summary 1: Farming siblings Tom and Mali have been lambing sheep for the last three years.
Summary 2: Tom and Mali, aged 10 and 12, are helping their family on their farm in north Wales
during Lambing season. They expect to birth around 4000 lams this year.
Which is better?: 0

Table 10: Three examples of human evaluation.

Compared with the factual consistency, the in-1068

crease in coherence is slight. As for the content1069

coverage, CPO+PST shows a noticeable improve-1070

ment. The enhanced model tends to summarize in a1071

more general way instead of a detailed description,1072

which may be one reason for improving factual1073

consistency and content coverage.1074

F More examples about decoupling.1075

This section shows the difference between outputs1076

under IC and II . As shown in Table 9, given the1077

same article, there are obvious differences between1078

their generations. In the first example, II writes1079

what will happen as what has already happened.1080

In the second example, II adds a specific year,1081

which does not appear in the source text. In the1082

last example, II confuses place names and replaces1083

"Africans" with "African students". As mentioned1084

in Section 4.3, the hallucinations are not entirely1085

irrelevant to the source text and seem like an adapta-1086

tion of the original article. In other words, II does 1087

not fabricate without any basis but embellishes the 1088

source text. 1089
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Figure 7: The win rate of CPO+PST on coherence under
human evaluation.

G The head-level probing scores. 1090

This section shows the mean, maximum and min- 1091

imum of head-level probing scores. As shown in 1092

Table 11, after being trained by CPO with PST, 1093

the attention heads of backbones achieve a higher 1094
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Figure 8: The win rate of CPO+PST on content cover-
age under human evaluation.

Models Mean Max Min

LLaMA2 (7B)
vanilla 0.7005 0.7545 0.6502
trained 0.7045 0.7722 0.6598

Koala (7B)
vanilla 0.6898 0.7421 0.6283
trained 0.6951 0.7572 0.6364

Tulu (7B)
vanilla 0.6871 0.7613 0.5953
trained 0.7013 0.8011 0.6310

Vicuna (7B)
vanilla 0.6862 0.7476 0.6296
trained 0.7055 0.7545 0.6543

Table 11: Statistics of head-level probing scores (the
mean, maximum and minimum of probing scores of all
the heads).

probing score, which means they have a stronger1095

ability to distinguish consistent and inconsistent1096

summaries. The conclusion is aligned with the1097

visualization in Section 4.2.1098
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