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Abstract

Aiming to generalize the well-trained gaze estimation model to new target domains,
Cross-domain Gaze Estimation (CDGE) is developed for real-world application
scenarios. Existing CDGE methods typically extract the domain-invariant features
to mitigate domain shift in feature space, which is proved insufficient by General-
ized Label Shift (GLS) theory. In this paper, we introduce a novel GLS perspective
to CDGE and modelize the cross-domain problem by label and conditional shift
problem. A GLS correction framework is presented and a feasible realization is
proposed, in which an importance reweighting strategy based on truncated Gaus-
sian distribution is introduced to overcome the continuity challenges in label shift
correction. To embed the reweighted source distribution to conditional invariant
learning, we further derive a probability-aware estimation of conditional opera-
tor discrepancy. Extensive experiments on standard CDGE tasks with different
backbone models validate the superior generalization capability across domain and
applicability on various models of proposed method.

1 Introduction

Gaze estimation (GE) is crutial for understanding human attention in many areas, such as human-robot
interaction [40], virtual reality [33] and medical analysis [24]. Recently, leveraging the capabilities
of deep models, appearance-based gaze estimation [48, 25, 17] has attracted wide attention due to its
low device requirements and end-to-end workflows. However, the great performance of deep models
relies on the identical assumption of training and testing data distributions, which is hard to fulfill
in real-world applications. When being applied across data domain, models’ performance usually
degrade dramatically due to the domain shift caused by the changes of subjects, environment, etc.
Therefore, dealing with the cross-domain gaze estimation (CDGE) problem is crutial for expanding
application prospects of gaze estimation.

Existing CDGE methods can be divided into two categories: Domain Generalization (DG) [5,
32, 43] and Unsupervised Domain Adaptation (UDA) [10, 1]. Technically, DG methods mainly
focus on removing gaze-irrelevant factors from samples to obtain domain-invariant features that are
generalizable to unseen target domains. And UDA methods typically align the feature distributions
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so the predictor trained on them can be generalized to the specific target domain. Therefore, existing
methods can be essentially summarized as the domain-invariant representation learning methods.

In this paper, we introduce a generalized label shift (GLS) perspective to CDGE problem. Formally,
the GLS consists of distribution shifts in both the label and conditional distribution. We point out that
in CDGE problem the difference of gaze range and concentration area results in label shift, while the
conditional shift often arises from the difference of data collection environment. Integrating these
two shifts, the CDGE problem is characterized as a GLS problem. According to GLS theory [31, 23],
when the label shift exists, the invariant representation learning is insufficient to correct the domain
shift. Therefore, in contrast to previous work, we introduce the GLS correction framework as a new
paradigm to settle the CDGE problem. An intuitive illustration is provided in Fig. 1.

Remove

Invariant
representation

learning

Invariant
representation

learning

Invariant
representation

learning

Probability-aware
Unlabeled 

Target data 

Unlabeled 

Target data 

Labeled 

Source data 

Labeled 

Source data 

Alignment

Label shift 

correction

Predict

GazeGaze

Gaze irrelevant factorsGaze irrelevant factors

DGDGUDAUDAGLSGLS

Figure 1: Illustration of GLS correction framework.
The DG and UDA methods typically learn the in-
variant representation across domains. Differently,
the proposed GLS correction framework consider
both the label shift correction and the probability-
aware invariant representation learning. Note that
the color of the "Alignment" component is split
into orange and black to indicate that both GLS
and UDA perform distribution alignment.

Existing GLS correction methods are primarily
developed for classification problems, in which
the label variables are discrete and finite. The la-
bel shift correction methods typically require it-
eration over all classes to estimate the class-wise
distribution proportions, which is impractical for
regression problems with continuous label vari-
ables, such as gaze variable. On the other hand,
the conditional distribution alignment method
proposed for regression problem such as Condi-
tional Operator Discrepancy (COD), is operator-
based method that entails the expectation oper-
ation on label variable, which is vulnerable to
the label shift. Therefore, we propose a GLS
correction method that is feasible for gaze es-
timation. Specifically, the label distribution is
modeled as a bivariate truncated Gaussian dis-
tribution, based on which the continuous impor-
tance weight function is estimated to correct the
label shift. Further, a probability-aware estima-
tion of COD is derived, which enables the opera-
tor embedding of reweighted source distribution.
Generally, our contributions are summarized as
follows:

• A novel GLS perspective is introduced and the CDGE problem is characterized as a GLS prob-
lem. The insufficiency of existing CDGE methods for successful cross-domain generalization is
inferred from the GLS theory. Then a GLS correction framework is presented as a new paradigm
to settle the CDGE problem.

• A GLS correction method feasible for CDGE problem is further developed to overcome the chal-
lenges arise from the continuity of gaze variable, in which a continuous importance reweighting
strategy is proposed and a probability-aware estimation of COD is derived.

• Extensive validations are conducted on standard cross-domain tasks with different backbone
models. The proposed GLS correction method achieve SOTA performance in comparison
experiments, and significantly reduces the prediction error by 27.2%, 26.3%, 19.1% and 12.1%
on four backbone models. The evaluation results highlight its superior generalization capability
in cross-domain tasks and applicability across backbone models.

2 Preliminary

2.1 Problem Setup

LetX and Y be image and gaze variables defined on X and Y , Ds = {(xs, ys)} and Dt = {(xt, yt)}
be source and target domains with elements sampled from variables following different distributions,
i.e., (xs, ys) ∼ (Xs, Y s) ∼ P s

XY and (xt, yt) ∼ (Xt, Y t) ∼ P t
XY . For distribution P , the

lowercase p is the probability density function. Denote g : X → Z ∈ Z as the feature transformation,
h : Z → Y as the gaze predictor, then a learning model can be regarded as a tuple (g, h). Let
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ℓ(·, ·) : Y × Y → R+ be a loss function, then the CDGE problems aim to learn the model that
minimizes the prediction error in target domain as

argmin
g,h

εt(h ◦ g) = EP t
XY

[ℓ(h(g(X)), Y )] , (1)

with only source samples and unlabeled target samples or only labeled source samples available.

2.2 Cross-domain Gaze Estimation (CDGE)

Existing CDGE methods can be roughly categorized as DG and UDA methods:

DG methods. Puregaze [5] and GazeCon [39] tackle the CDGE problems by gaze feature purifi-
cation [3], which eliminate the gaze-irrelevant factors to obtain gaze-specific feature. GFAL [38]
utilizes the gaze frontalization process and CUDA-GHR [12] adopts gaze redirection [44] as auxiliary
learning task to improve the generalization capability of features. An attractive advantage of DG
methods is that they don’t need target domain samples and the gaze features can be generalized to
unseen target domain. However, the improvement is usually limited due to the absence of knowledge
from target domain.

UDA methods. Given some unlabeled samples from target domain, the UDA methods enhance the
model performance in target domain by distribution alignment. DAGEN [10], PnP-GA [20] and
PnP-GA+ [18] align the source and target distributions by different metrics while CRGA [34] and
HFC [19] minimize the discrepancy in a contrastive learning paradigm. Recently, UnReGA [4],
DUCA [46] propose to extract domain-invariant representations by reducing the uncertainty within
features. Although these DG and UDA methods differ in technology, they essentially focus on
domain-invariant representation learning.

2.3 Generalized Label Shift (GLS) Theory

A joint distribution PXY can be factorized as PXY = PX|Y PY . Then the discrepancy between P s
XY

and P t
XY is naturally deduced to the following two shifts:

P s
Y ̸= P t

Y , (label shift) (2)

P s
X|Y ̸= P t

X|Y . (conditional shift) (3)

Most of the works concentrate on correcting one of them and assume the other shift has been
corrected. Specifically, conditional shift correction methods [21, 22] aim to learn conditional invariant
transformation g : X → Z such that P s

Z|Y = P t
Z|Y , while label shift correction methods [16, 9, 42]

estimate reweighting strategy ω for source label distribution such that P t
Y = P s

Y ω ≜ ωP s
Y . By

integrating the label and conditional shift, GLS problem is developed as a general setting on the joint
distribution. Recent theoretical results [50, 31, 23] have verified the sufficiency and necessity of GLS
correction for domain shift minimization:

• (Necessity) If the label shift exists, the invariant representation learning is insufficient to
minimize the domain shift.

• (Sufficiency) The domain shift are sufficiently bounded by the label shift and conditional shift
between domains.

However, existing GLS methods [45, 30, 29, 14] are developed for classification scenarios with finite
classes. The typical class probability ratio estimation [35] and class-wise conditional alignment
methods [27] are infeasible for regression problems with continuous and infinite label variable.

3 GLSGE: Perspective and Methodology

Here we provide a brief overview of the following sections. In Sec. 3.1, we introduce a novel GLS
perspective to CDGE problem. In Sec. 3.2, we present the GLS correction framework and point
out that existing DG and UDA methods can be viewed as partial realizations of this framework. In
Sec. 3.3 and Sec. 3.4, we provide a feasible realization of the framework, in which a continuous
importance reweighting strategy and a probability-aware estimation of COD are proposed to overcome
the challenges arise from the continuity of gaze variable. In Sec. 3.5j, we summarize the proposed
GLS correction method.
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3.1 A GLS Perspective of CDGE problem

(a) label shift (b) conditional shift
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Figure 2: A GLS perspective of CDGE prob-
lem. (a) The label probability functions differ in
functions support (colored area) and probability
values (color degree), resulting the label shift
between domains. (b) Conditional distributions
of the same gaze label may differ due to factors
like identity, background and illuminations.

By the triangle inequality, the target prediction
error can be easily factorized as

εt(h ◦ g)︸ ︷︷ ︸
target error

≤ εs(h ◦ g)︸ ︷︷ ︸
source error

+ |εs(h ◦ g)− εt(h ◦ g)|︸ ︷︷ ︸
domain shift

,

(4)

where the last term is often regarded as the do-
main shift. Therefore, solving Eq. (1) with only
source domain samples and unlabeled target do-
main samples available is reduced to minimize the
source prediction error εs(h ◦ g) and the domain
shift |εs(h ◦ g)− εt(h ◦ g)|. As mentioned above,
the domain shift is bounded by the GLS problem
between domains. And we further point out that
the CDGE problem can be indeed characterized as
the GLS problem. An intuitive illustration of the
characterization is shown in Fig. 2. The detailed
analyses are as follows:

Label shift. In CDGE problem, the source domain is usually larger than the target domain, in the
meaning that the gaze distribution of source domain has a larger support. Meanwhile, in different
application scenarios, people may focus their attention in different directions, leading to variety
of gaze concentration area. So the probability of the same gaze may also differ. Generally, the
observation above can be described as

supp ptY ̸= supp psY ,

P t
Y (y) ̸= P s

Y (y), ∃ y ∈ supp ptY ∩ supp psY .
(5)

where supp PY is the support of the gaze distribution. These formula induce the label shift Eq. (2).

Conditional shift. The difference in sample level is more intuitive. In different scenarios the
appearance image may differ significantly due to the background, illuminations, etc, leading to the
discrepancy of conditional distributions, i.e.,

P s
X|y ̸= P t

X|y, ∃ y ∈ supp P t
Y ∩ supp P s

Y . (6)

Summarizing Eq. (5) and Eq. (6), the CDGE problem can be modeled as a GLS problem.
Remark 3.1. From a probabilistic perspective, both factorizations of the joint distribution—i.e.,
P (X,Y ) = P (X|Y )P (Y ) or P (Y |X)P (X) —are mathematically valid. However, we adopt
the factorization P (X,Y ) = P (X|Y )P (Y ) because it provides a more intuitive and interpretable
modeling perspective for the CDGE task. Further discussion can be found in Appendix B.

3.2 GLS correction framework for CDGE

Now we introduce the GLS correction framework for CDGE problem as follows:

• Estimating the importance weight function ω(y) and reweighted P s
Y ω ≜ ω(y)P s

Y by

ω = argmin
ω

Llab(P
s
Y ω , P t

Y ). (7)

• Learning conditional invariant transformation g with reweighted source distribution:

g = argmin
g

Lcond(P
s
Z|Y ω , P t

Z|Y ). (8)

• Learning gaze predictor h on reweighted P s
ZY ω by

h = argmin
h

Lsrc(h#P
s
Z , P

s
Y ω ), (9)

where the h#P s
Z denotes the pushforward distribution.
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Figure 3: Overview of the proposed GLS correction method. (a) Reweighting source label distribution
with bivariate Gaussian distribution estimated by pseudo target labels. The reweighted label distri-
bution is utilized in both conditional alignment and task-specific training. (b) Conditional invariant
representation learning. Two sets of conditional distribution are map to RKHS and the discrepancy
is measured by the PCOD. (c) After label and conditional shift correction, i.e., the GLS correction,
predictor trained on source domain can be generalized to target domain. Note that the text color
reflects the component each learning objective is associated with.

The terms L{}(·, ·) denotes the learning Objectives in each step. By considering different steps and
distance on distributions, this framework is connected with existing CDGE methods.

DG methods neglects the label shift since the target domains are unknown in the training stage,
which means ω ≡ 1. Intuitively, DG methods aim at a feature transformation g that only extract
task-specific factors from samples of any domain. In other words, the feature distributions of all
domains are aligned to be the task-specific feature distribution. Formally, considering a distribution
set Pt = {P i

XY }i∈I in which all potential target distributions are involved, the generalization training
process can be described as

argmin
g,h

Lsrc(h#P
s
Z , P

s
Y ) + λ sup

i∈I
LDG(P

s
Z , P

i
Z). (10)

Intuitively, a feature transformation is well generalized to any unseen target domain only when the
extracted feature contains all task-specific information and nothing else, which is extremely hard to
obtain as the target distribution set Pt is unknown and unreachable.

UDA methods greatly improve the generalization capability with a few unlabeled target domain
samples available. However, existing UDA methods in CDGE only consider the domain-invariant
feature learning and neglect the label shift problem. The training process can be abstracted as:

argmin
g,h

Lsrc(h#P
s
Z , P

s
Y ) + λ LUDA(P

s
Z , P

t
Z), (11)

where the LUDA refers to marginal alignment loss or conditional alignment loss. The ideal (g, h) in
UDA method is easier to attain than in DG as there is some unlabeled samples accessible.

In summary, previous works are essentially connected with the invariant representation learning
and omit the label shift correction. According to the GLS theory, such methods are insufficient for
successful cross domain learning when the label shift exists. Therefore, beyond previous methods, we
propose to tackle CDGE problem based on the GLS correction framework. In the following sections,
we provide a feasible realization of proposed framework. Specifically, we (1) modelize the gaze
distribution as bivariate truncated Gaussian distribution for label shift correction and (2) derive an
probability-aware estimation of conditional distribution discrepancy.

3.3 Label Probability Distribution Estimation

Due to the continuity of gaze variable, it is impractical to correct label shift by existing classification-
based methods that iterate over all classes to compute the class-wise distribution proportions. In fact,

5



even though the number of distinct label values is finite in training stage, the gaze variable still admits
the continuous property, which means the discrete clustering is still infeasible. Therefore, we propose
a continuous importance reweighting method that is feasible for CDGE problem.

Note that unlike in general regression tasks, the gaze variable has a specific limited range. In fact,
the range of gaze can be considered as a rectangular region (or a spherical region, depending on the
choice of coordinate system). From a mathematical perspective, the gaze distribution has a compact
support. Besides, in real-world scenarios, people’s gaze is primarily concentrated in a certain area,
with probability becoming lower towards the edges of the support. With these priors, we modelize
the label distribution as a bivariate truncated Gaussian distribution with probability density function:

pY (y) = fTGau(y;µ,Σ, a, b)

=
1a×b(y) fGau(y;µ,Σ)

FGau(v22;µ,Σ)− FGau(v12;µ,Σ)− FGau(v21;µ,Σ) + FGau(v11;µ,Σ)
,

(12)

where y = (y1, y2)
T is the gaze value, 1a×b(y) is the characteristic function. Let v11 =

(a1, b1)
T ,v12 = (a1, b2)

T ,v21 = (a2, b1)
T ,v22 = (a2, b2)

T denote the vertices of the rectangu-
lar range (a1, a2) × (b1, b2), a := (a1, a2) and b := (b1, b2) denote the intervals, fGau(y;µ,Σ)
and FGau(y;µ,Σ) denote the probability and cumulative density functions of bivariate Gaussian
distribution with mean µ and covariance Σ. By estimating the statistics (µ,Σ) with target pseudo
label ŷt = h(g(xt)), the importance weight function takes the form

ω(y) =
fTGau(y; µ̂

t, σ̂t, a, b)

psY
, (13)

Then for any y ∈ supp psY , the reweighted probability can be directly approximated by

psY ω (y) = ω(y)psY (y) = fTGau(y; µ̂
t, σ̂t, a, b), (14)

where the interval vectors a and b are determined by the confidence area of Gaussian distribution.

Note that the truncated Gaussian distribution is only an alternative to model the gaze distribution.
Other continuous distributions with compact support, such as exponential family distributions,
uniform distributions, or even shallow neural networks, can also be utilized. The choice of pY can be
adapted to the characteristics of the specific task or dataset, e.g., in driver gaze datasets where gaze
points tend to concentrate around a few specific directions like forward, mirrors, a truncated Gaussian
mixture model may provide a more accurate fit.

3.4 Probability-Aware Conditional Alignment

Most of the existing conditional invariant learning methods are developed for classification problem
and are trapped in similar dilemma with label shift correction methods in regression problem, i.e.,
the class-wise distribution alignment induces infinite matching problems for PX|y on every possible
y due to the continuity of label variable. To overcome this inevitable obstacle, latest work [41]
propose a Conditional Operator Discrepancy (COD) that admits the metric property on conditional
distributions via the kernel embedding theory to align all PX|y as a whole PX|Y :

d2COD(P
s
Z|Y , P

t
Z|Y ) = ∥Us

Z|Y − U t
Z|Y ∥

2
HK

+ tr(Css
ZZ|Y + Ctt

ZZ|Y − 2Cst
ZZ|Y ), (15)

where UZ|Y and CZZ|Y are conditional operators in Reproducing Kernel Hilbert Space (RKHS).
Note that COD embeds the whole label distribution PY rather than embeds PY (y) one by one to
the RKHS. And it contains the expectation operation on the label variable. Thus, the empirical
estimation provided in [41] is not capable of reweighted label distribution embedding. For example,
the empirical estimation of EPY

[r(Y )] for any function r(y) is
∑

y p̂Y (y)r(y) = 1
n

∑
i∈I r(yi),

regardless of the prior of distribution PY . In contrast, a probability-aware estimation with importance
weight function ω(y) is∑

y

p̂Y ω (y)r(y) =
∑
i∈I

ω(yi)p̂(yi)r(yi) =
1

n

∑
i∈I

ω(yi)r(yi). (16)

Such change in estimation differs the distribution embedding. As we aim to align P t
Z|Y with the

reweighted P s
Z|Y ω rather than P s

Z|Y , it is necessary to derive a probability-aware estimation of COD,

6



denoted by PCOD. We carefully complete the derivation, which involves extensive probability and
matrix analysis. Here we directly present the results of the derivation and provide the details of the
derivation process in Appendix C.

Let {(xs
i ,y

s
i )}ni=1 and {(xt

i,y
t
i)}ni=1 be two sets of samples drawn i.i.d. from source and target

domain, zsi = g(xs
i ), z

t
i = g(xt

i) be the feature extracted by g, kZ : Z × Z → R, kY : Y × Y → R
be the kernel functions on Z and Y . The kernel matrix is computed as (Kss

Z )ij = kZ(z
s
i , z

s
j), and so

as Ktt
Z , Kts

Z , Kss
Y , Ktt

Y and Kts
Y . Let q = (q1, . . . , qn)

T be the discretization vector of reweighted
source label distribution pY ω , n be the number of distinct source sample labels. Then

d̂2PCOD(P
s
Z|Y ω , P t

Z|Y )

=tr(Kss
Z Q(Kss

Y Q+ εI)−1Kss
Y (QKss

Y + εI)−1Q)

+ tr(Ktt
Z(K

tt
Y + εnI)−1Ktt

Y (K
tt
Y + εnI)−1)

− 2tr(Kts
ZQ(Kss

Y Q+ εI)−1Kst
Y (Ktt

Y + εnI)−1) + εtr
[
Gs

Zω (Gs
Y ω + εIn)

−1
]

+ εtr
[
Gt

Z(G
t
Y + εnIn)

−1
]
− 2√

n

∥∥MTKts
ZMω

∥∥
∗ ,

(17)

where the ∥·∥∗ is the nuclear norm, M and Mω are defined by MMT = Hnε(G
t
Y + εIn)

−1 and
MωMωT = Bε(Gt

Y ω + εIn)
−1BT . Other notations used in the formula are summarized in Tab. 1.

1n = (1, . . . , 1)Tn In = diag(1n)
Hn = In − 1

n
1n1

T
n G = HnKHn

Q = diag(q) Hq = Q− qqT = BBT

B = (
√
Q− q

√
qT ) GY ω = BTKY B

Table 1: Part of notations used in PCOD

Note that in practice the target label yt
i is re-

placed by target pseudo label. When the domain
shift is significant, it is difficult for the predic-
tor to produce high-quality pseudo labels at the
begining of training process, which may trap
the model into sub-optimal solutions. For this
reason, we add a marginal alignment term to
improve the reliability of pseudo labels as done
in [41]. Then the probability-aware conditional alignment loss is formulated as

Lcond = d̂PCOD(P
s
Z|Y ω , P t

Z|Y ) + d̂marg(P
s
Z , P

t
Z), (18)

where the d̂marg can be any marginal distribution discrepancy metric. In this paper we adopt the
DAGE-GRAM [26] that is proposed for regression problem.

As the PCOD is derived for the continuity and label shift of gaze variable, it is applicable to other
tasks with similar distributional properties, providing a more general-purpose solution within the GLS
correction framework. Of course, beyond distributional aspects, gaze estimation has other unique
properties, such as rotational equivariance. Integrating these domain-specific priors into the GLS
correction method is an interesting direction for future work.

3.5 GLS Correction Model for CDGE

Combining Sec. 3.3 and Sec. 3.4, we obtain a practical realization of the GLS correction framework:

psY w(y) = fTGau(y; µ̂
t, σ̂t, a, b), (g, h) = argmin

g,h
Lω
src + λLcond (19)

where λ is the trade-off parameter.The task-specific loss Lsrc is the reweighted L1 loss:

Lω
src =

ns∑
i=1

psY ω (ys
i )∥h(g(xs

i ))− ys
i ∥1. (20)

An intuitive illustration is shown in Fig. 3. For convenience, We shortly name our works as GLSGE.
A form of algorithm and computational efficiency analysis are provided in Appendix A.2.

Note that the introduced GLS correction framework is not limited to gaze estimation and can be
potentially extended to a broad range of tasks with similar distributional properties such as pose
estimation. We would also like to emphasize that our contribution is not only in the formulation of a
general framework, but also in the design of a feasible and effective implementation for CDGE. We
believe this step is crucial when adapting the general GLS framework to different tasks, and it often
requires task-specific insights and custom solutions.
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4 Experiment

Method DE DE DG DG Avg→ DM → DD → DM → DD

ResNet-18 8.05 9.03 7.41 8.83 8.33

PureGaze 9.14 8.37 9.28 9.32 9.03
GazeCon 6.50 7.44 7.55 9.03 7.63
GFAL 5.72 6.97 7.18 7.38 6.81
AGG 7.10 7.07 7.87 7.93 7.49
FSCI 5.79 6.96 7.06 7.99 6.95
CGaG 6.47 7.03 7.50 8.67 7.42

DAGEN 5.73 6.77 7.38 8.00 6.97
PnP-GA 5.53 5.87 6.18 7.92 6.38
GSA-Gaze 6.45 7.25 6.37 8.95 7.26
HFC 5.35 6.24 7.18 8.61 6.84
DCUA 7.31 5.95 5.59 6.4 6.31
PnP-GA+ 5.34 5.73 6.10 7.62 6.20

GLSGE 5.31 6.21 5.43 7.30 6.06
±0.02 ±0.04 ±0.03 ±0.02 ±0.03

Table 2: Comparision with ResNet-18 as backbone model.

Setups. We conduct experiments
on four standard CDGE datasets:
ETH-XGaze (DE) [47],Gaze360
(DG) [13],MPIIFaceGaze (DM ) [49]
and EyeDiap (DD) [8]. The face
image data are normalized according
to the preparation process summarized
in [7]. Details about these datasets are
provided in Appendix A.1. Following
previous works, we adopt DE , DG as
source domains and DM , DD as target
domains, as the former two domains
have wider gaze distributions than
the latter. Then four CDGE tasks are
established: DE → DM , DE → DD,
DG → DM and DG → DD. During
cross-domain learning, we use 10%
of the unlabeled target domain images
for training and another 10% for
validation, with the remaining 80%
used for testing. It means that 4500
images in DM and 1667 images in
DD are used for training in each task. Further discussion about the influence of target training data
size is provided in Appendix A.3, while implementation details are provided in Appendix A.4. Each
evaluation experiment is repeated five times and the average results are reported.

4.1 Comparison with SOTA methods

Comparison Methods. We compare GLSGE with (1) DG methods: PureGaze [5], GFAL [38],
AGG [2], FSCI [15], CGaG [37] and (2) UDA methods: DAGEN [10], PnP-GA [20], GSA-Gaze [11],
HFC [19], DCUA [46], PnP-GA+ [18]. Following previous works, the evaluation are based on
ResNet-18 and ResNet-50. Angular error in degrees are reported as evaluation metric for all tasks.

Method DE DE DG DG Avg→ DM → DD → DM → DD

ResNet-50 8.03 8.06 7.75 8.79 8.16

PureGaze 7.08 7.48 7.62 7.70 7.47
GSA-Gaze 7.62 8.14 9.83 10.02 8.90
GazeCon 8.35 8.8 8.24 8.83 8.56
AGG 5.91 6.75 9.20 11.36 8.31
FSCI 5.47 6.68 6.19 10.20 7.14

PnP-GA 6.58 6.79 5.70 7.14 6.55
HFC 7.68 9.54 8.86 7.66 8.44
DCUA 7.58 5.65 5.61 6.11 6.24
PnP-GA+ 6.49 6.61 5.64 7.09 6.46

GLSGE 5.54 6.10 5.27 7.14 6.01
±0.03 ±0.04 ±0.02 ±0.03 ±0.03

Table 3: Comparision with ResNet-50 as backbone model.

Results with ResNet-18. In Tab. 2,
we compare GLSGE with SOTA meth-
ods that use ResNet-18 as backbone
model. Note that the enhancement ap-
proaches such as data augmentation
that are widely used for improving per-
formance are not applied in GLSGE.
Nevertheless, GLSGE still exhibits
superior performance among SOTA
methods in average results and attains
the best performance in DE → DM

and DG → DM tasks.

Results with ResNet-50. As shown
in Tab. 3, GLSGE achieves compara-
ble performance in most of tasks and
outperforms existing methods in av-
erage result. In particular, GLSGE
largely reduces the prediction error in
task DG → DM (from 5.61 to 5.27
compared with the second best) and
achieves the second best performance in tasks DE → DM and DE → DD. Such evaluation results
firmly verify the effectiveness of the proposed method.
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Method DE → DM DE → DD DG → DM DG → DD Avg

Res-18 8.05 9.03 7.41 8.83 8.33
Res-18 + GLSGE 5.31 ▼ 34.0% 6.21 ▼ 31.2% 5.43 ▼ 26.7% 7.30 ▼ 17.3% 6.06 ▼ 27.2%

Res-50 8.03 8.06 7.75 8.79 8.16
Res-50 + GLSGE 5.54 ▼ 31.0% 6.10 ▼ 24.3% 5.27 ▼ 32.0% 7.14 ▼ 18.8% 6.01 ▼ 26.3%

GazeTR 8.69 10.94 7.11 9.20 8.99
GazeTR + GLSGE 5.90 ▼ 32.1% 9.07 ▼ 17.1% 5.36 ▼ 24.6% 8.75 ▼ 4.9% 7.27 ▼ 19.1%

FSCI 5.79 6.96 7.06 7.99 6.95
FSCI + GLSGE 5.38 ▼ 7.1% 6.19 ▼ 11.1% 6.08 ▼ 13.9% 6.80 ▼ 14.9% 6.11 ▼ 12.1%

Table 4: Evaluation results of plugging GLSGE to different models and SOTA method. Angular error
in degrees and error reduction percentages with GLSGE plugged are reported.

4.2 Applicability Analysis

As GLSGE is a general framework for CDGE problem, we futher investigate its applicability across
different models. Apart from ResNet-18 and ResNet-50, we plug GLSGE into (1) GazeTR that
employs vision transformer (ViT) as backbone and (2) FSCI, the newly proposed SOTA DG method.
As shown in Tab. 4, for the most widely used ResNet models, GLSGE significantly boosts the
performance by over 25% in average results. In particular, GLSGE reduces the prediction error
by 34.0% and 31.2% in tasks DE → DM and DE → DD compared with the ResNet-18 baseline.
For the ViT-based model GazeTR, GLSGE largely reduces the prediction error by 32.1% in task
DE → DM and 19.1% in average. Moreover, although FSCI is already the SOTA DG method,
GLSGE further reduces the prediction error by 12.1% in average. Note that the prediction error
of FSCI + GLSGE is larger than ResNet-18 + GLSGE. The loss of task-specific factors during the
DG training process might be the reason. Above all, the great improvement across models further
supports the broad applicability of GLSGE and its potential value to the area as a plug-play method.

4.3 Ablation Analysis

Objectives DE → DD DG → DM

Lsrc 9.03 7.41
Lw

src 6.70 6.37
Lsrc + dCOD 7.42 6.58
Lsrc + dPCOD 7.15 6.44
Lw

src + dCOD 6.32 5.76
Lw

src + dPCOD 6.21 5.43

Table 5: Ablation study.

The ablation experiment is conducted on tasks DE →
DD and DG → DM with ResNet-18 as backbone
model. The major components of proposed method
are evaluated, i.e., the label shift correction and the
conditional distribution alignment. The evaluation re-
sults are shown in Tab. 5. (1) From the 2nd-4th rows,
it can be observed that both label shift correction and
conditional alignment largely reduce the prediction
error. In particular, the PCOD is more effective than
the original COD method, while both of them are
negatively affected by the label shift problem. (2) As
shown in the 5th and 6th rows, the combination of label and contional shift correction, i.e. the
GLS correction, gains prominent improvement in both tasks, which exhibits the mutually beneficial
relation between the two modules. And the comparison between the 5th and 6th rows further verifies
the reasonability of the probability-aware estimation for conditional distribution discrepancy.

4.4 Visualization Analysis of GLS Correction

To gain insights into how GLSGE improves model’s generalizability in target domain, a visualization
analysis on DE → DM is provided in Fig. 4. (a)-(c): Before GLS correction, the source label
distribution has a much wider range than that of target distribution and the feature distributions differ
severly, which implies the significant label and conditional shift between domains. The prediction
error is large when the predictor trained in DE is directly deployed in DM . (d)-(f): After GLS
correction, the reweighted source label distribution overlaps with target label distribution to a large
extent, while the conditional distributions are aligned and the features are matched according to gaze
values. The changes of color shows a clear gradient of features so the labeling rules are similar for
both domains. As shown in (f), the prediction distribution is brought much closer to the ground-truth
label distribution by GLS correction.
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(a) true label  (c) prediction before correction (b) t-SNE before correction  

(d) reweighted label  (d) reweighted label  

0.9

0.5

0.1

0.9

0.5

0.1

source true label

reweighted source  

label

target pseudo labeltarget pseudo label

target true labeltarget true label

(e) t-SNE after correction  (f) prediction after correction 

For (a)(c)(d)(f)

For (b) and (e)

source feature

target feature

source feature

target feature

Figure 4: Visualization of GLS correction process. For scatter plot (a)(c)(d)(f), label variables are all
denoted by ’•’ regardless of value and are distinguished from other domains by colors. In contrast,
for t-SNE figure (b) and (e), label values are denoted by color gradients and source domain features
are denoted by ’•’ while target features are denoted by ’+’

4.5 Hyper-parameter

Avg: 5.40
 Std: 0.05
Min: 5.49
Max: 5.31

 confidence

 110
 110

Figure 5: Prediction error under different
settings of hyper-parameters.

The sensitivity of hyper-parameters in Eq. (19) is analyzed
on DE → DM . The variation of confidence alters the trun-
cated area in Eq. 12 while the λ decides the participation
of PCOD in the training process. The results shown in
Fig. 5 validate the robustness of proposed GLSGE method.
With a standard deviation of only 0.05, the deviation is
slight in a wide range of parameters variation. Besides,
the GLSGE is stable in random experiments, which also
demonstrates the reliability of GLS correction.

5 Conclusion

In this work, we introduce a novel GLS perspective to CDGE and point out the label shift and condi-
tional shift phenomena in cross-domain learning to characterize CDGE as a GLS problem. A GLS
correction framework is then presented as a new paradigm for solving the CDGE problem due to the
insufficiency of existing CDGE methods for successful cross-domain learning that are inferred from
the GLS theory. To overcome the challenges arise from the continuity of gaze variable, we introduce
the truncated Gaussian distribution for label importance reweighting and derive a probability-aware
estimation of COD for conditional invariant learning. Numerical evaluation experiments on standard
CDGE tasks with different backbone models validate the superior generalizability across domains
and applicability on various models of proposed method.

Limitations and future work. (1) As domain shift correction is the core of GLSGE, target domain
samples are required in training stage. While this enhances the model’s generalization capability,
its applicability to other unseen domains is limited. (2) The adopted conditional alignment method
involves the computation of kernel matrices, which is computationally intensive. To address this issue,
previous works such as random features can be employed to effectively reduce the computational load.
More fundamentally, the proposed method is a feasible implementation of the GLSGE framework.
Therefore, more efficient conditional distribution metrics suitable for continuous variables can also
be applied within this framework, which will be a worthwhile direction for future exploration. (3)
The provided label distribution correction method is a general but simple implementation. In real-
world application, the label distribution should be estimated based on the prior knowledge of the
problem. For instance, in the task of driver’s gaze estimation, the label distribution can be modeled
as a Gaussian mixture model. In summary, the effectiveness and efficiency of the proposed general
GLSGE framework can be further enhanced by problem-specific prior in application scenarios.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The cliams made in the abstract and the introduction accurately summarize the
paper’s contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of proposed method have been fully discussed in the "Limita-
tions and future work" section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: The proofs are provided in Appendix C.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Algorithm and implementation detials are provided in Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: As our work is about a general framework for CDGE problems, the re-
producibility can be guaranteed by the algorithm description and implementation details
provided in Sec. 4 and Appendix A.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All detials are provided in Sec. 4 and Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Evaluation experiments are repeated five times. the average results and the
standard deviation are reported.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Details are provided in Appendix A.4
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: [TODO]
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We’ve mentioned the potential positive application scenarios in Sec. 5. As our
work is a general framework for the CDGE problems, the potential negative societal impacts
depends on the specific application scenarios.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The original papers that produced the code and datasets are properly cited in
Sec. 4 and Appendix A. The license of these assets including the Research License, CC
BY-NC-SA 4.0 License and MIT License, which are highly permissive for academic use.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: [TODO]
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: [TODO]
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Notations

Notation Description

Ds, Dt Source and target domain.
X , Y , Z Input, output and feature space.
X , Y , Z Image, gaze and feature variables.
x, y, z Image, gaze and feature samples.

{(xs
i ,y

s
i , z

s
i )}ni=1 Vectorized source images, gazes and features samples.

{(xt
i,y

t
i , z

t
i)}ni=1 Vectorized target images, gazes and features samples.

n Number of samples in source/target domain.
(g, h) Feature extractor and gaze estimator.
h# Push-forward operator of h.

P s
X,Y (x, y), P t

X,Y (x, y) Joint probability of (X,Y ) in source and target domain.
P s
X(x), P t

X(x) Marginal probability of X in source and target domain.
P s
Y (y), P t

Y (y) Marginal probability of Y in source and target domain.
P s
X|Y (x|y), P t

X|Y (x|y) Conditional probability of X given Y in source and target domain.
P s
Z|Y (z|y), P t

Z|Y (z|y) Conditional probability of Z given Y in source and target domain.
P s
Y |X(y|x), P t

Y |X(y|x) Conditional probability of Y given X in source and target domain.
P Probability measure space.

ℓ(·, ·) Loss function.
εs(), εt() Source and target domain prediction error.
ω(y) Label importance weighting function.
L Learning objective.

fTGau Probability density function of truncated Gaussian distribution.
fGau Probability density function of Gaussian distribution.
FGau Cumulative density function of Gaussian distribution.
ŷt Pseudo label of target gaze.
µ, Σ Mean and covariance of Gaussian distribution.
µ̂t, Σ̂t Estimated mean and covariance of target pseudo label.

a = (a1, a2), b = (b1, b2) Interval vectors of truncated Gaussian distribution.
v11, v12, v21, v22 Vertices of the rectangular range (a1, a2)× (b1, b2).

Us
Z|Y , U t

Z|Y Conditional mean embedding of P s
Z|Y and P t

Z|Y .
Css
ZZ|Y , Ctt

ZZ|Y Conditional covariance operators of P s
Z|Y and P t

Z|Y .
Cts
ZZ|Y Cross conditional covariance operator between P t

Z|Y and P s
Z|Y .

ε Regularization parameter.
λ Trade-off parameter.

kZ , kY Kernel functions on Z and Y .
Kss

Z , Ktt
Z , Kts

Z Kernel matrices on Z for source-source, target-target and target-source samples.
Kss

Y , Ktt
Y , Kts

Y Kernel matrices on Y for source-source, target-target and target-source samples.
1n, In All-ones vector and identity matrix of size n.
Hn Centering matrix of size n.
G Centered kernel matrix.
Q Diagonal matrix of discretization vector q.
Hq Centering matrix of q.
B Matrix defined by Hq = BBT .

GY ω Centered reweighted kernel matrix on Y .
Table 6: Notations used in this paper.

A Experimental details

A.1 Datasets

ETH-XGaze (DE) [47] is collected under varying lighting conditions with custom hardware. It
contains over one million high-resolution images of different gaze directions under extreme head
poses. Following the original paper, we use 756,540 images from 80 participants as the training set.

Gaze360 (DG) [13] is collected in both indoor and outdoor environments with a 360° camera. It
contains data from 238 participants. We use only 84,902 images of frontal faces as the training set.
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MPIIFaceGaze (DM ) [49] is collected during daily usage of laptops, including data from 15
participants. Following the standard evaluation protocol, 3,000 images from each subject are used for
evaluation.

EyeDiap (DD) [8] is collected in a laboratory environment with a screen and a floating ball as gaze
targets, which includes multiple video clips from 16 participants. We use 16,674 images from the
screen target sessions of 14 participants for evaluation.

A.2 Algorithm

Algorithm 1: Optimization of GLSGE
1 Input: Source data {(xs

i ,y
s
i )}ni=1 and unlabeled target data {xt

i}ni=1, source pretrained model
(g, h);

2 for N1 steps do
3 Estimate the reweighted label probability function psY ω (y) by Eq. (14) ;
4 for N2 epoches do
5 Compute the conditional alignment loss Eq. (17) ;
6 Compute the task-specific loss Eq. (20) ;
7 Optimize (g, h) by objective Eq. (19) ;
8 end
9 end

10 Output: Adapted target model (g∗, h∗).

Emprically, N2 is set to 5 and N1 depends on the size of target dataset. The primary computational
load comes from the calculation of the exponential functions in Eq. (14) and Eq. (17). In commonly
used scientific computing packages, this calculation process [28] can be employed to reduce the
computational load.

A.3 Influence of target training data size

As mentioned in Sec. 4, we used 4500 images in DM and 1667 images in DD for cross-domain
learning in each task. Here we provide the number of target domain samples used by various DA
methods in our comparisons:

Method DAGEN PnP-GA GSA-Gaze HFC DCUA PnP-GA+

Num. 500 <100 1000 100 100 <100

Table 7: Number of target domain samples used by various DA methods

While the amount of unlabeled target-domain data we use may be larger than that used in some DG
or UDA methods, we note the following:

• The unlabeled data is inexpensive and easy to collect in real-world scenarios (e.g., by simply
capturing images with a camera), whereas labeled data requires careful calibration and anno-
tation. Therefore, using slightly more unlabeled samples does not significantly increase
practical costs. Besides, their effective contribution to training is much lower than that of
labeled data, so small differences in sample size have limited influence on performance.

• Many existing approaches implicitly increase the diversity and amount of target-domain data
via aggressive data augmentation, style transfer, or synthetic sample generation. Note that DG
methods do not rely on target domain samples, but often heavily utilize data augmentation or
auxiliary tasks to simulate domain shifts implicitly. While such methods implicitly enhance
the effective size of training data, our method does not employ such augmentation strategies.

To address possible concern that performance gain might come from using more data, we conducted an
experiment using only 100 unlabeled target samples, and report results below: Although performance
degrades slightly with fewer samples, our method still achieves SOTA performance. It’s also important
to note that PnP-GA+, while using fewer samples, relies heavily on extensive data augmentations and
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Method DE DE DG DG Avg→ DM → DD → DM → DD

ResNet-18 8.05 9.03 7.41 8.83 8.33

GLSGE w/ nt > 1000 5.31 6.21 5.43 7.30 6.06
GLSGE w/ nt = 100 5.47 6.38 5.65 7.41 6.23
PnP-GA+ 5.34 5.73 6.10 7.62 6.20

Table 8: Comparision using only 100 unlabeled target samples with ResNet-18 as backbone model.

up to 10 auxiliary models. In contrast, our method uses no data augmentation or auxiliary modules,
making our results more interpretable and directly attributable to the core methodology.

Finally, we briefly explain why our method remains effective even with fewer target samples. It’s
note that unlabeled data provides distributional information rather than supervision. In our method,
label shift correction does not involve learning process and requires only a moderate number of
samples for direct estimation. Conditional shift correction relies on feature alignment, which is more
sample-sensitive and accounts for most of the performance drop. Nonetheless, even with a limited
number of samples, our method achieves competitive results.

A.4 Implementation details

For experiments using ResNet-18 and ResNet-50 as backbones models, the ResNet model pre-trained
on ImageNet is assembled with a two-layers MLP as shallow feature extractor and a linear layer as
the gaze predictor. The deep backbone module of ResNet is frozen in cross-domain training process.
We use the Adam optimizer with the learning rate of 3e − 5 and a cosine annealing scheduler to
decrease the learning rate in the training process. The batch size is set to be 100. As the domain shift
is distinct at the beginning, we alternately correct the label shift and the conditional shift to produce
better pseudo label. The confidence that decides the truncated area in label shift correction process is
emprically set to 0.7 for all tasks.

For experiments using GazeTR as backbone models, the hybrid GazeTR is pretrained in DE . All
training parameters are consistent with the settings in original paper [6]. For experiments using
FSCI as backbone models, we directly download the pretrained models open-sourced by the authors.
Similarly, we froze their deep backbone module in cross-domain training process and assemble a
shallow MLP model as in ResNet models.

An NVIDIA RTX 4080 GPU is used for the experiments. The mean results of five times random
experiments are reported.

B Further discussions on factorization of joint distribution

In 3.1, we mentioned the factorization of joint distribution PX,Y (x, y) and its implications for
CDGE. Here we provide a more detailed explanation. Specifically we adopted the factorization
PX,Y (x, y) = PX|Y (x|y)PY (y), because:

• P (Y ) reflects the distribution of gaze directions in the population, which is naturally subject to
domain-specific priors (e.g., gaze behavior differs between indoor vs. outdoor settings). So the
label shift naturally arises in CDGE.

• P (X|Y ) represents how visual observations (images) are generated given a particular gaze di-
rection, capturing domain-specific appearance variations (e.g., lighting, head pose, background),
which significantly affects the predictor behavior.

In contrast, the alternative factorization P (Y |X)P (X) presents several limitations in our setting:

• Aligning the marginal distribution P (X) is less informative, as it mixes samples from all labels
and may not preserve task-relevant structure.

• Domain shift in P (Y |X), i.e., the posterior distribution, lacks clear, observable semantic
meaning and is harder to control or interpret in practice.
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Therefore, we choose the P (X|Y )P (Y ) formulation as it better reflects the generative structure of
the data in gaze estimation and provides clearer insight into the nature of domain shift in this task.

C PCOD

We consider the estimation of PCOD as two parts: first-order and second order statistics terms
d2COD(P

s
X|Y , P

t
X|Y ) = ∥Us

X|Y − U t
X|Y ∥

2
HK︸ ︷︷ ︸

first-order term

+tr(Css
XX|Y + Ctt

XX|Y − 2Cst
XX|Y )︸ ︷︷ ︸

second-order term

, (21)

Let (xs
i ,y

s
i )

ns

i=1 and (xt
i,y

t
i)

nt

i=1 be two set of samples drawn i.i.d. from source and target domain.
For simplicity, ns and nt are both set to n. In kernel method, samples are mapped to RKHS HX ⊕HY
by the implicit feature map (ϕ, ψ). Denote the feature map matrices by (Φs,Ψs) and (Φt,Ψt), the
explicit kernel matrices Kss

X = ΦsΦsT , Kss
Y = ΨsΨsT are computed as (Kss

X )ij = kX (xs
i ,x

s
j),

(Kss
Y )ij = kY(y

s
i ,y

s
j), respectively. And so as Ktt

X , Kst
X and Ktt

Y .

Let 1n be the n-dimensional vector with all elements equal to 1 and In = diag(1n) be the n-
dimensional identity matrix, q = (q1, . . . , qn)

T be the discretization of the target probability density
function ptY (y) and Q = diag(q) be the diagonal matrix induced by q. The empirical centering
matrix can be defined as Hn = In − 1

n1n1
T
n . And the probability-aware centering matrix depending

on q can be defined as Hq = Q − qqT . Then the centralized kernel matrix is defined as GY =

HnKY Hn and GY ω = BTKY B, where B = (
√
Q− q

√
qT ) satisfies Hq = BBT .

C.1 First-order term of PCOD

With above notations, the probability-aware covariance operator ĈXY ω can be estimated as ĈXY ω =
ΦQΨT . Then the conditional mean operator can be estimated as

ÛX|Y ω = ĈXY ω (ĈY ωY ω + εI)−1

= ΦQΨ⊤(ΨQΨ⊤ + εI)−1

= ΦQ(KY Q+ εI)−1Ψ⊤,

(22)

the last equation is deduced by the following equations:

Ψ⊤(ΨQΨ⊤ + εI) = Ψ⊤ΨQΨ⊤ + εΨ⊤

= (Ψ⊤ΨQ+ εI)Ψ⊤ (23)

and
Ψ⊤(ΨQΨ⊤ + εI)−1 = (Ψ⊤ΨQ+ εI)−1Ψ⊤. (24)

The the HS-norm of the condition mean operator can be calculated as

∥Ûs
X|Y ω∥HS = tr[ΦQ(KY Q+ εI)−1Ψ⊤Ψ(KY Q+ εI)−1TQ⊤Φ⊤]

= tr[Kss
XQ(Kss

Y Q+ εI)−1Kss
Y (QKY + εI)−1Q].

(25)

By replacing Q as the empirical 1
nI, the estimation for target domain is derived as

∥U t
X|Y ∥HS = tr

(
Φt(Ktt

Y + εnI)−1Ψt⊤Ψt(Ktt
Y + εnI)−1Φt⊤)

= tr
(
Ktt

X(Ktt
Y + εnI)−1Ktt

Y (K
tt
Y + εnI)−1

)
.

(26)

The inner product term is then calculated as

⟨Us
X|Y ω ,U t

X|Y ⟩ = tr[ΦsQ(Kss
Y Q+ εI)−1Ψs⊤Ψt(Ktt

Y + εnI)−1Ψt⊤]

= tr
(
Kts

XQ(Kss
Y Q+ εI)−1Kst

Y (Ktt
Y + εnI)−1

)
.

(27)

Then the first part of PCOD is derived:

d2CMMDω = tr
(
Kss

XQ(Kss
Y Q+ εI)−1Kss

Y (QKss
Y + εI)−1Q

)
+ tr

(
Ktt

X(Ktt
Y + εnI)−1Ktt

Y (K
tt
Y + εnI)−1

)
− 2 tr

(
Kts

XQ(Kss
Y Q+ εI)−1Kst

Y (Ktt
Y + εnI)−1

)
.

(28)
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C.2 Second-order term of PCOD

For the second-order terms, the cross conditional operator can be estimated as

ĈXX|Y ω = ĈXX − ĈXY ω (ĈY Y ω + εI)−1ĈY ωX

= ΦHqΦ
T −ΦHqΨ

T (ΨHqΨ
T + εI)−1ΨHqΦ

T

= ΦB
[
In −BTΨT (ΨB(ΨB)T + εI)−1ΨB

]
BTΦT

(29)

By SWM formula [36] the inverse term can be calculated as

(ĈY Y ω + εI)−1 = (εI+ΨB(ΨB)T )−1

=
1

ε

[
ID −ΨB(εIn +BTKY B)−1BTΨT

]
= ΦB

[
In − 1

ε
(BTKY B−BTKY B(εIn +BTKY B)−1BTKY B)

]
BTΦT

= ΦB

[
In − 1

ε
(GY ω −GY ω (εIn +GY ω )−1GY ω )

]
BTΦT

(30)
For the term In − 1

ε (GY ω −GY ω (εIn +GY ω )−1GY ω ), we perform eigenvalue decomposition on
GY ω such that GY ω = UDUT , where U is orthogonal and D is diagonal with di ≥ 0. Then we
can simplify the term as

In − 1

ε
(GY ω −GY ω (εIn +GY ω )−1GY ω )

= In − 1

ε

[
UDUT −UDUT (εIn +UDUT )−1UDUT

]
= In − 1

ε

[
UDUT −UD(εIn +D)−1DUT

]
= U

[
In − 1

ε
(D−D(εIn +D)−1D)

]
UT

=: UD′UT ,

(31)

where D′ is diagonal and

d′i = 1− 1

ε
(di −

d2i
di + ε

) =
ε

di + ε
> 0. (32)

Finally, it is derived as

In − 1

ε
(GY ω −GY ω (εIn +GY ω )−1GY ω ) = ε(GY ω + εIn)

−1. (33)

Then the conditional covariance operator is simplified as

ĈXX|Y ω = ΦB[In − 1

ε
(GY ω −GY ω (εIn +GY ω )−1GY ω )]BTΦT

=: ΦBLωBTΦT

= ΦBε(GY ω + εIn)
−1BTΦT

= ΦBε(GY ω + εIn)
−1BTΦT ,

(34)

where Lω := ε(GY ω + εIn)
−1. And the cross conditional covariance operator is then calculated as

Cst
XX|Y ω =

√√
Cs
XX|Y ωCt

XX|Y

√
Cs
XX|Y ω

=

√√
ΦsBLωBTΦsT

1

n
(ΦtHnLHnΦt)

√
ΦsBLωBTΦsT

=
1√
n

√√
ΦsMωMωTΦsTΦtM(ΦtM)T

√
ΦsMωMωTΦsT

=
1√
n

√
(
√
ΦsMωMωTΦsTΦtM)(

√
ΦsMωMωTΦsTΦtM)T

(35)
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So the trace term is

tr(Cst
XX|Y ω ) =

1√
n

tr
√
(
√

ΦsMωMωTΦsTΦtM)T (
√

ΦsMωMωTΦsTΦtM)

=
1√
n

tr
√
MTΦtT (ΦsMωMωTΦsT )ΦtM

=
1√
n

tr
√
(MTKts

XMω) (MTKts
XMω)T

=
1√
n
∥MTKts

XMω∥∗

(36)

where the Mω and Mω are defined by HnLHn = MMT and BLωBT = MωMωT .

Summarizing the results on conditional operator, the second part of PCOD is then derived:

d̂2CKBω = εtr
(
Gs

Xω (Gs
Y ω + εIn)

−1
)
+ εtr

(
Gt

X(Gt
Y + εnIn)

−1
)
− 2√

n
∥MTKts

XMω∥∗.

(37)
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