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Abstract

Large language model (LLM) decoding suffers from high latency due to frag-
mented execution across operators and heavy reliance on off-chip memory for
data exchange and reduction. This execution model limits opportunities for fusion
and incurs significant memory traffic and kernel launch overhead. While modern
architectures such as NVIDIA Hopper provide distributed shared memory and
low-latency intra-cluster interconnects, they expose only low-level data movement
instructions, lacking structured abstractions for collective on-chip communication.
To bridge this software-hardware gap, we introduce two cluster-level communica-
tion primitives, ClusterReduce and ClusterGather, which abstract common
communication patterns and enable structured, high-speed data exchange and re-
duction between thread blocks within a cluster, allowing intermediate results to be
on-chip without involving off-chip memory. Building on these abstractions, we
design ClusterFusion, an execution framework that schedules communication
and computation jointly to expand operator fusion scope by composing decoding
stages such as QKV Projection, Attention, and Output Projection into a single
fused kernels. Evaluations on H100 GPUs show that ClusterFusion outper-
forms state-of-the-art inference frameworks by 1.61× on average in end-to-end
latency across different models and configurations. The source code is available at
https://github.com/xinhao-luo/ClusterFusion.

1 Introduction

Large language models (LLMs) have become a cornerstone of modern artificial intelligence sys-
tems. Their applications span natural language processing [49, 25], code generation [17, 42], and
mathematical reasoning [45, 54]. LLM inference typically involves two stages: a prefilling phase
that encodes the input prompt and a decoding phase that generates output tokens auto-regressively.
As sequence length increase and model sizes grow, the decoding phase dominates overall inference
latency, making it the primary bottleneck in real-time LLM applications.

To accelerate decoding, recent research has explored various optimizations [10, 19, 26, 29, 15, 16,
13, 14, 26]. A growing body of research focuses on optimizing execution dataflow [10, 19, 55, 22],
which refers to the organization of computation and communication across the parallel and memory
hierarchy of modern GPUs [34]. Thread blocks serve as the fundamental execution units, each
responsible for processing a portion of the data and typically assigned to different hardware unit such
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Figure 1: Typical Transformer Block as the fundamental
component of the modern LLMs.
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Figure 2: Latency comparison of prefill-
ing and decoding for 256 tokens.

as streaming multiprocessor (SM). However, most existing systems treat thread blocks as independent
execution units. Inter-block dependencies are resolved by materializing intermediate results to global
memory, resulting in frequent off-chip transfers, redundant synchronization, and limited operator
fusion scope [63, 53].

Recent GPU architectures offer new opportunities to address these limitations. NVIDIA Hopper
introduces thread block clusters and distributed shared memory (DSMEM), which enable direct
on-chip communication among blocks within the same cluster [33]. Despite this potential, two major
challenges remain. First, current architectures expose only low-level data movement instructions
without providing high-level structured communication abstractions. Second, as our analysis in
Sec. 2.3 shows, DSMEM performance is highly sensitive to cluster configuration. These factors make
it challenging to integrate DSMEM into real-world LLM systems.

To address these limitations, we propose two cluster-level collective primitives: ClusterReduce and
ClusterGather, which abstract common communication patterns such as reduction and aggregation.
These primitives enable structured intra-cluster coordination, allowing intermediate results to be
shared and combined on-chip without global memory access. Built upon these primitives, our key
insight is to treat each thread block cluster as a fundamental parallel unit, using cluster-level collective
communication primitives to resolve inter-block dependencies efficiently. Guided by the key insight,
we propose the cluster-centric dataflow and develop ClusterFusion, an execution framework that
jointly schedules computation and communication to expand operator fusion scope.

Evaluation on NVIDIA H100 GPUs shows that ClusterFusion achieves 1.61× speedup on average
in end-to-end latency compared to state-of-the-art frameworks. These performance gains hold across
diverse model architectures (e.g., Llama [51], DeepSeek [11]) and configurations, demonstrating the
generality and effectiveness of our approach.

In summary, we have made the following contributions:

• We analyze the communication patterns and fusion scope in existing LLM decoding workflows,
identifying fragmented kernel execution and off-chip synchronization as key barriers to efficient
decoding fusion. We further profile the DSMEM mechanism on NVIDIA Hopper GPUs, revealing its
potential to support low-latency inter-block communication and reduce off-chip memory dependency.

• We propose two cluster-level collective primitives, ClusterReduce and ClusterGather, to
support structured inter-block collective communication. These primitives abstract reduction and
aggregation over DSMEM and enable efficient coordination between thread blocks.

• We develop ClusterFusion, an execution framework that expands operator fusion via our pro-
posed primitives. ClusterFusion integrates structured intra-cluster communication into the cluster-
centric dataflow, fusing QKV Projection, Attention and Output Projection. This enables coordinated
computation and communication without off-chip memory traffic and outperforms SOTA frameworks.

2 Background

2.1 LLM Inference Workflow and Bottlenecks

LLMs are commonly built on Transformer-based decoder-only architectures [52]. As shown in
Fig. 1, each Transformer Block comprises QKV Projection, Attention, Output Projection and a
feed-forward network (FFN). For an input sequence X , each Attention head computes projections
Qi = XWQi

, Ki = XWKi
, Vi = XWVi

, followed by scaled dot-product Attention and Output
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Figure 3: Existing QKV Projection, Attention, and Output Projection dataflow graph.
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Here, dk is the dimension of each head’s query (Q) and key (K). The FFN module applies three linear
layers with a non-linear activation in between, formulated as:

FFN(Z) = W3 (σ(W1Z)⊙W2Z) (2)

where σ is a non-linear activation (e.g., GELU), and ⊙ denotes element-wise multiplication.

During inference, the model proceeds in two distinct stages: prefilling and decoding. In the decoding
stage, the model generates tokens one at a time in an auto-regressive manner, reusing the KV cache
while appending new entries. This sequential decoding pattern inherently limits parallelism and
dominates inference latency at longer context lengths. In Fig. 2, the percentages represent the
proportion of latency on decoding stage for different sequence lengths. Decoding accounting for over
95% of the total latency for a 256 tokens sequence generation, as measured using SGLang [58], a state-
of-the-art LLM serving framework. This makes decoding the dominant computational bottleneck
during inference and a natural target for system-level performance optimization.

2.2 Existing Communication Patterns and Fusion Scope

Numerous studies have proposed various techniques [9, 8, 44, 10, 19, 55, 57] to improve the Trans-
former performance. Among them, increasing attention has been given to the design of execution
dataflow, which refers to the structured organization of computation stages and their associated data
movement, including partitioning, scheduling, and communication, over the parallel execution model
and memory hierarchy [34]. In decoding workloads, the dataflow plays a central role in determining
end-to-end latency by governing operator scheduling and intermediate data exchange.

In existing GPU-based decoding dataflows, thread blocks commonly serve as the fundamental unit of
parallel execution and scheduling. Fig. 3 illustrates the dataflow of Llama2-7B [51] decoding phase in
SGLang [58], covering three stages: QKV Projection, Attention, and Output Projection. Within each
kernel, thread blocks are assigned to individual Attention heads and operate on disjoint tiles of the
hidden dimension and KV sequence. In the QKV Projection stage, each thread block performs a linear
transformation on its assigned hidden states to produce local Q, K, and V vectors. These outputs are
written to global memory. The Attention stage is implemented with FlashDecoding[10, 19, 55], where
each block computes a partial Attention result using its corresponding Q and a segmented KV cache
first. A separate rescaling kernel then aggregates these partial results across blocks. The final Output
Projection is executed block-wise on the aggregated Attention output. Existing decoding dataflows
exhibit two forms of inter-block communication: exchanging intermediate data (e.g., Q/K/V vectors)
needed by multiple blocks, and reducing partial results across blocks (e.g., Attention output). These
dependencies are resolved via off-chip memory and explicit kernel boundaries, leading to global
synchronization barriers and hindering operator fusion [63, 53].
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This block-isolated execution structure introduces launch overhead, off-chip memory round-trips, and
global synchronization barriers between kernels. Due to the absence of structured communication
across thread blocks, intermediate results must be materialized to global memory and reloaded by
subsequent kernels, limiting opportunities for effective on-chip data reuse and broader fusion. To
overcome these limitations, we require an execution mechanism that enables collective scheduling
and communication across thread blocks.

2.3 Cluster-Level Opportunities and Challenges
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Figure 5: SM-to-SM access latency (left), bandwidth (middle), and
number of active SMs (right) for varying cluster size on H100 GPU.

The previous section shows that the mainstream methods resolve inter-block data dependencies via
global memory synchronization. However, recent architectures, such as NVIDIA Hopper [33] shown
in Fig. 4, can group a set of thread blocks into a cluster. Within each cluster, thread blocks can share
data directly through a high-speed SM-to-SM Network-on-Chip (NOC), also referred to as DSMEM,
thereby avoiding costly global memory accesses and enabling efficient intra-cluster communication.

To understand the opportunities and challenges of this mechanism, we profile DSMEM on an NVIDIA
H100 GPU by varying the cluster size from 1 to 16, which is the maximum supported by Hopper
hardware. As shown in Fig. 5 left, SM-to-SM access latency improves significantly with small cluster
sizes. When the cluster size is 2, the average latency reaches 190 cycles, which is substantially lower
than global memory latency (exceeding 470 cycles). This demonstrates the potential of DSMEM for
low-latency on-chip communication.

However, this benefit comes with notable trade-offs. As the cluster size increases, the available
communication bandwidth decreases, slightly lagging behind the global memory bandwidth when the
cluster size reaches 16 (2.90 TB/s vs. 2.96 TB/s) due to crossbar architecture [23, 3]. Additionally,
the number of active SMs is reduced due to hardware constraints. These effects limit the scalability
of cluster-based execution and necessitate careful configuration to balance communication efficiency
and overall parallelism.

Beyond hardware-level trade-offs, there are software-level challenges as well. NVIDIA currently
exposes DSMEM and thread block cluster functionality only through low-level PTX instructions,
which only support basic, peer-to-peer data movement between thread blocks [33]. This low-level
interface presents significant challenges for expressing reusable synchronization and communication
patterns in practical scenarios, which results in a steep programming barrier and leaves developers
without clear guidance on how to effectively apply these capabilities.

3 ClusterFusion: Execution Framework with Cluster-Centric Dataflow

This section presents the design of ClusterFusion. We begin by introducing cluster-level collective
primitives that enable structured data reduction and aggregation across thread blocks. These primi-
tives form the foundation for the cluster-centric dataflow that fuses QKV Projection, Attention and
Output Projection. ClusterFusion builds on this to achieve high-performance LLM decoding with
expanded operator fusion scope.

3.1 Cluster-Level Collective Primitives

To explore hardware-level trade-offs and overcome software-level challenge, we introduce two cluster-
level collective primitives that abstract common communication patterns. The key insight is to treat
a thread block cluster as a fully connected logical network, where blocks participate in structured
collective operations. Inspired by communication primitives in distributed systems [48, 4], we design
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Algorithm 1 ClusterReduce over DSMEM - Thread Block view

Require: A cluster of N = 2k thread blocks (k ≤ 4), each with rank b ∈ [0, N − 1] and a shared memory
buffer Db containing local data that needs to be reduced together with data from other thread blocks in the
same cluster. A reduction operator ⊕ (e.g., sum or max).

1: Allocate shared memory buffer Bb with the same size of Db ▷ Used as a temporary buffer.
2: stride← 1.
3: while stride < N do
4: block rank send_to← (b+ stride) mod N .
5: block rank recv_from← (b− stride+N) mod N .
6: Send Db to Bsend_to of block send_to via DSMEM.
7: Receive Drecv_from from block recv_from into Bb via DSMEM.
8: Wait for the arrival of Drecv_from.
9: Db ← Db ⊕Bb ▷ Aggregate partial result using a reduction operator.

10: stride← stride× 2 ▷ Exponential stride progression.
11: end while
12: Return Db.

Algorithm 2 ClusterGather over DSMEM - Thread Block view

Require: A cluster of N = 2k thread blocks (k ≤ 4), each with rank b ∈ [0, N − 1] and a shared memory
buffer Db of size N × size. The first segment Db[0 : size] contains the local data that needs to be
gathered together with data from other thread blocks in the same cluster.

1: stride← 1.
2: while stride < N do
3: block rank send_to← (b+ stride) mod N .
4: block rank recv_from← (b− stride+N) mod N .
5: Send Db[0 : size× stride] to Dsend_to[stride× size : 2× stride× size] of block send_to

via DSMEM.
6: Receive Drecv_from[0 : size×stride] from block recv_from into Db[stride×size : 2×stride×

size] via DSMEM.
7: Wait for the arrival of Drecv_from[0 : size× stride].
8: stride← stride× 2 ▷ Exponential stride progression
9: end while

10: Return Db.

two cluster-level primitives: ClusterReduce, which reduces data across blocks using associative
operators such as sum or max, and ClusterGather, which replicates local data from each block to
all others for data sharing as shown in Fig. 6.

As shown in Alg. 1 and Alg. 2, both ClusterReduce and ClusterGather adopt a binary-tree
pattern across log2N rounds, where N is the cluster size. In each round, the communication
stride doubles, and each block exchanges data with a peer whose index is offset by the current
stride. ClusterReduce performs element-wise reductions while keeping the message size constant,
whereas ClusterGather progressively accumulates remote data by doubling the message size in
each round. This shared structure facilitates uniform implementation and hardware tuning, enabling
efficient cluster-level synchronization and data sharing.
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Figure 6: Illustration of cluster-level collective communication primitives: ClusterReduce and
ClusterGather.
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3.2 Cluster-Centric Dataflow Design with Primitives

Building upon the proposed cluster-level primitives, we now illustrate how they are employed to
construct a cluster-centric dataflow with expanded operator fusion scope. The core idea is to treat the
thread block cluster as a cooperative execution and scheduling unit. Data-dependent dimensions
are kept within each cluster to resolve inter-block data dependencies using cluster-level collective
primitives which avoid off-chip data exchange, while data-independent dimensions are distributed
across clusters. This organization aligns computation with memory locality and enables seamless
kernel fusion by allowing intermediate results to be reused entirely within on-chip memory.

In the decoding stage, the dataflow for the Projection and Attention modules is parallelized over
multiple dimensions. Specifically, the Projection is parallel along the number of heads and head
dimension, while the Attention is parallel over the number of heads and the KV cache sequence length.
Among these dimensions, thread blocks that compute different partitions of the head dimension and
the KV cache sequence length exhibit inter-block data dependencies, since each block computes
either a partial result that requires reduction or a segment result that needs to be gathered to form the
final output. These thread blocks can be grouped into a cluster to resolve data dependencies on-chip
by using cluster-level collective primitives. Since Attention heads are independent across all three
modules, each cluster is accordingly mapped to a single head. As shown in Fig. 7, under this design,
the intermediate results produced by the QKV Projection naturally remain on chip and are directly
reused by the Attention module. Likewise, the output of the Attention module stays on chip and is
immediately consumed by the Output Projection, enabling seamless data reuse across three modules.

By leveraging cluster-level communication primitives, we implement the fused QKV Projection,
Attention and Output Projection dataflow. As illustrated in Alg. 5, the dataflow is parallel in the
number of heads. Each head corresponds to a cluster of N = 2k thread blocks (k ≤ 4), where each
block is assigned a rank b ∈ [0, N − 1]. Within each cluster, thread blocks respectively partition
the head dimension in QKV Projection, the KV cache token dimension in Attention, and the output
dimension in Output Projection. For the whole dataflow, each thread block processes the entire input
hidden states and computes the corresponding output tile Ob after the Output Projection. In this
algorithm, B denotes the batch size, D the input hidden dimension, H the total head dimension,
and h, s and d represent the partitioned sizes of the head dimension, sequence length and the output
dimension, per thread block, respectively.

According to our cluster-centric dataflow design principle, we also propose several dataflow variants,
which are presented in the Appendix B. To evaluate these variants, we conduct a quantitative analysis
of DSMEM traffic [47, 59]. We begin by analyzing the DSMEM memory traffic incurred by the
ClusterReduce and ClusterGather primitives as follows:

TrafficReduce(size,N) = size×log2 N×N, TrafficGather(size,N) = size×
(
2log2

N
2
+1 − 1

)
×N

Here, TrafficReduce and TrafficGather denote the DSMEM traffic for ClusterReduce and
ClusterGather, respectively. The variable size represents the size of the shared memory buffer
Db in Alg. 1, as well as the initial segment size in Alg. 2. Based on this analytical model, we estimate

6



Algorithm 3 Fused QKV Projection, Attention and Output Projection Dataflow - Thread Block View

Require: Input hidden states Hb ∈ R1×D, QKV Projection weight WQKV
b ∈ RD×3h, Output

Projection weight WO
b ∈ RH×d, and KV cache Kcache

b ,Vcache
b ∈ Rs×H in global memory.

1: Allocate shared memory buffers: Qb,Kb,Vb ∈ R1×h, and Ssum, Smax (softmax statistics).
2: Compute segment results of QKV Projection: Qb,Kb,Vb ← Hb ×WQKV

b .
3: Obatin the complete QKV: (Qb,Kb,Vb)← ClusterGather(Qb,Kb,Vb).
4: Compute partial result of Attention similar to the FlashDecoding dataflow:

Compute Sb ← exp(Qb × (Kcache
b ,Kb)

T ), obtain local Ssum, Smax.
And store Smax in register Regmax. ▷ softmax statistics.
Compute Ab ← Sb × (Vcache

b ,Vb) ▷ Ab reuse the shared memory space of Qb

5: Obtain the complete softmax statistics Ssum and Smax:

Ssum ← ClusterReduce(Ssum, sum), Smax ← ClusterReduce(Smax,max)

6: Rescale Attention output according to online softmax:

Ab ←
Ab · exp(Regmax − Smax)

Ssum

7: Obatin the complete Attention output: Ab ← ClusterReduce(Ab, sum).
8: Compute the result of the Output Projection and write it to global memory using atomicAdd:

Ob ← Ab ×WO
b

9: return Ob.

the total DSMEM memory traffic of the dataflow used in Alg. 5, which includes one ClusterGather
and two ClusterReduce operations:

TrafficTotal = TrafficReduce(3h,N) + TrafficGather(H,N)

We omit the traffic generated by the softmax statistics, as it involves only two floats and is negligible
compared to tensor. According to the analysis shown in Appendix B, this dataflow yields the lowest
DSMEM traffic and achieves better performance compared to other dataflow variants.

The proposed cluster-centric dataflow design principle can be naturally generalized to other operators,
including DeepSeek MLA [11]. The corresponding algorithms are provided in the Appendix B.
We implement an end-to-end execution framework, ClusterFusion, based on the cluster-centric
dataflow, which incorporates the aforementioned fused QKV Projection, Attention, and Output
Projection modules. For other components such as FFN and RMSNorm, we adopt optimized imple-
mentations consistent with those in existing frameworks such as CUTLASS [36] and Flashinfer [55].

4 Evaluation

Experimental Setup We evaluate ClusterFusion on an NVIDIA H100 SXM5 80GB GPU [33].
For the end-to-end evaluation, all inputs are in FP16 precision, and the context length varies from
1K to 16K. We set the batch size to 1; results of multi batch are presented in the Appendix C. All
experiments are conducted using PyTorch 2.5.1 [40] and CUDA 12.4 [34].

Baselines We compare ClusterFusion with four state-of-the-art LLM inference frameworks:
SGLang 0.4.3.post2 [58], vLLM 0.6.4.post1 [24], TensorRT-LLM 0.18.0 [39], and MLC-LLM
0.20.dev0 [32]. For all baselines, we use the recommended configurations from their official documen-
tation, including backend kernels from libraries such as CUTLASS [36], FlashAttention [9, 8, 44, 57],
and FlashInfer [55], or generated by Triton [50] and TVM [7]. All frameworks enable CUDA
Graph [35] and Torch.compile [5].

Models ClusterFusion is evaluated on two representative LLMs: Llama2-7B [51] and DeepSeek-
V2-Lite [11], both based on the Transformer architecture. Llama2-7B adopts standard Multi-Head
Attention (MHA) mechanism, while DeepSeek-V2-Lite employs Multi-head Latent Attention (MLA)
algorithm. These models differ in hidden dimensions, head dimensions, and number of heads.
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4.1 End-to-End and Core Module Evaluation

We use time per output token (TPOT) as the metric for end-to-end evaluation. The results are
presented in Fig. 17. For baselines, the results include both CUDA graph launch overhead and
kernel execution latency. On average, ClusterFusion achieves 1.41×, 1.39×, 1.43×, and 2.03×
speedups over SGLang, vLLM, TensorRT-LLM, and MLC-LLM across various sequence lengths
with a cluster size of 4 on Llama2-7B. For DeepSeek-V2-Lite, ClusterFusion delivers average
speedups of 1.34×, 1.37×, 1.51×, and 2.39× under the same conditions.
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Figure 10: Sequence length
distribution in ShareGPT [1]
and Splitwise [41, 2] datasets.

As shown in Fig. 18, for the core QKV Projection, Attention,
and Output Projection modules, ClusterFusion achieves average
speedups of 1.85×, 1.73×, 1.61×, and 3.19× compared to SGLang,
vLLM, TensorRT-LLM, and MLC-LLM, respectively on Llama2-7B.
Similarly, for DeepSeek-V2-Lite, ClusterFusion delivers average
speedups of 1.66×, 1.64×, 1.35×, and 3.5×. For the DeepSeek
MLA, which is specifically designed to better leverage GPU hard-
ware, the optimization space for operator fusion is relatively lim-
ited. Nevertheless, as shown in Fig. 10, sequence lengths in real
datasets are predominantly under 8k. In this range, ClusterFusion
achieves significant performance improvements, demonstrating its
effectiveness in real-world scenarios.

We further evaluate the performance of the core modules in ClusterFusion under varying cluster
sizes and numbers of Attention heads, with sequence lengths of 4K and 16K. The results are presented
in Fig. 11. In our design, each Attention head is mapped to a cluster, so the cluster size determines
the internal parallelism within each head. When the number of Attention heads is 32 and 64, a cluster
size of 4 yields the best performance. However, when the number of heads increases to 128, a smaller
cluster size of 2 becomes optimal. Conversely, cluster sizes of 8 and 16 lead to worse performance
due to increased interconnect latency, bandwidth contention, and a reduced number of active SMs,
which collectively limit overall core utilization, as illustrated in Fig. 5. Based on both theoretical
analysis and empirical evidence, we conclude that the optimal cluster size varies across workloads.
Therefore, cluster size should be tuned accordingly to maximize performance.

4.2 Speedup Analysis

We identify two primary factors contributing to the performance advantage of ClusterFusion over
existing frameworks with CUDA Graph optimizations: minimized global memory transfer size and
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reduced GPU kernel launch overhead [63, 53]. To quantify these benefits, we leverage NVIDIA
Nsight Systems [38] and Nsight Compute [37] to profile global memory transfer volume and GPU
kernel launch overhead across different models and configurations. The results are illustrated in
Fig. 19. The performance gain stems from the fact that ClusterFusion executes QKV Projection,
Attention, and Output Projection entirely on-chip, significantly reducing intermediate memory traffic.
Additionally, ClusterFusion reduces kernel launch overhead by nearly an order of magnitude in
end-to-end scenarios, even when compared to baselines optimized with CUDA Graph.

4.3 Additional Analysis

Table 1: Latency comparison of on-chip ClusterReduce
and ClusterGather with DSMEM versus off-chip imple-
mentations without DSMEM.

Operation Data Size (KB) Off-chip (µs) On-chip (µs) Speedup

ClusterReduce

32 8.03 6.77 1.18×
64 9.01 6.61 1.36×

128 14.95 7.42 2.01×
256 22.44 9.17 2.44×

ClusterGather

32 6.26 3.90 1.60×
64 6.27 4.12 1.52×

128 6.31 4.39 1.44×
256 6.61 4.15 1.59×

W/O DSMEM
W/ DSMEM

TP
O

T 
(m

s)

6

8

10

12

Sequence Length
1k 2k 4k 8k 16k

Figure 13: TPOT of ClusterFusion on
Llama2-7B with and without DSMEM.

To demonstrate the importance of the on-chip interconnect leveraged in our dataflow design, we
conduct a microbenchmark to evaluate the cluster-level collective communication primitives intro-
duced in Sec. 3.1. As shown in Tbl. 1, the on-chip ClusterReduce and ClusterGather operations
over DSMEM exhibit significantly lower latency across varying data transfer sizes compared to the
off-chip implementations.

We further perform ablation studies to compare ClusterFusion with and without DSMEM enabled.
The experimental results are presented in Fig. 13. Across different sequence lengths, disabling
DSMEM increases the time per output token (TPOT) by up to 33%. These results highlight the
effectiveness of DSMEM and the cluster-level collective primitives in enabling efficient on-chip
reduction and aggregation, thereby improving end-to-end inference performance.

5 Discussion on Fusion Scope and Architectural Outlook

ClusterFusion builds on intra-cluster DSMEM communication, where each fused scope is bounded
by a fixed cluster size (up to 16 thread blocks) [33]. This imposes constraints on fusion granularity
and scheduling flexibility. Although most decoding operators in today’s mainstream LLMs [51, 11],
such as Projection and Attention, fit comfortably within this limit, future models with larger hidden
dimensions or specialized operator variants may challenge this boundary. When fused operators
exceed the cluster scope, the system must fall back to global memory communication, introducing
additional latency and runtime fragmentation. This motivates reflection on hardware support for
broader intra-chip collectives [20, 6, 27, 18].

Our findings suggest that enabling low-latency, topology-aware communication across a broader set
of SMs would unlock more uniform and scalable fusion strategies. Such architectural support could
extend structured coordination beyond current cluster boundaries. ClusterFusion highlights this
co-design opportunity as a practical step toward supporting the growing complexity of architectures.

6 Conclusion

This paper presents ClusterFusion, an execution framework that schedules communication and
computation jointly to expand operator fusion scope by composing operators during decoding
stages such as QKV Projection, Attention, and Output Projection into a single fused kernels. By
incorporating cluster-level collective communication primitives, ClusterFusion effectively reduces
global memory traffic and kernel launch overhead, enabling efficient on-chip execution of key LLM
decoding modules. Our comprehensive evaluation on NVIDIA H100 GPUs with representative
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models Llama-2-7B and DeepSeek-V2-Lite demonstrates that ClusterFusion outperforms state-of-
the-art LLM inference frameworks across different models and configurations.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstraction and introduction reflect necessary contributions and experi-
ments.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The potential limitations is discussed within the paper in a separate Sec. 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: The necessary assumption and proof are include in the paper.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We have listed detail configuration of experiments in Sec. 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The code to reproduce the experimental results are provided in the supplemen-
tary material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: This is not the core contribution of this work. But still, we follow the standard
method of prior work as we have mentioned in the Sec. 4.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: The experiments are conducted many times and report average results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The specific configurations are included in the Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discuss the potential positive societal impacts and negative societal impacts
of the work in the paper.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The answer NA means that the paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We cite the original paper that produced the code package or dataset.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: LLM is used only for writing and editing in this paper.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Related Works

Operator-Level Optimizations Numerous researchs have explored operator-level optimizaitons
for LLM inference [60, 30, 28, 21, 61, 62]. FlashAttention [9, 8] fuses the entire Attention operation
into a single memory-efficient kernel. Building on this, FlashDecoding [10] extends parallelism to the
KV cache sequence dimension during decoding. FlashDecoding++ [19] proposes to determine the
scaling factor based on statistics in advance and introduces FlatGEMM to represent the GEMM with
a highly reduced dimension in decoding. FlashAttention-3 [44] demonstrated that warp specialization
and new hardware features [33] such as asynchrony can have a significant impact on the Attention.
FlashMLA [22] design an efficient decoding Attention kernel for DeepSeek MLA architecture
inspired by FlashAttention-3. However, there optimizaitons adopt a block-isolated execution pattern.
Due to the lack of structured communication across thread blocks, intermediate results are repeatedly
written to and read from global memory, limiting opportunities for broader operator fusion and on-
chip reuse. ClusterFusion explores a more general fusion space enabled by efficient cluster-scoped
collective primitives.

Algorithm-Level Optimizations Several studies focus on improving LLM inference efficiency
through algorithmic changes [26, 29, 56, 31]. Techniques such as quantization and sparsification aim
to reduce computational and memory overhead. Quantization [26, 29] compresses model weights and
activations by converting high-bitwidth representations into lower-bitwidth ones, reducing arithmetic
and memory costs. Pruning [56, 31] increases the proportion of zero elements in weights or activations,
enabling hardware to skip redundant computations. These techniques are orthogonal to our work.
ClusterFusion does not modify the model workload but can complement these approaches by
optimizing the underlying dataflow and kernel execution through structure and reusable primitives.

Systems on Inter-Core Connected Hardwares The on-chip inter-core interconnect has also been
adopted in alternative hardware platforms such as Graphcore IPU [20] and Cerebras WSE [6]. Several
prior works have explored leveraging this capabilities to optimize deep learning workloads. T10 [27]
is an end-to-end deep learning compiler targeting inter-core connected intelligence processors,
with an emphasis on fine-grained modeling of data movement between cores. WaferLLM [18],
on the other hand, is the first system to propose a LLM parallelism solution tailored for wafer-
scale accelerators. Moreover, these systems are closely tied to custom hardware architectures that
offer full inter-core connectivity or integrates inter-core communication mechanisms into specific
operators like GEMM and GEMV. As such, their design assumptions do not translate well to modern
GPU architectures like NVIDIA Hopper which remains the dominant platform for LLM inference
deployment. ClusterFusion introduces cluster-scoped communication primitives which abstract
common aggregation and reduction patterns and can be flexibly reused across different workloads.

B Additional Dataflows

In this section, we first introduce the computation process of DeepSeek MLA and present our fused
MLA dataflow, which leverages cluster-level collective communication primitives, as evaluated
in the main paper. We then describe an alternative dataflow in which thread blocks partition the
head dimension within the Attention module, in contrast to the dataflow in the main paper that
partitions the KV cache along the token dimension, demonstrating the capability of our primitives in
enabling different dataflows for the same computation. Finally, we evaluate these dataflow variants
by analyzing their corresponding DSMEM traffic.

B.1 DeepSeek MLA

DeepSeek introduces the Multi-Head Latent Attention (MLA) mechanism, which has been adopted
in its model series [11, 12]. During inference, a weight absorption optimization[43] is applied in the
decoding stage of MLA to reduce overall computational cost. The detailed computation processes of
both the original MLA and the optimized version in DeepSeek-V2-Lite[11] are illustrated in Fig. 14.
In the original MLA computation, the input hidden state first undergoes a Q Projection to generate
the multi-head Q, and a Down Projection to obtain the compressed KV cache. The newly generated
compressed KV is then concatenated with the cached KV and passed through an Up Projection to
produce the multi-head KV, which is used in the MHA module. In the weight absorption version of
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MLA, the process begins by computing Q and K, where V is obtained by partially reusing K:

Q = Hidden×WQ ×WUp, K = Hidden×WK , V = K[: kv_lora_rank] (3)

Next, the Attention module is computed as:

Z = Concat
(

Softmax
(
Q1K

⊤
√
dk

)
V, . . . , Softmax

(
QhK

⊤
√
dk

)
V

)
(4)

Finally, the result is passed through a Down Projection to produce the final Attention output:

Output = Z ×WDown (5)

The key difference between MLA and conventional MHA lies in the introduction of additional
projection layers, specifically the Up Projection and Down Projection, which are designed to preserve
mathematical consistency. Additionally, MLA employs the MQA mechanism [46], in which all
Q heads share a single KV cache head. This approach increases computational intensity while
reducing the memory access associated with the KV cache. Moreover, the head dimension in MLA
corresponds to the value of kv_lora_rank, which is typically larger than that in other models. For
example, in DeepSeek-V2-Lite, it is 512, whereas in Llama2-7B, the head dimension is 128.

According to our cluster-centric dataflow design principle, the fused MLA dataflow is illustrated in
Fig. 15. This dataflow performs the entire MLA computation on-chip, eliminating any intermediate
off-chip memory traffic. The detailed algorithm is presented in Alg. 4. This dataflow is parallelized
across attention heads, with each head assigned to a cluster consisting of N = 2k thread blocks
(k ≤ 4). Each thread block within a cluster is assigned a rank b ∈ [0, N − 1]. Within each
cluster, thread blocks collaboratively partition the head dimension for the QKV Projection; the
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Algorithm 4 Fused MLA Dataflow - Thread Block View

Require: Input hidden states Hb ∈ R1×D, Q Projection weight WQ
b ∈ RD×h, KV Projection weight

WKV
b ∈ RD×l, Up Projection weight WUp

b ∈ RH×l, Down Projection weight WDown
b ∈

Rl×H , Output Projection weight WO
b ∈ RH×d, and KV cache KVcache

b ∈ Rs×L in global
memory.

1: Allocate shared memory buffers: Qb,KVb ∈ R1×l, and Ssum, Smax (softmax statistics).
2: Compute segment results of Q Projection: Qb ← Hb ×WQ

b .
3: Compute segment results of KV Projection: KVb ← Hb ×WKV

b .
4: Obtain the complete QKV: Qb ← ClusterGather(Qb), KVb ← ClusterGather(KVb).
5: Compute segment results of Up Projection by batch matmul: Qb ← Qb ×WUp

b .
6: Obtain the complete Q: Qb ← ClusterGather(Qb).
7: Compute partial result of Attention similar to the FlashDecoding dataflow:

Compute Sb ← exp(Qb × (KVcache
b ,KVb)

T ), obtain local Ssum, Smax.
And store Smax in register Regmax. ▷ softmax statistics.
Compute Ab ← Sb × (KVcache

b ,KVb) ▷ Ab reuse the shared memory space of Qb

8: Obtain the complete softmax statistics Ssum and Smax:

Ssum ← ClusterReduce(Ssum, sum), Smax ← ClusterReduce(Smax,max)

9: Rescale Attention output according to online softmax:

Ab ←
Ab · exp(Regmax − Smax)

Ssum

10: Obtain the complete Attention output: Ab ← ClusterReduce(Ab, sum).
11: Compute partial results of Down Projection by batch matmul: Ab ← Ab ×WDown

b .
12: Obtain the complete Down Projection output: Ab ← ClusterReduce(Ab, sum).
13: Compute the result of the Output Projection and write it to global memory using atomicAdd:

Ob ← Ab ×WO
b

14: return Ob.

kv_lora_rank dimension for the Up Projection and Down Projection modules; the token dimension
of the KV cache for the Attention module; and the output dimension for the Output Projection. And
each thread block processes the full input hidden states and computes its corresponding output tile
Ob after the Output Projection. In this algorithm, B denotes the batch size, D the input hidden
dimension, and H the total head dimension. The variables h, l, s, and d refer to the partitioned sizes
of the head dimension, kv_lora_rank, sequence length, and output dimension per thread block,
respectively. For simplicity, we omit the rope_dim shown in Fig. 14.

We also estimate the total DSMEM traffic incurred by the dataflow used in Alg. 4, which involves
three ClusterGather operations and three ClusterReduce operations. The DSMEM traffic for
the ClusterGather operations is given by:

TrafficGather(h,N) + 2× TrafficGather(l, N)

and the traffic for the ClusterReduce operations is:

TrafficReduce(l, N) + TrafficReduce(H,N)

We omit the traffic introduced by the softmax statistics, as it involves only two floating-point values
and is negligible compared to the tensor-level data movement.

B.2 SplitHead Dataflow

In line with our cluster-centric dataflow design principles and by leveraging cluster-level communica-
tion primitives, we implement the fused QKV Projection, Attention, and Output Projection dataflow
described in the main paper, where intermediate data is stored in on-chip shared memory. In addition,
we design an alternative dataflow called SplitHead dataflow that stores the intermediate data in faster
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Algorithm 5 SplieHead Dataflow - Thread Block View

Require: Input hidden states Hb ∈ RB×D, QKV Projection weight WQKV
b ∈ RD×3h, Output

Projection weight WO
b ∈ Rh×D, and KV cache Kcache

b ,Vcache
b ∈ RS×h in global memory.

1: Allocate register memory buffers: Qb,Kb,Vb ∈ RB×h, shared memory buffer: Sb ∈ RS×B .
2: Compute segment results of QKV Projection: Qb,Kb,Vb ← Hb ×WQKV

b .
3: Compute segment result of Attention:

Compute Sb ← Qb × (Kcache
b ,Kb)

T .
Obtain the complete result of Q×KT : Sb ← ClusterReduce(Sb, sum).
Compute Softmax: Sb ← softmax(Sb).
Compute Attention output: Ab ← Sb × (Vcache

b ,Vb)
4: Compute the partial one head result of the Output Projection: Ob ← Ab ×WO

b .
5: Obtain the complete one head result of the Output Projection:

O← ClusterReduce(Ob, sum)

6: Write the complete result of the Output Projection to global memory using atomicAdd:

O← atomicAdd(O)

7: return O.
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Figure 16: Cluster-centric fused QKV Projection, Attention and Output Projection dataflow graph.

on-chip register memory. As illustrated in Alg. 5, this dataflow is parallel in the number of heads.
Each head corresponds to a cluster of N = 2k thread blocks (k ≤ 4), where each block is assigned
a rank b ∈ [0, N − 1]. Within each cluster, thread blocks just partition the head dimension in QKV
Projection, Attention, and Output Projection. For the whole dataflow, each thread block processes
the entire input hidden states and computes the corresponding partial output Ob after the Output
Projection. In this algorithm, B denotes the batch size, D the input hidden dimension, H the total
head dimension, S the KV cache sequence length, and h, d represent the partitioned sizes of the head
dimension and the output dimension, per thread block, respectively. In this design, we need to reduce
the result of Q ×KT which has a shape of Sequence Length × Batch Size. Each thread block
holds the segment Attention output and computes the partial Output Projection, which must then be
reduced and written to global memory using atomicAdd.

As shown in Fig. 16, this dataflow enables intermediate results such as Qb, Kb, and Vb to be stored
in faster register memory, instead of shared memory. However, the total DSMEM traffic incurred by
this dataflow is

TrafficTotal = TrafficReduce(S,N) + TrafficReduce(D,N)

which is higher than the dataflow that partitions the KV cache along the token dimension in the
Attention module, as proposed in the main paper and Sec. B.1. The total DSMEM traffic of the
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SplitToken dataflow is

TrafficTotal = TrafficReduce(H,N) + TrafficGather(3h,N)

which is significantly lower, as it mainly depends on the head dimension H or the kv_lora_rank l in
the fused MLA dataflow, both of which are much smaller than the sequence length S that dominates
the DSMEM traffic in the SplitHead dataflow. The increased communication overhead outweighs the
benefits of using register memory. As demonstrated by our experimental results presented later, the
SplitHead dataflow yields higher latency.

C Additional Experiments

C.1 Multi-Batch Evaluation and Speedup Analysis

We conduct additional experiments using a batch size of 16, while keeping other experimental
settings consistent with those described in the main paper. The TPOT and latency results for core
modules are shown in Fig. 17 and Fig. 18, respectively. On average, ClusterFusion achieves
speedups of 1.11×, 1.09×, 1.12×, and 1.32× over SGLang, vLLM, TensorRT-LLM, and MLC-LLM,
respectively, across various sequence lengths on Llama2-7B with a cluster size of 4. For DeepSeek-
V2-Lite, ClusterFusion delivers average speedups of 1.15×, 1.14×, 1.07×, and 1.84× under the
same conditions. In terms of the core modules, including fused QKV Projection, Attention, and
Output Projection, ClusterFusion achieves average speedups of 1.14×, 1.12×, 1.2×, and 1.41×
over SGLang, vLLM, TensorRT-LLM, and MLC-LLM, respectively, on Llama2-7B. Similarly, for
DeepSeek-V2-Lite, the corresponding speedups are 1.19×, 1.18×, 1.14×, and 2.04×.

We identify two primary factors contributing to the performance advantage of ClusterFusion over
existing frameworks with CUDA Graph optimizations: reduced global memory transfer volume and
significantly lower GPU kernel launch overhead [63, 53]. To quantify these benefits, we use NVIDIA
Nsight Systems [38] and Nsight Compute [37] to profile memory traffic and kernel launch overhead
under a batch size of 16. The results are presented in Fig. 19. The observed performance gains are
primarily attributed to ClusterFusion executing QKV Projection, Attention, and Output Projection
entirely on-chip, thereby mi nimizing intermediate memory traffic. Furthermore, ClusterFusion
reduces kernel launch overhead by nearly an order of magnitude in end-to-end scenarios, even
compared to baselines already optimized with CUDA Graph. However, the reduction in global
memory traffic has limited impact in the multi-batch scenario, as the KV cache and model weights
still dominate memory usage, while the intermediate memory footprint remains small. Moreover,
the overall computation intensity increases significantly with larger batch sizes, leading to a reduced
speedup compared to the single-batch results presented in the main paper.
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C.2 SplitHead Dataflow Evaluation

We also implement the SplitHead dataflow described in Sec. B.2 and present the performance
comparison between the SplitToken, SplitHead dataflows and two representive baselines in Fig. 20.
When the sequence length is short, the latency difference is minimal because intermediate data can
be stored in register memory, which improves efficiency compared to the SplitToken, and the gap
in DSMEM traffic compared to the SplitToken dataflow remains small. However, as the sequence
length increases, the DSMEM traffic of the SplitHead dataflow grows significantly larger than that
of SplitToken, resulting in increased latency. From the perspective of operator fusion efficiency, the
SplitHead dataflow enables fusion with intermediate data stored in high-speed register memory, as
long as the data size is small enough to fit entirely within the registers. However, despite this benefit,
the SplitHead dataflow incurs significantly higher DSMEM traffic, especially as the sequence length
increases. This increased traffic becomes a major bottleneck and leads to worse overall performance.
Therefore, our cluster-centric dataflow design takes into account not only fusion efficiency but also
the memory traffic of different dataflows, aiming to achieve better overall performance.
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