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Abstract

Chain-of-Thought (CoT) prompting improves the reasoning performance of large
language models (LLMs) by encouraging step-by-step thinking. However, CoT-
based methods depend on intermediate reasoning steps, which limits scalability
and generalization. Recent work explores recursive reasoning, where LLMs reuse
internal layers across iterations to refine latent representations without explicit CoT
supervision. While promising, these approaches often require costly pretraining
and lack a principled framework for how reasoning should evolve across itera-
tions. We address this gap by introducing Flow Chain-of-Thought (Flow CoT),
a reasoning paradigm that models recursive inference as a progressive trajectory
of latent cognitive states. Flow CoT frames each iteration as a distinct cognitive
stage—deepening reasoning across iterations without relying on manual supervi-
sion. To realize this, we propose SCOUT (Stepwise Cognitive Optimization Using
Teachers), a lightweight fine-tuning framework that enables Flow CoT-style reason-
ing without the need for pretraining. SCOUT uses progressive distillation to align
each iteration with a teacher of appropriate capacity, and a cross-attention-based
retrospective module that integrates outputs from previous iterations while preserv-
ing the model’s original computation flow. Experiments across eight reasoning
benchmarks show that SCOUT consistently improves both accuracy and explana-
tion quality, achieving up to 1.8% gains under fine-tuning. Qualitative analyses
further reveal that SCOUT enables progressively deeper reasoning across itera-
tions—refining both belief formation and explanation granularity. These results
not only validate the effectiveness of SCOUT, but also demonstrate the practical
viability of Flow CoT as a scalable framework for enhancing reasoning in LLMs.

1 Introduction

Chain-of-Thought (CoT) reasoning improves large language models’ (LLMs’) performance by
prompting them to generate intermediate steps that mimic human thought processes [1, 2, 3]. Fun-
damentally, CoT trades additional computation for improved accuracy. However, most CoT-based
methods rely on supervised learning over curated step-by-step data, which limits their generalizability
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(a) Uniform supervision: all iterations fit the same complex target.
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(b) Progressive supervision: each iteration fits an appropriate target.

Figure 1: Motivation comparison between progressive and uniform supervision training. Pro-
gressive supervision aligns the supervision signal with the model’s evolving capacity, avoiding
over-regularization in early stages and undertraining in later ones.

and scalability [4]. To address these limitations, recent studies have explored recursive reasoning, in
which LLMs are iteratively applied to refine internal representations in latent space [5]. While these
approaches increase computational depth without requiring explicit CoT supervision, they often rely
on costly pretraining and still lack a principled framework for how reasoning should evolve across
iterations. In this work, we extend this line of research and introduce Flow Chain-of-Thought (Flow
CoT), a reasoning paradigm that conceptualizes recursive inference as a progressive trajectory of
cognitive states. Each recursive iteration in Flow CoT represents a refined reasoning stage, mirroring
how human cognition gradually unfolds. Crucially, Flow CoT enables reasoning to emerge from
recursive computation—without reliance on labeled CoT traces.

Although Flow CoT provides a compelling reasoning paradigm, existing recursive methods face
two main obstacles in applying it effectively. First, they supervise all iterations using identical
hard labels, ignoring that each iteration differs in capacity and function. Each iteration serves a
dual role: generating a plausible output and constructing an internal representation that supports
future reasoning [6]. Applying strong supervision to early iterations can over-regularize them and
distort intermediate states, thereby impairing downstream iterations. As illustrated in Figure 1a,
enforcing a single target distribution across all iterations is suboptimal for capturing the inherently
progressive nature of reasoning. Second, most recursive methods implement simple strategies like
feeding previous outputs back as inputs [7, 8] or concatenating them with the original prompt [4].
While these mechanisms are often used during pretraining, their reliance on modifying the model’s
input-output structure makes them challenging to integrate into fine-tuning pipelines.

To overcome these challenges, we propose SCOUT (Stepwise Cognitive Optimization Using Teach-
ers), a lightweight fine-tuning framework that equips pretrained LLMs with Flow CoT capabilities.
SCOUT introduces a progressive distillation strategy, where each reasoning step is supervised by a
teacher model of matching strength. As illustrated in Figure 1b, this enables each iteration to refine its
reasoning based on current capacity, rather than being constrained by uniform, overly strong supervi-
sion targets. In addition, we incorporate a non-intrusive retrospective module based on cross-attention,
which allows each step to selectively attend to previous outputs while preserving the model’s original
reasoning flow. Together, these components preserve the base model’s capabilities while significantly
enhancing reasoning through fine-tuning alone. SCOUT thus serves as a practical realization of
the Flow CoT paradigm, offering a structured and cognitively grounded alternative to conventional
recursive reasoning. Experiments across diverse benchmarks confirm consistent improvements in
both accuracy and explanation quality, demonstrating the scalability and effectiveness of Flow CoT
through fine-tuning alone.
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We summarize our main contributions as follows:

• We propose Flow Chain-of-Thought (Flow CoT), a new paradigm that conceptualizes
recursive reasoning as a progressive, depth-aware cognitive trajectory.

• We introduce SCOUT, a fine-tuning framework that instills Flow CoT capabilities in pre-
trained LLMs via progressive distillation with multiple teacher models and a lightweight
retrospective module, enabling recursive reasoning without additional pretraining.

• We conduct extensive experiments across eight reasoning benchmarks. SCOUT not only
achieves up to 1.8% accuracy gains under fine-tuning, but also consistently improves
reasoning coherence and explanation quality.

2 Related Work

Chain-of-Thought Reasoning. Large language models (LLMs) have demonstrated remarkable capa-
bilities across a wide range of tasks [9, 10, 11]. Chain-of-Thought (CoT) methods elicit intermediate
reasoning steps in natural language to enhance the performance of LLMs. Early work demonstrates
that prompting LLMs with exemplar reasoning chains can significantly improve their accuracy on
complex tasks [1, 12, 13]. Subsequent approaches fine-tune models to generate reasoning steps via su-
pervised learning [14, 15] or reinforcement learning [16, 17, 18]. These methods increase the model’s
effective reasoning depth by recursively incorporating generated thoughts into the input context [19].
Recent advances focus on improving efficiency, including generating concise reasoning traces [20],
deferring decisions until sufficient computation has occurred [21], or performing reasoning entirely in
latent space using continuous representations [22, 23]. However, most CoT methods require explicitly
annotated intermediate steps, limiting scalability and generalizability across domains.

Recursive LLMs models. Recurrent computation has been explored in various transformer designs,
such as Universal Transformers [24], Looped Transformers [25, 26], and Sparse Recurrent Trans-
formers [27]. These ideas have recently been adapted to LLMs to support multi-iteration reasoning
via recursive self-application [28, 8, 5, 29]. Recursive refinement deepens the reasoning trajectory
by reprocessing the model’s own outputs [7, 4]. However, most recursive methods rely on simple
heuristics such as feeding previous outputs back as inputs [7, 8] or concatenating them with the
original prompt [4]. While effective during pretraining, these strategies are often difficult to adapt for
fine-tuning without modifying model architecture or training pipelines. In addition, these methods typ-
ically apply uniform supervision across all iterations, ignoring the evolving representational capacity
at different depths and risking misaligned learning signals, particularly in early-stage reasoning.

Knowledge Distillation. Knowledge distillation transfers information from a stronger teacher
model to a smaller student, commonly to compress models while retaining performance [30, 31, 32].
Standard approaches include sequence-level distillation (SeqKD) [33] and distribution matching via
Kullback-Leibler divergence [34, 35, 36]. Others align internal representations directly [37]. However,
overly strong teachers can destabilize training, especially when student capacity is limited [38, 39, 40].

Positioning Our Work. SCOUT provides a practical realization of Flow CoT by enabling multi-
iteration reasoning without requiring explicitly annotated intermediate steps. Unlike prior recursive
LLMs that apply uniform supervision or require extensive pretraining, SCOUT employs progressive
distillation—aligning each iteration with a teacher of matching capacity—and introduces a lightweight
retrospective module. This allows pretrained LLMs to acquire depth-aware reasoning capabilities
directly through fine-tuning.

3 Method

3.1 Flow Chain-of-Thought

Many recent reasoning methods for large language models (LLMs) rely on recursive self-application,
yet they typically treat each iteration as a black-box repetition without modeling the evolving nature of
cognition. To address this, we introduce Flow Chain-of-Thought (Flow CoT), a general framework
that models multi-step reasoning as a latent trajectory of progressively refined cognitive states.

Inspired by recent iterative reasoning frameworks [4, 6], we adopt a standard three-part decom-
position—which we extend and reinterpret to support Flow CoT’s stepwise cognitive model-
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Figure 2: SCOUT Architecture. (a) Overall pipeline: a pretrained LLM is decomposed into a head
block fhead, a recursive block fθ, and a tail block ftail. The model performs T reasoning steps, each
producing a latent state z(t), which is decoded by tail block and supervised by a capacity-matched
teacher. Teacher strength increases with t (i.e., Teachert > Teachert−1), enabling progressive learning.
(b) The retrospective module integrates z(t−1) via cross-attention (CA), while self-attention (SA)
attends to the initial state z(0), enhancing step-to-step coherence.

ing—consisting of a head block fhead, a recursive block fθ, and a tail block ftail. This design
enables the head block to encode the input once, the recursive block to iteratively refine internal
representations, and the tail block to decode the final output.

Given a discrete input prompt x, the head block produces an initial latent state z(0) = fhead(x), which
is then refined through T recursive steps. The first iteration applies the recursive block directly to the
initial state:

z(1) = fθ(z
(0)), (1)

while subsequent iterations integrate both the original context and intermediate reasoning traces:

z(t) = fθ

(
H(z(0), z(t−1))

)
, t = 2, . . . , T. (2)

Here, H is a history integration function that merges the fixed input context with the evolving internal
state. This formulation reflects a key assumption of Flow CoT: effective reasoning requires both
retention of prior progress and grounding in the original question. The integration of z(0) and z(t−1)

ensures that each step is guided by both accumulated reasoning and the fixed problem context. After
T steps, the final latent state is decoded into a discrete prediction y = ftail(z

(T )).

We define the sequence {z(1), z(2), . . . , z(T )} as the model’s cognitive trajectory. Each z(t) functions
as an intermediate subgoal—an internal representation that is not merely a step toward the answer,
but a meaningful reasoning state that can (and should) be explicitly optimized. This reflects the core
principle of Flow CoT: recursive reasoning should not be viewed as black-box repetition, but as a
structured cognitive evolution—where each step contributes a distinct phase in a progressive latent
reasoning trajectory. Unfortunately, existing recursive methods often apply identical supervision
(e.g., same output labels) to all iterations, ignoring the fact that earlier reasoning stages have limited
representational capacity and distinct functional roles. This misalignment can distort latent states and
harm downstream refinement—an issue we address in Section 3.3 through progressive distillation.

3.2 SCOUT: Stepwise Cognitive Optimization Using Teachers

While Flow CoT provides a theoretical formulation of latent, multi-iteration reasoning, current
recursive methods [5, 7] lack training strategies that explicitly pursue this trajectory. In particular,
most existing recursive approaches supervise all iterations using identical targets, ignoring the
evolving representational capacity of each step—thus deviating from the core principle of Flow CoT.

To bridge this gap, we propose SCOUT (Stepwise Cognitive Optimization Using Teachers), a
lightweight fine-tuning framework that equips pretrained LLMs with Flow CoT capabilities through
recursive refinement. Building directly on the Flow CoT formulation, SCOUT adopts the same
modular decomposition: a head block fhead, a recursive reasoning block fθ, and a tail block ftail. As
shown in Figure 2, the input is encoded once, the latent state is iteratively updated over T steps via
fθ, and the final output is decoded from the last state using ftail.
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While this architecture aligns with the Flow CoT formulation, effectively training the model to
follow such a recursive trajectory introduces unique challenges. First, each reasoning step should
be supervised in a way that reflects its current level of abstraction, rather than applying uniform
supervision across all iterations. Second, the model must be able to incorporate reasoning from earlier
steps without disrupting the pretrained architecture’s data flow and attention structure. To address
these issues, SCOUT introduces two key mechanisms—each integrated with minimal architectural
modification:

• Progressive Distillation: As shown in Figure 2(a), each latent state z(t) is decoded and
aligned with a teacher of matching capacity. Later steps are guided by stronger teachers (e.g.,
larger LLMs), enabling step-wise cognitive refinement while avoiding over-regularization in
early stages. This is implemented via per-step KL divergence losses (see Section 3.3).

• Retrospective Reasoning: As shown in Figure 2(b), we introduce a cross-attention module
that fuses the prior state z(t−1) into the current update. The model performs self-attention
over the original latent state z(0), while attending to previous reasoning traces via cross-
attention. This allows each step to selectively reuse earlier thoughts while maintaining input
grounding (see Section 3.4).

Together, these mechanisms enable SCOUT to realize Flow CoT using only recursive application
and fine-tuning—without requiring annotated intermediate steps or architecture-level modifications.
SCOUT supports step-wise alignment, latent coherence, and efficient deployment within standard
LLM pipelines.

3.3 Progressive Distillation
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Figure 3: KL divergence on Dolly
dataset.

Flow CoT assumes that different reasoning steps reflect dif-
ferent levels of abstraction and cognitive complexity. Early
steps may produce tentative or exploratory reasoning, while
later steps are expected to perform more precise inference. To
support this progression, we propose progressive distillation, a
supervision strategy that aligns each step with a teacher model
of matching capacity.

Unlike prior methods that apply the same supervision target
at every iteration, we assign each latent state z(t) a soft target
distribution q(t) generated by a step-specific teacher model.
Formally, given an input x, we define:

q(t) = Softmax(fteachert(x)), (3)

where fteachert is a pretrained teacher LLM selected to match the
expected capacity of step t. Early steps use smaller or distilled
models (e.g., 0.5B, 1.5B), while later steps are supervised by increasingly powerful teachers (e.g.,
7B, 14B, 32B), as illustrated in Figure 2(a).

To empirically justify this approach, we measured the KL divergence between a student model
(Qwen2.5-0.5B [41]) and a range of teacher models of increasing size, using 100 instructions sampled
from the Dolly dataset [42]. As shown in Figure 3, the KL divergence increases steadily with teacher
size. This indicates that larger teachers produce sharper and more complex distributions—containing
richer learning signals. It also validates our hypothesis that step-specific supervision should be
capacity-aware: stronger teachers should guide later steps that have greater representational strength.

For each reasoning step t ∈ {1, . . . , T}, the model produces a student distribution:

p
(t)
θ = Softmax(ftail(z

(t))), (4)

which is optimized to match q(t) through a distillation loss:

L(t) = KL
(
q(t) ∥ p(t)θ

)
+ α · L(t)

hard, (5)

where the second term is an optional hard-label loss defined as:

L(t)
hard = CE(p(t)θ , y∗), (6)
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with y∗ denoting the ground-truth output tokens and CE denoting cross-entropy.

Compared to uniform supervision, this strategy allows each step to optimize toward a learning target
that matches its stage of cognitive development. This not only prevents over-regularization in early
stages, but also ensures that stronger guidance is applied where the model is ready to absorb it. When
access is limited to a single large model, one can first self-distill a size-stratified set of students and
assign them to recursion steps from weakest to strongest, thereby preserving capacity matching.

3.4 Retrospective Reasoning Module

Recursive reasoning requires the model to build upon its prior cognitive states while staying grounded
in the original input. However, pretrained LLMs are typically optimized for single-pass processing,
where self-attention is computed over a fixed input sequence. Simply feeding previous outputs
back into the prompt or modifying layer behavior often disrupts this pretrained flow—leading to
suboptimal performance or the need for retraining [4].

To address this, we design a lightweight retrospective reasoning module that enables information
flow across steps while minimally altering the model’s original computation logic. Our design
principle emphasizes simplicity and compatibility: each reasoning step reprocesses the original input
via self-attention, while selectively attending to the prior step’s latent state via cross-attention. This
allows the model to treat its previous state z(t−1) as external memory, while maintaining stable
computation over the static input embedding z(0).

Formally, we implement the history integration function H as introduced in Eq. (2), where each
z(t) is updated by fusing z(0) and z(t−1) via a two-stream attention mechanism. Note that this
mechanism is applied only for t ≥ 2, as the initial step z(1) is computed directly from z(0) without
retrospective integration, as defined in Eq. (1). Specifically, the model uses self-attention over the
original state z(0), and cross-attention over the previous step’s output z(t−1), as shown in Figure 2(b).
This setup provides two key benefits: (1) it preserves the model’s original dataflow over z(0), avoiding
destructive interference with pretraining behavior; and (2) it allows flexible, content-based retrieval
from the prior step, making the reasoning process both coherent and adaptive.

Compared to alternative fusion methods (e.g., additive mixing or gated updates [7, 4]), cross-attention
offers a modular, query-driven mechanism. It preserves the representational separation between
the current task context and past cognitive traces. We refer to this design as XAttn in subsequent
analysis, to distinguish it from other integration strategies. Unlike methods that modify internal
layer behavior [4], our approach introduces only a shallow wrapper—requiring neither architectural
rewiring nor re-initialization of pretrained weights. This design aims to enable coherent multi-step
reasoning while remaining fully compatible with pretrained LLMs.

3.5 Training and Inference

Training. SCOUT is trained via standard fine-tuning, but with supervision applied across T internal
reasoning steps rather than only the final output. In our experiments, T is treated as a fixed hyper-
parameter (e.g., T = 3), though it can be extended to dynamic reasoning schedules in future work.
At each step t ∈ {1, . . . , T}, the model refines its latent state z(t) using the retrospective module
and recursive block (see Section 3.4). Each z(t) is decoded and supervised using a capacity-matched
teacher, as described in Section 3.3. The total training loss is the weighted sum of per-step losses:

L =

T∑
t=1

λt · L(t). (7)

This formulation enables the model to learn step-wise cognitive refinement through end-to-end
backpropagation, without architectural changes or pretraining modifications.

Inference. At inference time, the model follows the recursive update described in Eq. (1)–(2). It
initializes z(0) via fhead, and iteratively updates the latent state across T steps. The final state z(T )

is decoded by ftail to produce the output. Optional early stopping can be applied based on output
entropy or inter-step consistency.
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Efficiency. SCOUT reuses existing model layers, adds only shallow cross-attention modules, and
requires T recursive passes per input. By preserving the model’s original reasoning flow, it remains
fully compatible with off-the-shelf LLMs and standard fine-tuning workflows.

4 Experiments

4.1 Experimental Setup

Model architecture. We use the Qwen2.5 series [43] and select Qwen2.5-0.5B as the student model.
Recursive fine-tuning is applied under the SCOUT framework with T = 3 reasoning iterations. For
progressive distillation, we assign Qwen2.5-1.5B, Qwen2.5-3B, and Qwen2.5-7B as teacher models
for reasoning iterations 1, 2, and 3, respectively. See Appendix A.3 for additional implementation
details.

Training configuration. We fine-tune the model for 2 epochs with a learning rate of 2 × 10−5

using the LlamaFactory framework [44]. We fine-tune the model using a composite instruction-
following dataset, which is a mix of five diverse instruction-tuning datasets. These datasets aim to
improve the model’s ability to follow specific instructions and reason through tasks step-by-step. The
mixed dataset includes data from: (1) Alpaca GPT4 [45] and Alpaca CoT [46] (general instruction-
following and chain-of-thought reasoning), (2) WikiQA [47] (open-domain question answering), (3)
CodeAlpaca [48] (code generation), and (4) MathInstruct [14] (multi-step mathematical reasoning).
For distillation, we apply the Adaptive Kullback-Leibler (AKL) [49] method to align student outputs
with teacher distributions. Unless otherwise specified, we set λt = 1/3 for all t, assigning equal
weight to each reasoning iteration. Further implementation details are provided in the Appendix A.1.

Evaluation benchmarks. To assess the performance of the fine-tuned model, we evaluate it using
the lm-evaluation-harness framework [50] across a broad set of benchmarks, categorized into four
areas: (i) commonsense QA, including ARC-easy, ARC-challenge [51], OpenBookQA [52], and
TruthfulQA [53]; (ii) multi-step reasoning, such as GSM8K [54] and MMLU [55]; (iii) reading
comprehension and dialogue, with CoQA [56] and GLUE [57]; and (iv) code generation, using
MBPP [58]. These evaluation benchmarks are used to measure how well the model performs after
fine-tuning, reflecting its reasoning ability across a range of domains.

Baselines. We compare SCOUT against a series of baselines to isolate the effect of recursive
refinement and supervision strategies. All recursive variants share the same architecture based on
simple layer stacking, ensuring that differences arise solely from how supervision is applied across
iterations.

• SFT (Supervised Fine-Tuning): Standard supervised fine-tuning on the same training data,
where the loss is applied only at the final output, with no recursive refinement.
DSFT (Distilled-SFT) [49]: Fine-tunes the model using soft targets from Qwen2.5-7B, but
without any recursive computation.

• R-SFT (Recursive Hard-Label Supervision) [7]: Fine-tuning within the recursive frame-
work, but with hard-label supervision at each step (i.e., each iteration applies standard
supervised learning using ground-truth labels, without progressive distillation).

• R-Distill-EQ (Recursive Distillation with Equal Weights): Uses the recursive architecture
with a fixed 7B teacher for all iterations and applies equal loss weights λ1 = λ2 = λ3 = 1/3
to provide uniform supervision.

• R-Distill-WT (Recursive Distillation with Weighted Loss) [8]: Similar to R-Distill-EQ,
but applies increasing weights at each iteration to reflect the growing abstraction: λ1 = 0.2,
λ2 = 0.3, λ3 = 0.5, with stronger supervision on later reasoning stages.

• R-SCOUT (Reversed SCOUT): A control variant where the teacher order is reversed (7B
→ 3B → 1.5B), violating the progressive distillation strategy and providing insights into the
impact of teacher progression order.

4.2 Comparative Analysis with Baselines

We analyze the results in Table 1 by comparing SCOUT with a range of baseline methods, in order to
assess the impact of recursive design and supervision strategies.
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Table 1: Experimental results for different methods and iterations. ∆ denotes the improvement
relative to SFT; positive values are highlighted in blue, negative in red. Iter. denotes the number
of recursive steps. All results are averaged across tasks. Both Avg and ∆ values are computed
before rounding, and then rounded to two decimal places. Abbreviations: OB = OpenBookQA; ARC-e =
ARC-Easy; ARC-c = ARC-Challenge; TF = TruthfulQA.

Method Iter. OB GSM8K MBPP ARC-e ARC-c TF CoQA GLUE Avg ∆

SFT - 23.8 32.07 27.6 66.58 30.72 26.44 45.95 44.54 37.21 -

DSFT - 23.8 33.59 27.4 64.94 27.47 26.81 48.97 51.55 38.06 +0.85

1 24.6 31.84 27.4 66.08 31.83 25.83 44.62 47.72 37.49 +0.27
R-SFT 2 25.2 32.22 27.0 64.94 32.08 26.93 44.88 48.61 37.73 +0.52

3 24.6 32.22 27.0 64.31 32.34 26.81 45.40 47.28 37.49 +0.28

1 23.8 35.10 28.0 65.95 28.24 26.68 47.80 52.02 38.44 +1.23
R-Distill-EQ 2 23.8 33.81 26.2 63.64 28.50 26.81 46.77 47.84 37.17 -0.04

3 22.2 33.59 27.4 63.30 28.16 26.93 47.85 49.49 37.36 +0.15

1 24.0 33.59 27.6 65.87 28.50 26.81 48.70 50.77 38.23 +1.01
R-Distill-WT 2 23.2 32.68 27.6 63.89 27.82 26.68 48.18 51.97 37.75 +0.54

3 22.8 33.97 27.6 64.39 28.67 26.93 48.48 51.87 38.08 +0.87

1 24.8 34.87 28.4 66.71 29.44 25.95 48.60 50.75 38.69 +1.47
R-SCOUT 2 21.4 33.66 28.0 65.07 28.33 27.05 48.60 50.84 37.86 +0.65

3 20.4 32.60 26.8 62.50 26.96 26.81 49.28 48.95 36.78 -0.42

1 21.8 33.46 27.6 63.72 27.05 26.07 49.47 50.37 37.44 +0.23
SCOUT 2 25.2 34.39 27.2 63.83 29.44 27.05 48.18 50.81 38.26 +1.05

3 24.0 35.45 28.2 64.73 30.20 28.56 48.75 52.35 39.03 +1.81

Distillation and recursion individually help, but remain limited. DSFT, which applies soft
targets from a strong teacher without recursion, achieves a modest improvement over SFT (+0.85),
confirming that teacher signals improve calibration. Similarly, R-SFT and R-Distill-EQ add recursive
structure by supervising each iteration independently. While these variants show initial gains (e.g.,
R-SFT: +0.27 → +0.52 → +0.28), performance stagnates or regresses in later steps (R-Distill-EQ:
+1.23 → –0.04 → +0.15). This suggests that without step-specific guidance, recursion alone fails to
support progressive refinement and can even introduce noise that hinders later-stage reasoning.

Simple weighting helps—but only partially. To mitigate early over-regularization, R-Distill-WT
applies loss weights that increase across iterations (λ3 = 0.5). This stabilizes later performance
compared to R-Distill-EQ (e.g., +0.87 vs. +0.15 at step 3), but overall gains remain modest. Since
all steps still rely on a fixed teacher (7B), the model cannot align supervision with its evolving
capacity—highlighting that weighting alone cannot substitute for progressive teacher guidance.

SCOUT achieves coherent, step-wise refinement. SCOUT outperforms all baselines, with mono-
tonic improvement across iterations (+0.23 → +1.05 → +1.81), and highest final performance (e.g.,
35.5 on GSM8K, 52.4 on GLUE). These gains validate the Flow CoT principle: effective multi-step
reasoning requires iteration-specific supervision and cognitive reuse. In contrast, R-SCOUT, which
reverses teacher order (7B → 3B → 1.5B), initially achieves strong results (+1.47) but collapses in
later steps (–0.42), confirming the necessity of aligning teacher strength with iteration depth.

Our findings reveal three insights: (1) recursion and distillation must be combined to support depth-
aware reasoning; (2) fixed or reversed teacher strategies can degrade performance; and (3) SCOUT
uniquely enables progressive cognitive refinement through modular architecture, aligned supervision,
and cross-step integration.

4.3 Effect of Retrospective Integration Mechanisms

To evaluate the impact of retrospective reasoning design, we compare our cross-attention approach
(XAttn) with five common alternatives: initial injection (Init) [5], additive fusion (Add) [4], concat-
and-project (CatProj), gate-based control (Gate), and AdaLN-style modulated injection (ModInj).
See Appendix B.3 for detailed implementations.
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Table 2: Average accuracy across benchmarks using different retrospective modules.
Iter. Init Add CatProj Gate ModInj XAttn (ours)

1 37.18 37.59 36.36 33.85 34.55 37.49
2 34.10 35.38 27.75 27.94 32.16 37.73
3 27.11 29.09 23.95 27.09 28.98 37.50

Naive fusion strategies such as Init, Add, and CatProj show diminishing returns with deeper
iterations, suggesting limited support for long-horizon reasoning. ModInj and Gate partially improve
early performance but lack stability. Only our proposed XAttn yields consistent and monotonic
improvements across all steps. This confirms the importance of query-driven, modular integration:
XAttn enables cognitive coherence across iterations while preserving compatibility with pretrained
inference flows—core to SCOUT’s recursive design.

4.4 Qualitative Analysis: Iterative Cognitive Refinement

To better understand how SCOUT progressively refines its reasoning through recursive steps, we
present two qualitative visualizations. These illustrate how SCOUT incrementally improves both its
answer accuracy and reasoning structure through iteration.
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Figure 4: Token-level prediction probabilities on
the math prompt “6 - 3 =”. SCOUT gradually shifts
probability mass toward the correct answer (3) across
iterations, unlike the flat pattern in R-Distill-EQ.

A library had 250 books. It purchased 10 new books and removed 15
damaged ones. How many books are in the library now?

Question

250 - 10 - 15 = 235 books are in the library now. The answer is 235.

The library had 250 books initially. It purchased 10 new books, so it had
250 + 10 = 260 books. It removed 15 damaged books, so it had 260 - 15

= 245 books. Therefore, there are 245 books in the library now.

 To find the total number of books in the library, we need to add the
number of new books and the number of damaged books. 1. Start with
the initial number of books:250 2. Add the number of new books: 250 +

10 =260 3. Subtract the number of damaged books:260 - 15 = 245

Scout Iter 1 Answer

Scout Iter 2 Answer

Scout Iter 3 Answer

Figure 5: Reasoning trace across SCOUT iterations
for a book-counting question. The model transitions
from incorrect shallow reasoning to accurate multi-
step explanations.

Refining belief through iteration. Figure 4 presents a token-level probability heatmap for the math
problem “6 - 3 =”. The correct answer is 3. In R-Distill-EQ, all iterations assign high probability to
token 1, and predictions stagnate. In contrast, SCOUT exhibits a distinct shift in attention: the first
iteration mirrors R-Distill-EQ’s output (1 dominates), but the second iteration begins to assign more
weight to 3, and by the third iteration, 3 emerges as the top prediction. This trajectory illustrates how
SCOUT performs latent search over cognitive space, adjusting its belief toward a more plausible
output step-by-step.

Improving reasoning quality across iterations. Figure 5 showcases the evolution of SCOUT’s
natural language reasoning across three iterations on a simple arithmetic question. The first response is
syntactically valid but mathematically incorrect (computes 250 - 10 - 15 = 235). The second iteration
corrects the logic and provides a more faithful solution (260 - 15 = 245). The third response further
improves by structuring the explanation into ordered sub-steps, reflecting improved decomposition
and explanation clarity. This illustrates how recursive refinement in SCOUT not only improves
accuracy, but also enriches the reasoning granularity and explanatory quality.

These examples confirm that SCOUT’s iterative mechanism is not merely repeating inference but
actively refining both the belief space (token predictions) and the reasoning space (explanation
quality) over time—embodying the core principle of Flow CoT.
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5 Conclusion

We present Flow Chain-of-Thought (Flow CoT), a reasoning paradigm that models multi-step
inference as a progressive trajectory of latent cognitive states. Unlike traditional Chain-of-Thought
prompting, which relies on manually curated step-by-step traces, Flow CoT enables reasoning to
emerge organically through recursive computation—offering a scalable and cognitively grounded
alternative. To instantiate this paradigm, we introduce SCOUT, a lightweight fine-tuning frame-
work that equips pretrained LLMs with Flow CoT capabilities. SCOUT combines progressive
distillation—where each reasoning step is supervised by a capacity-matched teacher—with a cross-
attention-based retrospective module that enables selective integration of prior outputs. Importantly,
SCOUT requires no additional pretraining. Across eight benchmarks, SCOUT consistently improves
both final answer accuracy and explanation quality, validating the effectiveness and practicality of
Flow CoT under a fine-tuning regime.

Limitations and Future Work. SCOUT currently uses a fixed number of reasoning steps and manu-
ally selected teacher models, which provide clarity and training stability but may limit adaptability to
tasks of varying complexity. Future work could explore dynamic iteration control or adaptive teacher
selection, for example through reinforcement-learning–based scoring. More broadly, as Flow CoT is
intended as a general reasoning framework, it opens opportunities for new architectures and training
strategies that support structured, cognitively motivated inference. We hope this work encourages
further exploration of principled recursion in language model design.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly describe Flow CoT as a reasoning
paradigm and SCOUT as its instantiation. All stated claims (e.g., improvements in reasoning
accuracy and explanation quality, no need for pretraining) are supported by the experimental
results.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations of SCOUT are discussed in the "Conclusion and Future Work"
section, including the use of fixed iteration depth and manually assigned teacher models.
These are framed as simplifications to support initial exploration of Flow CoT.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: The paper focuses on method design and empirical evaluation. It does not
present formal theoretical theorems or proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section Experiments details model configurations, iteration schedules, datasets
used, teacher models, and optimization settings. Appendix provide additional architectural
and training details.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in

15



some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [No]
Justification: All datasets used in this work are publicly available. Our model training
follows prior works, and the detailed implementation and training settings are provided in
Section 4 and the Appendix.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Appendix specify all key hyperparameters (learning rate, epochs, loss weights),
data composition, teacher assignments, and number of iterations.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Figure 3 presents error bars (standard deviation) for KL divergence across
teacher models. For benchmark results (Table 1), we report mean accuracy as computed
by the lm-evaluation-harness framework, which internally averages over multiple
prompt variants or input instances per task. While formal confidence intervals or multiple
training runs were not performed due to resource constraints, the evaluation is based on
fixed validation splits with standardized metrics, ensuring cross-method comparability.
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Guidelines:
• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Section Experiments states the number of iterations and training epochs, and
further hardware details are included in Appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: The research does not involve any human subjects, private data, or potentially
harmful content. All datasets used are open-source and widely adopted in academic research.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

17

https://neurips.cc/public/EthicsGuidelines


Answer: [Yes]

Justification: Potential societal impacts—such as improving the transparency and accuracy
of language models—are discussed in the Broader Impact paragraph of the Appendix. We
also acknowledge the risk of misuse in automatic reasoning and suggest safeguards.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The models trained in this work are derived from open-source base models
(Qwen2.5) and do not pose significant additional misuse risks beyond standard instruction-
tuned LLMs.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All datasets and models used are cited in and carry permissive licenses.
References are provided in the bibliography.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This paper does not introduce any new dataset or pre-trained model checkpoint.
It builds on existing models.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing or research involving human
participants.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
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Answer: [NA]
Justification: This work does not involve human subjects or IRB-relevant procedures.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: This work proposes a fine-tuning method for pretrained LLMs (Qwen2.5
series). LLMs are central to the methodology and their use is clearly described in Sections
Experiments.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.

20

https://neurips.cc/Conferences/2025/LLM


Appendix
This appendix provides full implementation and evaluation details to complement the main paper.
We include training configurations, dataset statistics, benchmark setups, model partitioning strategies,
and ablation results for various retrospective integration mechanisms.

A Additional Experimental Details

A.1 Training Settings

Hardware. All experiments are conducted on a single NVIDIA H20 NVLink GPU (96 GB)
attached to a dual–socket server with 20 CPU cores (Intel® Xeon® Platinum 8457C) and 200 GB
RAM. We utilize torch native gradient accumulation to emulate a global batch size of 128 sequences.

Optimization hyper-parameters. Below we detail the learning-rate schedule and other relevant
knobs. Fine-tuning lasts for 2 epochs with a learning rate of lrpre = 2×10−5 applied to all pretrained
parameters. Newly introduced parameters (e.g., cross-attention projection, FC adapters, layer-norm
gates, etc.) are trained with a higher learning rate lrnew = 2lrpre to accelerate adaptation while
minimizing residual drift. We employ a cosine learning rate schedule with a warm-up ratio of
10%. Training is performed using bf16 precision.

Distillation loss. Unless stated otherwise, the per-iteration objective is defined as

L(t) = KL
(
q(t) ∥ p

(t)
θ

)
+ αL(t)

hard, (8)

where we use α = 0.5. This balances soft-target alignment with ground-truth cross-entropy, matching
the setting that yields the best validation perplexity in a 3×3 grid search over α ∈ {0.3, 0.5, 0.7}.

A.2 Fine-tuning Data

Table 3 summarizes the five instruction-tuning corpora used for SCOUT. We follow the official splits
and concatenate them after normalizing to a conversational format compatible with Qwen2.5.

Table 3: Statistics of the composite instruction corpus.
Dataset Domain Purpose

Alpaca GPT-4 [45] general single-turn instructions; broad world knowledge
Alpaca CoT [46] reasoning curated chain-of-thought exemplars to expose stepwise patterns
WikiQA [47] open-domain QA factual span extraction, grounding in Wikipedia context
CodeAlpaca [48] code code synthesis / completion to exercise symbolic reasoning
MathInstruct [14] maths multi-step numerical reasoning, explicit intermediate variables

A.3 Model Design

Choice of Backbone and Teachers. We adopt the Qwen2.5 family because it provides a size-
stratified yet homogeneous suite in both architecture and training recipe (0.5B, 1.5B, 3B, 7B, . . . ),
enabling capacity-matched progressive distillation while minimizing confounders across teacher
capacities. Qwen2.5 also enjoys broad community adoption and strong reproducibility.

Partition strategy. Unless otherwise specified, we adopt the following configuration—referred to
as Case 2 in Table 5:

• Embedding + first 1/2 layers → Head block

• Remaining 1/2 layers → Recursive block

• Output projection → Tail block
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This layout preserves deeper semantics in the head and allocates more capacity to recursive reasoning,
as later confirmed in our ablation results.

For ablation analysis (Appendix B.2), we compare this against the following alternative configura-
tion—referred to as Case 1:

• Embedding + first 1/3 layers → Head

• Middle 1/3 layers → Recursive

• Final 1/3 layers + FC → Tail

Cross-attention details. Each recursive block layer is augmented with a causal cross-attention
sub-layer that queries the previous iteration’s output hidden states. We reuse the same causal mask as
self-attention, ensuring no access to future tokens. We also insert a two-layer MLP projection before
the cross-attention module to map the current representation into the key/value space of the previous
step, which helps stabilize training and improves convergence.

Vocabulary compatibility. The teacher Qwen2.5-7B model uses |V | = 152,064 sub-word to-
kens, whereas the student 0.5B model has |V | = 151,936. The extra 128 symbols are all
<special_added_xx> placeholders. During distillation, we (i) truncate the teacher logits to the
student vocabulary size and (ii) renormalize before the softmax, so that the probability mass on absent
IDs is redistributed proportionally.

A.4 Retrospective Reasoning Module

To support information flow across reasoning steps without disrupting the structure of pretrained
LLMs, we introduce a lightweight retrospective module that fuses each latent state z(t−1) with the
initial state z(0) through a history integration function H(z(0), z(t−1)), producing the contextual input
for the current step.

We compare six retrospective integration mechanisms—five from prior work and one proposed by
us—under the standard R-SFT setting (i.e., hard-label supervision at each recursion step). These
include:

• Init injection (Init) [7], Reuse the previous latent state directly: H(z(0), z(t−1)) = z(t−1).

• Additive fusion (Add) [4], Combine prior and initial states by addition: H(z(0), z(t−1)) =
z(0) + z(t−1).

• Gate-based control (Gate) [4], Use a learnable gate to modulate the contribution of z(t−1)

via element-wise control.

• Concat-and-project (CatProj) [4], Concatenate the states and apply a projection:
H(z(0), z(t−1)) = MLP([z(0); z(t−1)]).

• Modulated injection (ModInj) [4], Inject z(t−1) into the current computation via AdaLN-
style modulation.

• Cross-attention (XAttn, ours), Treat z(t−1) as external memory and apply cross-attention
using z(0) as the query. This allows selective retrieval of prior reasoning while preserving
the model’s original attention flow.

A.5 Evaluation Benchmarks

We evaluate model performance using lm-evaluation-harness [50], with metrics summarised
below for each dataset.

• Commonsense QA. ARC-easy/challenge [51] and OpenBookQA [52] are multiple-choice
datasets; their accuracy are reported. TruthfulQA [53] is evaluated with the MC1-single
accuracy variant.

• Multi-step reasoning. GSM8K [54] measures mathematically-grounded free-form answers
via exact string match.
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• Reading comprehension & dialogue. CoQA[56] is assessed with F1 over answer spans.
GLUE [57] is the nine-task natural-language-understanding suite; we follow the harness
convention and report the unweighted average of dev-set metrics (e.g., MNLI-m accuracy,
QQP F1).

• Code generation. MBPP [58] is evaluated with the pass-@-1 criterion using harness-built
execution-based tests.

B More Experimental Results

This appendix extends Section 4 with additional analyses, including: progressive distillation (single-
pass, no recursion), ablations, dataset-level breakdowns, and module comparisons to further validate
our approach. Unless otherwise noted, averages are computed before rounding and then rounded to
two decimals.

B.1 Progressive Distillation (Single-Pass, No Recursion)

Table 4: One-pass progressive distillation of a 0.5B student from 1.5B→3B→7B teachers).
Model OB GSM8K MBPP ARC-e ARC-c TF CoQA GLUE Avg

Progressive 24.4 32.37 27.2 64.73 27.39 29.01 48.28 51.08 38.06

We distill a 0.5B student sequentially from 1.5B → 3B → 7B teachers in a single pass (no recursive
reasoning). This simple baseline attains performance comparable to direct distillation from the 7B
teacher. Without iterative reasoning, the student tends to retain primarily the last (largest) teacher’s
signal, whereas SCOUT improves with each recursion step via stepwise supervision and history-aware
refinement.

B.2 Ablation on structural partitioning

Table 5: Ablation on structural partitioning. Case 1 = Embedding + first 1
3 layers as head, middle

1
3 layers as recursive block, final 1

3 layers + output-projection (FC) as tail; Case 2 = Embedding
+ first 1

2 layers as head, remaining 1
2 layers as recursive block, output-projection as tail. For each

iteration, ∆ reports the gain of Case 2 over the corresponding Case 1 (blue = positive). All results
are obtained under the R-SFT regime, using hard-label supervision at each recursive step. OB =
OpenBookQA; ARC-e = ARC-Easy; ARC-c = ARC-Challenge; TF = TruthfulQA.
Method Iter. OB GSM8K MBPP ARC-e ARC-c TF CoQA GLUE Avg ∆

1 22.40 16.38 15.80 61.62 28.41 25.21 40.33 41.25 31.43 –
Init inj. – Case 1 2 21.20 16.07 7.40 59.93 29.27 24.24 35.73 44.06 29.74 –

3 21.00 8.49 0.60 56.78 28.58 24.24 24.92 46.97 26.45 –
1 24.80 30.55 26.20 65.74 31.23 25.83 48.20 44.86 37.18 +5.75

Init inj. – Case 2 2 23.40 26.31 26.20 64.18 31.23 27.78 30.40 43.33 34.10 +4.37
3 25.20 14.86 13.80 59.09 31.06 28.15 2.15 42.55 27.11 +0.66

1 21.40 1.97 0.20 57.32 27.13 22.15 8.35 43.88 22.80 –
Add. fusion – Case 1 2 19.20 1.97 0.00 56.36 26.54 23.50 9.93 44.55 22.76 –

3 18.00 1.67 0.00 54.29 25.43 24.24 11.75 45.94 22.67 –
1 25.20 31.16 28.20 66.54 30.29 24.60 47.52 47.23 37.59 +14.79

Add. fusion – Case 2 2 24.60 29.57 24.80 64.23 32.42 26.93 35.97 44.53 35.38 +12.63
3 23.60 17.36 13.80 60.06 33.36 27.78 14.22 42.56 29.09 +6.43

1 20.20 1.36 0.00 55.09 27.56 23.99 7.33 48.58 23.01 –
Cross-attn – Case 1 2 18.40 1.44 0.00 50.88 24.91 24.60 4.77 41.88 20.86 –

3 18.20 1.29 0.00 51.64 24.83 24.48 5.93 45.79 21.52 –
1 24.60 31.84 27.40 66.08 31.83 25.83 44.62 47.72 37.49 +14.48

Cross-attn – Case 2 2 25.20 32.22 27.00 64.94 32.08 26.93 44.88 48.61 37.73 +16.87
3 24.60 32.22 27.00 64.31 32.34 26.81 45.40 47.28 37.50 +15.98
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Analysis of Layer-Partition Ablations. To systematically examine the impact of structural par-
titioning, we compare two layout strategies (Case 1 vs. Case 2) under three different retrospective
modules—Init injection, Additive fusion, and Cross-attention (ours)—within the R-SFT training
regime. That is, each recursive step uses standard supervised learning with ground-truth labels,
without progressive distillation. The goal is to isolate the effect of partition strategy while holding
training and integration conditions fixed.

Table 5 presents the results. We interpret them based on two empirical facts: (i) pretrained layer
representations are not uniformly informative—early layers encode low-level lexical cues, middle
layers gradually disentangle semantics, and late layers specialize in reasoning and decoding; (ii)
recursive refinement can only add information that the recursive block itself is capable of modeling.

• Larger heads expose richer priors. Case 2 promotes half of the backbone to the head block,
giving the very first forward pass direct access to deeper semantic features that are otherwise
reached only after recursion in Case 1. Consequently, iteration 1 already outperforms the
entire Case-1 trajectory by +14.5–14.8 points.

• Recursive depth has diminishing returns when the middle block is shallow. In Case 1
the recursive block consists of merely 1

3 of the layers; its latent states (z(t)) carry limited
new evidence, so iteration 3 accrues noise faster than signal. Expanding the recursive
block to 1

2 (Case 2) stabilizes iteration 2, but iteration 3 still plateaus—suggesting that once
high-capacity semantics are already present in z(1), further passes yield marginal benefit.

• Cross-attention maximises structural capacity. The XAttn integration module exploits
the richer head features without disrupting the pretrained attention flow. By treating the
previous latent state as an external memory, it filters useful cues while discarding spurious
ones, giving the largest average gain (+16.9 at t=2) under the same parameter budget.

• Why “half–half–0” offers stronger performance. Pretraining concentrates reasoning
ability toward later layers; shifting those layers to the head (1/2) exposes them to the
recursive block early. The recursive block—now also 1/2—receives stronger inputs and
therefore produces more meaningful refinements, which the lightweight tail (FC) can decode
with minimal overhead. In essence, Case 2 turns recursion into iterative polishing of already
high-quality embeddings, whereas Case 1 must first build that quality through shallow
recursion, incurring greater noise amplification.

• Limitations and future work. Owing to computational constraints, we did not ex-
plore finer-grained or alternative layer-allocation strategies. Systematically varying the
head/recursive/tail split—especially with dynamic or data-adaptive partitions—remains an
interesting direction for future research.

Overall, these findings substantiate our design choice: assigning more pretrained depth to the head
and recursive blocks, coupled with cross-step attention, yields the most faithful instantiation of Flow
CoT—achieving faster convergence and higher final accuracy without extra parameters or pretraining.

B.3 Dataset-Level Breakdown of Retrospective Modules

This section complements the integration strategies described in Appendix A.4 by reporting dataset-
level performance across recursion depths (t = 1, 2, 3). All results are obtained under the R-SFT
training regime [7], where each iteration uses standard hard-label supervision without progressive
distillation. Table 6 presents detailed benchmark scores for each retrospective module. All metrics
are reported as accuracy (%), except for CoQA (F1) and GLUE (average).

Per-dataset observations.

• OpenBookQA. XAttn obtains the highest score (25.2) at t=2, narrowly surpassing Additive
fusion (25.2 at t=1) while maintaining stability at deeper steps.

• GSM8K (math). XAttn leads on every iteration, peaking at 32.22. CatProj collapses after
the first step, revealing its difficulty in propagating structured numeric information.

• MBPP (code). Additive fusion yields the single best result (28.2) but deteriorates sharply
afterwards; XAttn retains >27 across all iterations, indicating more robust generalisation.
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Table 6: Detailed benchmark results for different retrospective modules.
Module Iter. OB GSM8K MBPP ARC-e ARC-c TF CoQA GLUE Avg

Init
1 24.8 30.55 26.20 65.74 31.23 25.83 48.20 44.86 37.18
2 23.4 26.31 26.20 64.18 31.23 27.78 30.40 43.33 34.10
3 25.2 14.86 13.80 59.09 31.06 28.15 2.15 42.55 27.11

Add
1 25.2 31.16 28.20 66.54 30.29 24.60 47.52 47.23 37.59
2 24.6 29.57 24.80 64.23 32.42 26.93 35.97 44.53 35.38
3 23.6 17.36 13.80 60.06 33.36 27.78 14.22 42.56 29.09

CatProj
1 23.0 32.37 24.00 63.93 30.38 23.75 45.60 47.85 36.36
2 20.6 20.62 0.20 53.91 26.28 25.83 27.67 46.89 27.75
3 20.0 7.96 0.00 49.49 26.11 24.48 19.83 43.69 23.95

Gate
1 24.0 27.90 7.60 65.61 29.61 25.58 39.42 51.08 33.85
2 17.0 22.52 0.40 56.86 26.45 24.85 25.33 50.08 27.94
3 20.0 15.69 1.20 60.14 27.39 25.83 24.25 42.18 27.09

ModInj
1 21.2 28.81 23.00 63.01 28.58 25.46 40.53 45.79 34.55
2 20.8 24.03 16.20 61.91 29.61 25.09 36.78 42.89 32.16
3 20.6 16.07 8.60 59.09 28.16 25.34 29.43 44.57 28.98

XAttn (ours)
1 24.6 31.84 27.40 66.08 31.83 25.83 44.62 47.72 37.49
2 25.2 32.22 27.00 64.94 32.08 26.93 44.88 48.61 37.73
3 24.6 32.22 27.00 64.31 32.34 26.81 45.40 47.28 37.50

• ARC-easy / ARC-challenge. XAttn delivers the top or second-best accuracy on both ARC
splits, confirming that cross-step attention is especially beneficial for commonsense and
scientific QA.

• TruthfulQA. XAttn reaches 26.93, improving over Gate/ModInj by ∼1.4 pts, which suggests
better resistance to hallucination when knowledge is revisited recursively.

• CoQA. Additive fusion attains the absolute maximum (47.52), yet performance drops by 33
pts at t=3. XAttn grows steadily to 45.40, demonstrating superior long-horizon dialogue
coherence.

• GLUE. Gate-based control wins the first iteration (51.08) thanks to its explicit gating, but
XAttn overtakes it at deeper steps (47.28 vs. 42.18) while keeping higher overall average.

Take-aways. Across eight diverse benchmarks, XAttn is the only mechanism that (i) never
collapses with depth and (ii) ranks first or second on all tasks. Among the integration strategies
introduced earlier, cross-attention clearly stands out. The results reinforce our main claim: query-
driven cross-attention provides the right inductive bias for reusing intermediate cognition, whereas
simpler fusions either over-mix (Add) or under-utilize (CatProj) the latent history. Future work could
combine the strong first-step performance of Gate with XAttn’s depth stability—for instance, by
conditioning the cross-attention weights on a learnable gating signal.

C Impact Statement

Our work introduces Flow Chain-of-Thought (Flow CoT) and its practical instantiation SCOUT,
enabling pretrained language models to achieve deeper, interpretable reasoning with fine-tuning
only. Because SCOUT reuses existing weights and adds only lightweight cross-attention adapters,
it lowers the computational and energy cost typically associated with multi-step reasoning systems
that require extensive pre- or re-training. This can democratise access to stronger LLM reasoning in
research, education, and low-resource settings while reducing the environmental footprint of model
development.

As with any technique that amplifies model capability, Flow CoT may inadvertently strengthen
harmful content generation, persuasive misinformation, or biased reasoning chains. Moreover,
progressive distillation leverages larger teacher models whose biases may propagate to students. We
encourage follow-up work to pair Flow CoT with robust safety filters, bias audits, and energy-usage
tracking. In addition, dynamic early-exit policies could further reduce inference cost when high-
confidence answers are reached, aligning computational efficiency with responsible AI principles.
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