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Abstract001

We introduce OpenHuEval, the first benchmark002
designed for comprehensive evaluation of large003
language models (LLMs) in the context of the004
Hungarian language and specifics. OpenHuE-005
val incorporates the latest design principles006
for evaluating LLMs, such as using real user007
queries from the internet, emphasizing the as-008
sessment of LLMs’ generative capabilities, and009
employing LLM-as-judge to enhance the mul-010
tidimensionality and accuracy of evaluations.011
We evaluated current mainstream LLMs, in-012
cluding both traditional LLMs and recently de-013
veloped Large Reasoning Models. The results014
demonstrate a significant necessity for evalu-015
ation and model optimization tailored to the016
Hungarian language and specifics. We also017
conducted a detailed analysis of the reasoning018
process of LRMs on OpenHuEval, revealing019
the intrinsic patterns and mechanisms of these020
models in non-English languages, with Hun-021
garian serving as a representative example. We022
will release OpenHuEval on GitHub.023

1 Introduction024

Recent advancements in large language models (LLMs),025
such as o1(Jaech et al., 2024) and DeepSeek-R1(Team,026
2024a), mark significant progress toward artificial gen-027
eral intelligence (AGI). However, notable performance028
gaps remain between English and other languages in029
both language-agnostic tasks (e.g., reasoning, code gen-030
eration) and language-specific tasks (e.g., idiom usage,031
cultural understanding), posing challenges to global032
AI deployment and equitable development. The cross-033
lingual performance gaps in LLMs stem from two main034
factors: First, the training data of LLMs, particularly the035
pre-training data is severely imbalanced in language rep-036
resentation. Second, while English evaluation systems037
are advanced and rapidly evolving, non-English systems038
are underdeveloped, particularly for language-specific039
features. This limits the identification of shortcomings040
in non-English languages and leads to their neglect in041
research.042

This paper focuses on the evaluation of Hungarian043
and its distinctive capabilities, spoken by around 14 mil-044

lion people worldwide. The findings aim to improve the 045
user experience for Hungarian speakers while offering 046
insights for similar studies in other languages. Existing 047
Hungarian evaluation datasets are largely translations 048
of English ones, missing essential Hungary-specific ele- 049
ments such as language nuances, culture, history, and 050
regional context, which are key for Hungarian users. 051
Among the existing evaluation datasets, HuLU (Ligeti- 052
Nagy et al., 2024) is a key benchmark for Hungarian lan- 053
guage understanding, but its focus on multiple-choice 054
and true/false questions limits its ability to evaluate 055
broader LLM capabilities, such as language generation, 056
open-domain Q&A, reasoning, knowledge representa- 057
tion, hallucination, and instruction-following. 058

To address this gap, we introduces OpenHuEval, the 059
first evaluation benchmark for LLMs focused on Hun- 060
garian language and its comprehensive capabilities.The 061
comparison of OpenHuEval with previous related bench- 062
marks is shown in Table 1. Overall, OpenHuEval has 063
two main distinguishing features: 064

1) Hungarian-Specific: Inspired by (Liu et al., 065
2024b), we propose eight distinct Hungarian-specific 066
dimensions (Section 2.1), covering a variety of scenar- 067
ios that users may encounter when querying in Hun- 068
garian. Guided by these dimensions, we collected a 069
vast amount of Hungary-specific material from multiple 070
sources and used this to construct the corresponding 071
evaluation tasks. 072

2) Keeping up with the Latest Advances in LLM 073
Evaluation: Significant progress has been made in 074
LLM evaluation, with query sources shifting from man- 075
ual or rule-based constructions to real-world internet 076
questions, enhancing practical relevance. Question for- 077
mats evolved from multiple-choice to open-ended Q&A, 078
better reflecting actual usage. Evaluation methods tran- 079
sitioned from rule-based approaches to LLM-as-judge 080
and subjective assessments, improving accuracy and ob- 081
jectivity. However, these advancements primarily apply 082
to English datasets and not Hungarian. Thus, in creat- 083
ing OpenHuEval, we incorporated these principles and 084
methodologies from English evaluations. 085

Based on OpenHuEval, we evaluated the perfor- 086
mance of mainstream LLMs in Hungarian language and 087
specifics. We compared the performance differences 088
of these models on the typical datasets of OpenHuEval 089
with corresponding datasets in other languages. The 090
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Benchmark Real user
query

Self-awareness
evaluation

Proverb
Reasoning

Generative task
& llm-as-judge

Hungarian
Lang

Comprehensive
Hu-specific

WildBench(Lin et al., 2024) ! % % ! % %
SimpleQA(Wei et al., 2024a),

ChineseSimpleQA(He et al., 2024) % ! % ! % %

MAPS(Liu et al., 2024c) % % ! % % %

MARC, MMMLU et al in (Lai et al., 2023) % % % % ! %

BenchMAX(Huang et al., 2025) % % % ! ! %

HuLU(Ligeti-Nagy et al., 2024) % % % % ! %

OpenHuEval (ours) ! ! ! ! ! !

Table 1: Comparison of related benchmarks.

results indicate a significant necessity for evaluation and091
model optimization specifically for Hungarian language092
and specifics.093

Moreover, Large Reasoning Models (LRMs), such094
as o1, represent a new direction in LLM development.095
By engaging in extensive reasoning, self-reflective nega-096
tion, and exploring multiple reasoning paths, they sig-097
nificantly enhance reasoning capabilities, following the098
test-time scale law—a key step toward AGI. Recent stud-099
ies have analyzed these reasoning processes, offering100
insights for optimization, but have largely focused on101
English-language contexts, neglecting Hungarian and102
task-specific scenarios. To address this, we leverage103
OpenHuEval’s datasets to develop frameworks for ana-104
lyzing reasoning in cutting-edge LRMs. Our analysis105
reveals intrinsic patterns in non-English contexts, using106
Hungarian as a case study, providing valuable insights107
for advancing LRMs in the research community.108

In summary, the contributions of this paper include109
the following three points:110

- We developed OpenHuEval, the first benchmark111
for LLMs focusing on the Hungarian language and112
specifics. OpenHuEval incorporates the latest design113
principles for evaluating LLMs, such as using real user114
queries from the internet, emphasizing the assessment of115
LLMs’ generative capabilities, and employing LLM-as-116
judge to enhance the multidimensionality and accuracy117
of evaluations.118

- We conducted a comprehensive evaluation of cur-119
rent mainstream LLMs, including traditional LLMs and120
recently developed LRMs. The results highlight the sig-121
nificant necessity for evaluation and model optimization122
tailored to Hungarian language and specifics.123

- We established a set of analytical methods to per-124
form a detailed and in-depth analysis of the reasoning125
processes of cutting-edge Large Reasoning Models, re-126
vealing the intrinsic patterns and mechanisms of these127
models in non-English languages, with Hungarian as a128
representative.129

2 OpenHuEval130

OpenHuEval is a benchmark specifically designed to131
evaluate the performance of LLM in handling localiza-132
tion and culture-rich challenges unique to Hungary. The133
overview of OpenHuEval is in Figure 1. Examples of134
some tasks are shown in Figure 2. This chapter offers a135

comprehensive introduction of the construction process 136
of OpenHuEval. 137

2.1 Hungarian-specific dimensions and 138
OpenHuEval tasks 139

OpenHuEval encompasses eight Hungarian-specific di- 140
mensions, as shown in Table 2: Language (L), History 141
(H), Life, Culture, and Customs (LCC), Education and 142
Profession (EP), Geography and Place (GP), Figure (F), 143
Politics, Policy, and Law (PPL), and Business and Fi- 144
nance (BF). These dimensions comprehensively cover 145
a wide range of scenarios encountered by users when 146
utilizing Hungarian as the query language. As a result, 147
they enable a thorough, systematic, and holistic evalua- 148
tion of the performance of LLMs in tasks related to the 149
Hungarian. 150

Bearing the above Hungarian-specific dimensions 151
in mind, the construction of evaluation tasks tailored to 152
Hungarian characteristics first requires collecting cor- 153
pora rich in Hungarian cultural elements as raw ma- 154
terials. Following previous works, we collected data 155
from sources such as Hungarian proverbs (Liu et al., 156
2023; Sun et al., 2024), exam questions (Li et al., 2023), 157
forums (Arora et al., 2024), and wikipedia. Through pro- 158
cesses including filtering, refinement, construction, and 159
quality assurance, we developed a total of five evalua- 160
tion tasks comprising 4003 questions in total, as detailed 161
in Table 3. The subsequent sections of this chapter will 162
introduce these tasks and their corresponding datasets 163
in detail. 164

2.2 Hungarian WildBench 165

Task Introduction: The Hungarian WildBench 166
(HuWildBench) task aims to evaluate the performance 167
of LLMs in answering various questions arising from 168
the everyday lives of Hungarians. All questions are 169
sourced from Hungary’s well-known forum website1 170
(hereinafter referred to as "g13k" for brevity), and thus 171
reflect real-life issues encountered by Hungarians. 172
These questions cover a wide range of topics, including 173
cultural customs, education, tourism, legal regulations, 174
and business and finance. Examples of HuWildBench 175
questions are shown in Figure 2 and Table 14. Since 176
the queries in HuWildBench are user-generated con- 177
tent from the g13k website, their linguistic expressions 178

1https://www.gyakorikerdesek.hu/, which is similar to
https://www.quora.com/ for English-speaking world.
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Figure 1: Overview of OpenHuEval.

a kérdés az: Mi lesz a jövőben a szocializmus alatt megépül sok panellel?  
a leírás: Úgy tudom, hogy kb 60 éves életciklusra tervezték őket. Magyarországon (és a 
környező országokban is) rengeteg ember él bennük. Mi fog történni akkor, ha lakhatatlanná 
kezdenek válni? Mi lesz azzal a sok emberrel? Meg a panelokkal? 

HuWildBench

Hungarian Phrase: 'Ajándék lónak ne nézd a fogát.'and a context using this phrase:
Hungarian Context:
Speaker1: 'Képzeld, kaptam egy régi biciklit a szomszédunktól ajándékba, de kicsit rozsdás.'
Speaker2: 'Ne aggódj emiatt! Ajándék lónak ne nézd a fogát.'
What does the person mean by using this phrase?

HuProverbRea-OE

Questions:"Válaszd ki a legördülő listából, hogy melyik fogalom illik a hiányos mondatokba! A faj azon egyedeit, 
melyek tényleges szaporodási közösséget alkotnak, #0# nevezzük. A/Az #1# mindazoknak a hatásoknak az 
összessége, melyek ténylegesen hatnak az élőlényekre.\nA populáció méretét jellemző egyik legfontosabb 
sajátosság a/az #2#. Terület- vagy térfogategységre vonatkoztatott egyedszám a/az #3#. A környezeti tényező azon 
tartománya, melyen belül az élőlények életműködéseket mutatnak a #4#. Jellemzően az a környezeti tényező 
határozza meg a populáció elterjedését, amelyre nézve az adott faj szűk tűrésű, ezt nevezzük úgy, hogy #5#.",
Options:"A.környezet","B.tűrőképesség","C.egyedsűrűség","D.egyedszám","E.korlátozótényező","F.populációnak
“

Question 1: "Melyik évben alakult a Nyíregyháza Spartacus FC?“  Answer: "1928"
Question 1: "In which year was Nyíregyháza Spartacus FC founded?“ Answer: "1928"

The question is: What will happen in the future to the many panels built under socialism?
Description: I understand they are designed for a life cycle of about 60 years. There are a lot 
of people living in them in Hungary (and surrounding countries). What will happen if they 
start to become uninhabitable? What will happen to all those people? And the panels?

Hungarian Phrase: 'Don't look at a gift horse's teeth.'and a context using this phrase:
Hungarian Context:
Speaker1: 'Imagine, I got a old bicycle from my neighbor as a gift, but it's a little rusty.'
Speaker2: 'Don't worry about it! Don't look at a gift horse's teeth.'
What does the person mean by using this phrase?

HuMatchingFIB

Questions:" "Select from the dropdown list which concept fits into the incomplete sentences! The individuals of a 
species that form an actual reproductive community are called #0#. The #1# is the totality of all effects that actually 
influence living organisms. One of the most important characteristics describing the size of a population is the 
#2#.The number of individuals per unit area or volume is the #3#. The range of an environmental factor within which 
living organisms exhibit life processes is the #4#. Typically, the environmental factor that determines the distribution 
of a population is the one for which the species has a narrow tolerance, and this is called the #5#.“
Options:"A.environment","B.tolerance","C.populationdensity","D.populationsize","E.limitingfactor","F.population" 

HuSimpleQA

Question 2: "Melyik magyar film nyerte el a FIPRESCI-díjat az 1983-as Cannes-i Nemzetközi 
Filmfesztiválon?“ Answer: "Szerencsés Dániel"
Question 2: "Which Hungarian film won the FIPRESCI Prize at the 1983 Cannes International Film 
Festival?“ Answer: "Lucky Daniel"

Figure 2: Examples of OpenHuEval.

and question formats tend to be less formal than the179
structured and polished written language. This poses a180
realistic challenge for LLMs, as they must adapt to such181
informal and spontaneous language style. The construc-182
tion of HuWildBench is detailed in Appendix B.183

Metric and judge: The WB-Score in (Lin et al.,184
2024) is employed as the evaluation metric in the fol-185
lowing manner: Following (Lin et al., 2024), GPT-4o is186
used as the judge model. The judge model then evalu-187
ates the quality of each response based on the checklist188
and provides detailed strengths and weaknesses before189
assigning a score from 1 to 10. The definition of scores190
is shown in Table 10. Different with (Lin et al., 2024),191
our final scores are calculated as the average of all test192
sample scores, with each score multiplied by 10.193

2.3 Hungarian SimpleQA194

Task Introduction: Hungarian SimpleQA (HuSim-195
pleQA) is designed to assess the ability of LLMs to196
answer short, fact-seeking questions related to Hun-197
gary. Inspired by (Wei et al., 2024b) and (He et al.,198
2024), we constructed HuSimpleQA based on Hungar-199

ian Wikipedia2, with the following key characteristics. 200
Hungarian: The questions in HuSimpleQA are in Hun- 201
garian, and they focus on facts specifically related to 202
Hungary. Diverse: The questions in HuSimpleQA cover 203
the eight Hungary-specific dimensions proposed in Sec- 204
tion 2.1. High-quality: The construction process of 205
HuSimpleQA (in Appendix C.5) includes comprehen- 206
sive and strict quality control procedures, ensuring the 207
quality and accuracy of the questions. Static: Similar to 208
SimpleQA, the answers to the questions in HuSimpleQA 209
do not change over time, ensuring that the dataset re- 210
mains evergreen. Easy-to-evaluate: The questions and 211
answers in HuSimpleQA are short and concise, making 212
them ideal for evaluation through LLMs. The examples 213
of HuSimpleQA are shown in Figure 2 and Table 16. 214

Metric and Judge: Following the methodology of 215
(Wei et al., 2024b), we use GPT-4o as a judge to cate- 216
gorize the responses of the LLM to HuSimpleQA into 217
three classes: “correct”, “incorrect", or “not attempted”. 218
The definitions and examples for these categories the 219
judge prompt are detailed in Appendix C.7, Figure 22. 220
Based on the results from the judge, we evaluate the 221

2https://hu.wikipedia.org/
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Hungarian-specific
dimensions Definition #Question

Language(L) Basic knowledge of the Hungarian language and Hungarian
proverbs and sayings

1332

History(H) Historical events and historical development of Hungary 353
Life, Culture, and Custom(LCC) Religion, rituals, culture, holidays, and the daily life of

Hungarians
593

Education and Profession(EP) Education system in Hungary and related professions 271
Geography and Place(GP) Geographical knowledge of Hungary, cities, and locations 206

Figure(F) Famous figures of Hungary 452
Politics, Policy and Law(PPL) Politics, policies, and laws of Hungary 478

Business and Finance(BF) Business and finance in Hungary 318

Table 2: Hungarian-specific dimensions

Task Hungarian-specific
dimensions Judge Question type #Question

HuWildBench LCC, EP, PPL, BF llm,checklist OE 1154
HuSimpleQA L,H,LCC,EP,GP,F,PPL,BF llm OE 1343

HuProverbRea L rule,llm 2CQ/OE 1135
HuMatchingFIB L, H rule Matching Filling-in-Blank 278
HuStandardFIB L, H rule,similarity matching Standard Filling-in-Blank 93

Table 3: Tasks of OpenHuEval

performance of the LLM on HuSimpleQA using the222
following five metrics:223

- Correct (CO): The predicted answer completely224
encompasses the reference answer without any conflict-225
ing or contradictory information.226

- Not Attempted (NA): The predicted answer does227
not fully include the reference answer, but there are no228
contradictions between the two.229

- Incorrect (IN): The predicted answer contradicts230
the reference answer, regardless of whether the contra-231
diction is resolved.232

- Correct Given Attempted (CGA): This metric233
measures the percentage of accurately answered ques-234
tions out of all attempted questions.235

- F-score: This metric calculates the harmonic mean236
between the proportion of correct answers and the pro-237
portion of correct answers among attempted questions.238

2.4 Hungarian Proverb Reasoning239

Task Introduction: Hungarian Proverb Reasoning240
(HuProverbRea), which consists of the collection of241
Hungarian proverbs, idioms, abbreviations, is a task that242
requires the LLM to understand and reason the mean-243
ing of Hungarian proverbs in a specific context. As244
shown by the examples in Figure 2, LLM is provided245
with a context in which a Hungarian proverb is used,246
accompanied by a question: "What does the speaker247
mean by the saying?". Then, the LLM is tasked with248
discerning the speaker’s true intention, either by select-249
ing the correct interpretation from two provided options250
(2CQ setting), or by directly articulating the speaker’s251
intended meaning (OE setting).252

Metric and judge: For the 2CQ setting, we simply253
measure the correct ratio of candidate LLMs. For the254

OE setting, we adopt GPT-4o as judge to decide if the 255
answer is acceptable. We provide the original proverb, 256
its context and the English explanation of the proverb 257
as references when judging OE responses. Detailed 258
prompt templates are listed in Appendix D. 259

2.5 Hungarian Matching and Standard 260
Filling-in-Blank 261

Task Introduction: Hungarian Matching Filling-in- 262
Blank (HuMatchingFIB) is a task similar to traditional 263
fill-in-the-blank exercises. In this task, several key terms 264
in a given text are blanked out, and a candidate pool is 265
provided, which contains both the correct answers and 266
several distractors. The responsibility of the LLM is to 267
select the most appropriate answers from the candidate 268
pool to fill in the blanks, thereby restoring the complete 269
meaning of the text. The example is shown in Figure 270
2 and Figure 28. This task effectively tests the LLM’s 271
abilities in information comprehension, contextual rea- 272
soning, and distinguishing between correct answers and 273
distractors. 274

Similarly, Hungarian Standard Filling-in-Blank (Hu- 275
StandardFIB) also follows the format of a fill-in-the- 276
blank exercise. However, unlike HuMatchingFIB, this 277
task does not provide a candidate pool containing the 278
correct answers. Instead, the LLM is required to com- 279
plete the blanks based on its internal knowledge and 280
the given context. The example are shown in Figure 281
29. Consequently, HuStandardFIB evaluates the LLM’s 282
comprehensive capabilities in knowledge recall and con- 283
textual reasoning. 284

Metric and Judge: HuMatchingFIB employs a 285
rule-based evaluation approach, where the assessment 286
is conducted at two levels: the blank level and the ques- 287
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tion level (as a single question may contain multiple288
blanks). The evaluation process is analogous to that of289
multiple-choice questions, and accuracy (acc) is used as290
the metric to determine performance. The correspond-291
ing formula for blank level accuracy is as follows, where292
c represents the number of correctly predicted blanks in293
one question, t represents the number of blanks in one294
question.295

Accblank level =

∑
blankc∑
blankt

(1)296

HuStandardFIB questions are designed with open-297
ended reference answers to accommodate variations in298
part of speech and semantics. We employ a many-to-299
one fuzzy matching mechanism. Fuzzy matching is a300
technique that calculates the similarity between strings,301
allowing for flexibility in matching by considering varia-302
tions such as typos, synonyms, or different word orders.303
In this context, the model’s answer is compared against304
a set of possible reference answers (where multiple cor-305
rect answers may exist for a single question or blank). If306
the similarity score between the model’s answer and any307
of the reference answers exceeds a predefined thresh-308
old, the answer is considered correct. This approach309
is particularly suitable for evaluating open-ended ques-310
tions where exact matches are often infeasible due to311
the variability in acceptable responses. The annotator312
information involved in all tasks of OpenHuEval can be313
found in Appendix G.314

3 Experiments and Analysis315

3.1 Experimental setup316

We utilize OpenHuEval to benchmark the performance317
of large language models (LLMs) in handling Hungarian318
localization tasks and culturally rich Hungarian-specific319
issues. We evaluated state-of-the-art LLMs including320
GPT-4o (Hurst et al., 2024), GPT-4o mini3, Deepseek-321
V3 (Liu et al., 2024a), Qwen2.5-Instruct (Yang et al.,322
2024), and Llama-3.1-Instruct (Dubey et al., 2024), as323
well as the latest Large Reasoning Models (LRMs) such324
as OpenAI o1-mini (Jaech et al., 2024), QwQ-32B-325
Preview (Team, 2024b) (abbreviated as QwQ in fol-326
lowing text), and Deepseek-R1 (Team, 2024a). Detailed327
specifications of these models are provided in Table 4.328

We used OpenCompass in all our experiments. For329
traditional instruction-based LLMs, we adopted Open-330
Compass’s default settings for the maximum output331
length. For Large Reasoning Models, we set the output332
length to 8192 to ensure sufficient space for reasoning333
process and to produce a complete final answer, avoid-334
ing premature output truncation. For OpenAI models335
(GPT series and o1-mini), we used their official API336
with settings following OpenCompass’s default configu-337
ration. For Deepseek-V3 and Deepseek-R1, due to the338
high usage volume of Deepseek’s official API causing339

3We used the gpt-4o-2024-11-20 version for GPT-4o and the
gpt-4o-mini-2024-07-18 version for GPT-4o-mini.

Model Size Reasoning
Model

Open-
source? Inference Method

GPT-4o - N N Official API

GPT-4o-mini - N N Official API

Deepseek-V3 - N Y Alibaba Cloud and
SiliconFlow API

Qwen2.5-Instruct 7B,72B N Y Local GPU
Llama-3.1-Instruct 8B,70B N Y Local GPU

o1-mini Y N Official API
QwQ 32B Y Y Local GPU

Deepseek-R1 - Y Y
Alibaba Cloud and
SiliconFlow API

Table 4: LLMs evaluated in our experiments.

instability, we used equivalent API services provided 340
by Alibaba Cloud4 and Silicon Valley Flow5. The set- 341
tings followed OpenCompass’s configurations, with the 342
temperature set to 0.7. For other models in Table 4, 343
we performed inference locally with NVIDIA A100 344
GPUs, using LMDeploy as the inference backend. The 345
settings followed OpenCompass’s default configuration 346
(Temperature = 1e-6, top_k = 1). 347

3.2 Overall performance 348

The overall performance of all LLMs on OpenHuEval 349
is presented in Table 5. It can be observed that across 350
a total of five tasks, Deepseek-R1 ranks first in three 351
tasks and achieves top-tier performance in the other two 352
tasks. GPT-4o ranks first in two tasks and second in the 353
remaining three tasks. These results demonstrate the 354
exceptional performance of the two models in Hungary- 355
specific tasks. 356

Open-source models vs Closed-source models: 357
Among open-source models, Deepseek-R1 stands out, 358
while Deepseek-V3 also demonstrates strong overall 359
performance, ranking highly across all tasks. Llama- 360
3.1-Instruct-70B achieved impressive scores of 93.83% 361
in the HuProverbRea-2CQ task and 36% in the HuSim- 362
pleQA task, ranking second only to the closed-source 363
model GPT-4o. This highlights the growing potential 364
of open-source models, led by Deepseek-R1, which are 365
increasingly showing capabilities comparable to closed- 366
source models in Hungarian language tasks. These re- 367
sults indicate that open-source models are closing the 368
gap and are becoming highly competitive in specific 369
application domains. 370

Traditional LLMs vs. Large Reasoning Mod- 371
els: We compared Traditional LLMs and LRMs within 372
the same series. Across five tasks, Deepseek-R1 con- 373
sistently outperforms Deepseek-V3 in four of them. 374
Specifically, in the HuMatchingFIB task, Deepseek-R1 375
achieves relative improvements of 12% at the blank level 376
and 7.19% at the question level compared to Deepseek- 377
V3. Similarly, for the HuStandardFIB task, it achieves 378
gains of 10.32% (blank level) and 7.52% (question 379
level). Although Deepseek-R1 performs slightly worse 380
than Deepseek-V3 on the HuProverbRea task, the per- 381
formance gap is less than 1%. Considering that both 382
Deepseek-R1 and Deepseek-V3 are based on the same 383
pretrained model, the significantly stronger performance 384

4https://cn.aliyun.com/
5https://siliconflow.cn/
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HuWildBench HuSimpleQA HuProverbRea HuMatchingFIB HuStandardFIBModel WBScore Acc Acc. (OE) Acc. (2CQ) B acc. Q acc. B acc. Q acc.
GPT-4o 81.09 50.3 89.16 95.51 77.78 43.88 57.36 15.05

GPT-4o-mini 74.19 24.52 84.67 92.16 55.68 19.78 35.08 7.53
QwQ 58.02 9.17 67.49 84.23 38.65 12.23 6.05 0

Deepseek-R1 82.96 34.58 82.29 91.72 80.87 47.12 61.76 17.2
Deepseek-V3 78.42 32.71 83.26 92.51 68.87 39.93 51.44 9.68

Llama-3.1-Instruct-70B 61.78 36.36 80.18 93.83 59.56 24.46 40.99 6.45
Llama-3.1-Instruct-8B 53.62 14.9 63.35 73.48 5.74 0.72 16.64 1.08

o1-mini 76.43 16.24 77.44 87.67 60.83 17.63 45.25 13.98
Qwen2.5-Instruct-72B 74.05 15.05 77.8 90.22 63.8 24.1 32.32 8.6
Qwen2.5-Instruct-7B 42.01 5.29 50.48 67.05 31.88 1.08 7.43 0

Table 5: Overall performance of 10 LLMs on OpenHuEval. The first, second, and third place in each metric are
marked with red, green, and blue text, respectively. In the FIB task evaluation metric, B represents the blank level,
and Q represents the question level.
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Figure 3: Results of the Hu-specific Dimension

of Deepseek-R1 on the OpenHuEval benchmark demon-385
strates the effectiveness of LRMs architectures in Hun-386
garian language tasks and domain-specific scenarios.387
This result underscores the potential of LRMs as a key388
avenue of exploration in advancing Artificial General389
Intelligence (AGI).390

Model size: From the results, models with larger391
parameter sizes perform better on OpenHuEval. For ex-392
ample, GPT-4o, Llama-3.1-Instruct-70B, and Qwen2.5-393
Instruct-72B outperform their smaller counterparts in394
the same series (such as GPT-4o-mini, Llama-3.1-395
Instruct-7B, and Qwen2.5-Instruct-7B) across all tasks.396

3.3 Results and Analysis of the Hu-specific397
Dimension398

We selected the HuWildBench and HuSimpleQA tasks399
and visualized the performance of several models on400
Hu-specific dimensions. The results are shown in Fig-401
ure 3. The left subfigure shows the results of HuSim-402
pleQA, while the right subfigure presents the results of403
HuWildBench. In the HuWildBench task, the models404
demonstrate relatively balanced performance across the405
four dimensions: LCC, PPL, BF, and EP. This suggests406
that the models are capable of providing well-rounded407
responses to the diverse range of questions typically408
posed by Hungarian users in daily interactions. In the409
HuSimpleQA task, which evaluates the models across410
all 8 Hu-specific dimensions, performance differences411
emerge across various knowledge areas. Specifically,412
the task focuses on the model’s grasp of Hungarian fac-413
tual knowledge. For the dimensions of H, LLC, and GP,414

Rank HuProverbRea MAPS(en)
1 GPT-4o GPT-4o (-)
2 Llama-3.1-Instruct-70B Llama-3.1-Instruct-70B (-)
3 Deepseek-V3 Qwen2.5-Instruct-72B (↑3)
4 GPT-4o-mini GPT-4o-mini (-)
5 Deepseek-R1 Deepseek-V3 (↓2)
6 Qwen2.5-Instruct-72B Deepseek-R1 (↓1)
7 o1-mini Qwen2.5-Instruct-7B (↑3)
8 QwQ Llama-3.1-Instruct-8B (↑1)
9 Llama-3.1-Instruct-8B o1-mini (↓2)

10 Qwen2.5-Instruct-7B QwQ (↓2)

Table 6: The LLMs rankings on HuProverbRea and
MAPS datasets.

Rank Simpleqa HuSimpleQA
1 GPT-4o GPT-4o(-)
2 Deepseek-R1 Llama-3.1-Instruct-70B(↑1)
3 Llama-3.1-Instruct-70B Deepseek-R1(↓1)
4 Deepseek-V3 Deepseek-V3(-)
5 QwQ GPT-4o-mini(↑3)
6 Llama-3.1-Instruct-8B o1-mini(↑3)
7 Qwen2.5-Instruct-72B Qwen2.5-Instruct-72B(-)
8 GPT-4o-mini Llama-3.1-Instruct-8B(↓2)
9 o1-mini QwQ(↓4)

10 Qwen2.5-Instruct-7B Qwen2.5-Instruct-7B(-)

Table 7: The LLMs rankings on SimpleQA and HuSim-
pleQA

the models show relatively strong performance, as these 415
types of knowledge are more commonly found in the 416
training data. However, for the dimensions more closely 417
related to the unique characteristics of Hungary, such 418
as BF, PPL, and EP, there is a noticeable gap in perfor- 419
mance. This highlights the need for LLM researchers to 420
prioritize the enhancement of capabilities related to the 421
knowledge of smaller, less-represented languages and 422
their unique cultural contexts. 423

3.4 Comparison with Existing Benchmarks 424

We selected two datasets from OpenHuEval, HuSim- 425
pleQA and HuProverbRea, to compare model perfor- 426
mance ranking differences with similar datasets: 427

HuProverbRea vs MAPS: We compared the model 428
performance rankings on the HuProverbRea and MAPS 429
datasets, as shown in Table 6. Among the 10 models, 430
7 experienced ranking changes, accounting for 70%. 431
Notably, Qwen2.5-Instruct-72B and Qwen2.5-Instruct- 432
7B each moved up by three positions, with an average 433
ranking change of 1.4 positions. Ranking differences 434
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Figure 4: Illustration of the average number of tokens
and thoughts generated per response between Deepseek-
R1 and QwQ.

for models in other languages on HuProverbRea and435
MAPS datasets are provided in Table 12.436

HuSimpleQA vs SimpleQA: We compared model437
performance rankings on the HuSimpleQA and Sim-438
pleQA datasets, as shown in Table 7. Among the 10439
models, 6 experienced ranking changes, accounting for440
60%. Some changes were significant, such as llama3.1-441
8B dropping by 2 positions, while GPT4o-mini and442
o1-mini each rose by 3 positions.443

These results underscore the importance of eval-444
uating LLMs on Hungarian proverbs and Hungarian-445
specific questions, highlighting the need for targeted op-446
timization of models to better handle language-specific447
proverbs and cultural nuances across diverse languages.448

4 LRM’s reasoning process on449

OpenHuEval450

We conducted an in-depth statistical analysis of the rea-451
soning processes of two LRMs (Deepseek-R1 and QwQ)452
on the OpenHuEval benchmark. For this purpose, we453
selected two tasks: HuSimpleQA and HuMatchingFIB.454

Unlike recent work (Wang et al., 2025), which fo-455
cuses solely on the reasoning processes of LRMs in456
Math reasoning datasets, the two tasks we selected each457
have distinctive characteristics: HuSimpleQA assesses458
the LLM’s ability to recall and retrieve Hungarian-459
specific knowledge, as well as its awareness of its own460
knowledge boundaries. HuMatchingFIB involves ques-461
tions where multiple competitive blanks exist within the462
same problem, requiring the model to carefully choose463
which answers to fill in.464

4.1 Analysis on HuSimpleQA465

Similar to (Wang et al., 2025), each query in HuSim-466
pleQA requires answering only one question. Therefore,467
following the approach in (Wang et al., 2025), we seg-468
mented the reasoning process of LRMs into “thoughts”.469
A “thought” refers to an intermediate cognitive step470
output by a LRM during its reasoning process. Through-471
out the reasoning process, the LLM transitions between472
multiple thoughts, which are typically separated by re-473
flective phrases such as “Alternative”, “Várni”(wait).474
An illustration of these transitions can be found in Ap-475
pendix F, Figure 42.476

For the reasoning processes of Deepseek-R1 and477
QwQ on the HuSimpleQA task, we first used GPT-4o to478

Figure 5: Segmenting and tagging the reasoning process
of LRM on HuMatchingFIB.

segment their thoughts (see the prompt in Appendix F, 479
Figure 39 and Figure 40). Then, following the approach 480
in (Wang et al., 2025), we evaluated the correctness 481
of each thought (the prompt is detailed in Appendix 482
F, Figure 41), with examples provided in Appendix F, 483
Figure 42. 484

We subsequently analyzed the reasoning process 485
by measuring the length of the process (in terms of to- 486
ken count) and the number of thoughts under different 487
evaluation outcomes of the final query answers (correct, 488
incorrect, abstained). The results are shown in Figure 489
4. The results indicate that both the reasoning length 490
(in tokens) and the thought count were generally shorter 491
for Deepseek-R1 compared to QwQ. Considering that 492
Deepseek-R1 performs better than QwQ on the HuSim- 493
pleQA task, it suggests that Deepseek-R1 achieves its 494
superior performance with relatively lower reasoning 495
overhead. Further analysis reveals that for Deepseek-R1, 496
the reasoning length and thought count showed no sig- 497
nificant differences across the three types of evaluation 498
outcomes (correct, incorrect, not attempted). In contrast, 499
for QwQ, the length and the number of thoughts were 500
significantly higher in the “not attempted” cases com- 501
pared to the other two types. This observation suggests 502
that, compared to Deepseek-R1, QwQ is less “confi- 503
dent”, which tends to repeatedly attempt generating an- 504
swers when faced with uncertainty and is more inclined 505
to abstain from answering altogether. 506

4.2 Analysis on HuMatchingFIB 507

Unlike HuSimpleQA, where each query contains only 508
one question, HuMatchingFIB involves multiple com- 509
petitive blanks within the same question that need to be 510
filled. We found that LRMs typically address HuMatch- 511
ingFIB questions by sequentially solving each blank one 512
at a time. However, more complex scenarios can also 513
arise during the reasoning process, such as revising the 514
answers to earlier blanks or simultaneously analyzing 515
and resolving multiple blanks. 516
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Segment
types Definition

Introduction Brief Introduces the topic or provides background in-
formation, typically without detailed reasoning.

Reasoning Contains logical reasoning, analysis, or argumentation,
often using connectors like ’because’, ’therefore’, or
’thus’.

Review Reflects or reviews the reasoning process or conclu-
sions, often using phrases like ’in summary’ or ’to
recap’.

Summary Summarizes the overall content or provides final con-
clusions, often using phrases like ’in conclusion’ or
’overall’.

Table 8: Types of reasoning segments in LRM’s reason-
ing process on HuMatchingFIB.

Analytical Method: After conducting extensive517
case studies, we developed an analytical method specifi-518
cally designed to dissect the reasoning process for the519
HuMatchingFIB task.520

We first segment the reasoning process of LRMs into521
multiple segments. Each reasoning process typically be-522
gins with a "Introduction" segment, includes several523
"Reasoning" segments and some "Review" segments in524
the middle, and ends with a "Summary" segment. The525
definitions of these four types of segments are shown526
in Table 8. The segmenting and classification is con-527
ducted by GPT4o. The prompt template is detailed in528
Figure 32 and Figure 33. Given the significant differ-529
ences in the reasoning processes between Deepseek-R1530
and QwQ, we selected different few-shot examples for531
each model to ensure the accuracy of segmentation and532
classification.533

Subsequently, based on the classification dimen-534
sions outlined in Figure 37 and Figure 38, we conducted535
fine-grained classification of the reasoning segments.536
The classification process was also performed by GPT-537
4o. The classification process ensured a deep under-538
standing of the models’ reasoning mechanism and laid539
a reliable foundation for subsequent analysis.540

Statistical Analysis of Reasoning Segments: We541
conducted a statistical analysis of the Reasoning Seg-542
ments and identified several noteworthy phenomena:543

- Simple Assertion or Complex Thought: We found544
that the Reasoning Segments can be categorized into545
two types. The first type is referred to as Simple As-546
sertion, where LRM directly provides the answer to the547
blank. The second type is termed Complex Thought,548
where the segment involves repeatedd thinking, logi-549
cal reasoning, hypothesis validation, or other complex550
processes. The statistics reveal that the accuracy rate551
of Simple Assertions is generally higher, particularly552
for the Deepseek-R1 model. This indicates that simple553
and direct reasoning tasks are relatively easier for the554
LRMs, and it also demonstrates that Deepseek-R1’s cal-555
ibration is relatively reliable, suggesting that the model556
"knows what it knows". As for QwQ’s performance557
on Simple Assertion is slightly inferior, these statistical558
results also aligns the conclusion drawn in Section 4.2.4.559
The accuracy rate for Complex Thought reasoning is560

DeepSeek-R1 QwQ

Simple Assertion 0.5549 0.3627
Correct Simple Assertion 0.9342 0.7426
Correct Complex Reasoning 0.5257 0.4237

Table 9: Account of Reasoning Segments of HuMatch-
ingFIB

significantly lower than that of Simple Assertions, and 561
both models exhibit a higher proportion of cases where 562
no clonclusion is reached when dealing with complex 563
reasoniing. This suggest that complex reasoning tasks 564
are more challenging for the models. 565

- Explicit Translation Insertion (ETI): We observed 566
that in some Reasoning Segments, when faced with a 567
problem in Hungarian, the LLM first translates a key 568
phrase of the original question into English and then 569
proceeds with analysis and reasoning based on this trans- 570
lation. For example, “... Erőteljes #3# és a költői #4# 571
gazdag használata jellemzi. This translates to "It is 572
characterized by strong #3# and rich use of poetic #4#." 573
...”. We refer to this phenomenon as Explicit Trans- 574
lation Insertion (ETI). Statistical analysis shows that 575
ETI occurs in 5.49% of DeepSeek-R1’s Reasoning Seg- 576
ments, while for QwQ, the proportion is 16.77%. This 577
indicates that QwQ is relatively weaker in handling non- 578
English inputs, tending to translate first and then reason, 579
which is consistent with previous research findings on 580
cross-lingual Chain-of-Thought (CoT) in LLMs. 581

5 Conclusion 582

In this paper, we constructed the first benchmark for 583
LLMs focusing on the Hungarian language and its 584
specifics. The results highlight the significant need 585
for evaluation and model optimization tailored to Hun- 586
garian language and specifics. We developed analyti- 587
cal methods to deeply analyze the reasoning processes 588
of advanced Large Reasoning Models, revealing their 589
intrinsic patterns and mechanisms in non-English lan- 590
guages, using Hungarian as an example. Our work not 591
only advances LLM technology in Hungarian but also 592
provides valuable insights for studying languages of 593
other countries and regions. 594

6 Limitation 595

This paper, based on the proposed OpenHuEval frame- 596
work, conducts an in-depth analysis of LLMs in pro- 597
cessing Hungarian language and culture, providing a 598
comprehensive evaluation of the performance of current 599
mainstream LLMs and LRMs. However, with the rapid 600
development of English evaluation datasets, this study 601
serves only as a phased effort to bridge the gap between 602
Hungarian and English evaluation datasets. Overall, 603
small-language evaluation datasets still exhibit signifi- 604
cant shortcomings compared to their English counter- 605
parts. In the future, we plan to closely follow advance- 606
ments in English evaluation datasets, continually refine 607
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and enhance evaluation methods and datasets for low-608
resource languages, and work towards narrowing this609
gap.610

Additionally, with the rapid progress in the field of611
LLMs, many outstanding models have yet to be fully612
evaluated, particularly those designed specifically for613
low-resource languages. In the future, we aim to estab-614
lish a comprehensive OpenHuEval community that will615
regularly update evaluation results for the latest models,616
ensuring comprehensive and cutting-edge assessments617
while driving the optimization and development of mod-618
els in the low-resource language domain.619

7 Ethical Consideration620

This work involved human annotation. For all annota-621
tors, we explicitly informed them about the use of the622
data and required them to ensure that the questions in-623
cluded in OpenHuEval do not involve any social bias,624
ethical issues or privacy concerns during the annotation625
process.626
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A Related Works839

A.1 Multilingual Benchmarks840

With the emergence of more and more LLMs(Yoo841
et al., 2024; Sengupta et al., 2023; Fujii et al., 2024)842
in languages other than English, many multilingual843
or cross-lingual evaluation benchmarks(Huang et al.,844
2024) have been proposed. For example, CHARM(Sun845
et al., 2024), LogiQA(Liu et al., 2020), which in-846
clude both Chinese and English, assess the model’s847
reasoning ability for Chinese commonsense. mCSQA848
(Sakai et al., 2024), which includes languages from849
eight different countries, implements cross-lingual com-850
mon sense understanding evaluation. Benchmarks851
like XNLI(Conneau et al., 2018), XQUAD(Artetxe852
et al., 2019), MLQA(Lewis et al., 2019), XSto-853
ryCloze(Lin et al., 2022), XCOPE(Ponti et al., 2020),854
and M3Exam(Zhang et al., 2023) include multiple lan-855
guages, but most of these are for high- or medium-856
resource languages. Additionally, benchmarks like857
MEGA(Ahuja et al., 2023), which proposes a compre-858
hensive large-model evaluation benchmark for 70 lan-859
guages and Belebele(Bandarkar et al., 2023) introduce860
datasets for reading comprehension that include 122861
languages. Works like XTREME(Hu et al., 2020) and862
SIB-200(Adelani et al., 2023) include many languages,863
including several low-resource languages. However,864
most of these are derived through translation and almost865
none capture the culture-specific aspects of low-resource866
countries.867

A.2 Low-resource Language Benchmarks868

In addition to multilingual benchmarks, a small number869
of low-resource language benchmarks have been pro-870
posed specifically for large models in small languages.871
Ko-H5(Park et al., 2024)proposes an evaluation bench-872
mark for Korean LLMs, derived from existing datasets873
and reviewed by Korean experts. This benchmark also874
includes a private test set to ensure fair comparison,875
minimizing data contamination and overlap with popu-876
lar training datasets. MERA(Fenogenova et al., 2024)877
introduces a comprehensive and standardized evalua-878
tion benchmark for Russian LLMs and foundational879
models, consisting of 21 tasks. IndicGenBench(Singh880
et al., 2024) is an Indian language benchmark built by881
translating existing datasets, covering various genera-882
tive tasks such as cross-lingual summarization, machine883
translation, and cross-lingual question answering.Due884
to the difficulties of collecting low-resource corpora,885
these small language benchmarks are mainly based on886
translations of existing datasets. For Hungarian, there887
is currently only one project, HuLU(Ligeti-Nagy et al.,888
2024). HuLU is a language understanding benchmark889
specifically focused on Hungarian. The project first890
selects English data from GLUE and SuperGLUE and891
translates the English tasks into Hungarian to construct892
the benchmark.However, for low-resource countries, it893
is crucial to build evaluation benchmarks that focus on894
the real user queries, unique cultural aspects, and gen-895
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Figure 6: Constuction of HuWildBench.

erative capabilities of small languages. This not only 896
helps improve the performance of these language mod- 897
els in real-world applications but also promotes research 898
in low-resource language processing, fostering cross- 899
cultural exchange and understanding. 900

B HuWildBench 901

B.1 Overall Construction Pipeline of 902
HuWildBench 903

The construction of HuWildBench contains the follow- 904
ing steps(Figure 6): 905

(1) Crawling: All user queries on the g13k web- 906
site are systematically categorized into a multi-level tag 907
system, which consists of 27 primary tags and 231 sec- 908
ondary tags. We manually reviewed all the secondary 909
tags and selected 37 of them that contain a higher num- 910
ber of questions related to Hungary, such as népszoká- 911
sok (folk customs), egészségügyi-ellátások (healthcare 912
services), and rezsi (overheads). We then crawled user 913
queries under these 37 secondary tags, with a query date 914
range from January 1, 2019, to August 31, 2024, result- 915
ing in the dataset Qcrawl(approximately 523K queries). 916

(2) Filtering for Hungary-specific content: Although 917
these 37 secondary tags are closely related to Hungary, 918
many of the questions still do not focus on Hungary- 919
specific topics. Therefore, we used GPT-4o to classify 920
the questions in Qcrawl (detailed prompt in Figure 9), 921
resulting in a subset of approximately 260K questions, 922
Qspecific

6. 923
(3) Deduplication: To ensure the diversity of ques- 924

tions, we performed deduplication on the Hungary- 925
related questions within each secondary tag. The de- 926
tailed process is outlined in Appendix B.2. After dedu- 927
plication, the number of user questions in Qdedup was 928
approximately 134K. 929

6To validate the accuracy of GPT-4o, we manually labeled
a random sample of about 2K questions. Based on the manual
labeling, the recall rate of GPT-4o’s classification was over 80%,
with an accuracy exceeding 30%. This demonstrates that GPT-4o
can capture the majority of Hungary-related queries.
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(4) Automatic high-quality question filtering: To930
ensure that only high-quality questions are extracted931
from the question pool, we designed a comparative-932
based high-quality question filtering strategy, as de-933
tailed in Appendix B.3. After filtering, the resulting934
set Qhigh_quality contained around 2K questions.935

(5) Manual filtering: We hired a group of Hungarian936
native speakers to further manually review the questions937
in Qhigh_quality . Only questions that met the following938
two criteria were retained: First, the question should be939
Hungary-specific and closely related to Hungary. Sec-940
ond, the question must be harmless, meaning it does941
not contain inappropriate content such as pornography,942
violence, politics, or taboo topics specific to Hungary.943
The final set Qmanual_check consists of 1731 questions.944

(6) Checklist construction: Based on Wild-945
Bench (Lin et al., 2024), we constructed a checklist946
for each question. The purpose of the checklist is to947
assist the LLM judger in evaluating the answers. Each948
item in the checklist queries a specific aspect of the an-949
swer to a question. An example of the checklist can be950
found in Table 15, and the detailed construction method951
is provided in Appendix B.4. To ensure the relevance952
of the checklist items to the questions, we hired a Hun-953
garian native speaker to review the checklist for quality,954
filtering out non-compliant items and performing dedu-955
plication. The filtering criterion was whether the item956
was suitable as an evaluation dimension for the model’s957
response. To ensure the reliability of the LLM-as-judge,958
we filtered out user questions with fewer than 8 checklist959
items. The final set Qchecklist contains 1154 questions.960
In the end, we obtained 1154 user questions along with961
their corresponding checklists.962

B.2 Deduplication of similar questions963

Since there are similar questions in the results obtained964
in the previous step, we design a method to remove965
similar ones. Specifically, we first use the Sentence-966
Transformer (Osváth et al., 2023) model to extract the967
Embedding of each question. Then, we calculate the968
cosine similarity between the embedding of each two969
questions, and choose a threshold between [0.15-0.25]970
according to the number of questions under each sec-971
ondary tag.The larger the number of problems, the larger972
the threshold. Finally, one of the questions whose simi-973
larity is less than the threshold is removed, ensuring that974
the similarities between all questions are greater than975
the threshold.976

B.3 Automatic high-quality question filtering977

In order to automate the filtering of high-quality sample978
pots, as shown in Figure 10, we constructed a Prompt979
that allows the GPT-4o to select the two best Hungar-980
ian questions out of the five based on the criteria of981
linguistic complexity, Hungarian relevance, common-982
sense accuracy, context-dependence, answer diversity,983
ambiguity, reasoning requirements, socio-ethical con-984
siderations, format diversity, and breadth of knowledge985

and outputs their indexes in JSON format to output their 986
indexes. Specifically, we first set the criteria for high- 987
quality questions in Prompt. Then we ask GPT-4o to 988
compare the input questions based on the criteria. In 989
order to mitigate the occurrence of some high-quality 990
questions being eliminated prematurely (or vice versa) 991
when all the questions in the same batch are of high 992
quality, we follow the following 3 rules when filtering 993
the high-quality questions: 1. filter 2 high-quality ques- 994
tions from 5 questions at a time, instead of filtering 1 995
high-quality question directly from 2 questions. 2. use 996
the Swiss system mechanism instead of the knockout 997
mechanism. In each screening round, each question 998
can win in the current round as long as it ensures that 999
it wins in two comparisons, and it will not be elimi- 1000
nated directly because of a failure in one comparison. 1001
3. Our question screening strategy eliminates 65% of 1002
the questions in each round, in order to ensure that each 1003
secondary label has a sufficient number of high-quality 1004
questions. We conducted different elimination rounds 1005
for questions under different labels, and finally got about 1006
2K questions. Finally, in order to validate the strategy of 1007
high-quality question screening, we manually checked 1008
about 200 5-option-2 results, and the pass rate was more 1009
than 80%, which proved the effectiveness of the present 1010
strategy. The final constructed HuWildBench is shown 1011
in Table 14. 1012

B.4 Checklist construction 1013

In the process of building the Checklist, we mainly use 1014
large language models to generate it. In order to ensure 1015
the diversity of the Checklist and make the judge model 1016
can better evaluate the quality of the answers, here we 1017
use two non-open source LLM GPT-4o and Claude-3.5, 1018
each model generates a list of length 3-5. then we merge 1019
the two Checklists into one final Checklist. Checklists 1020
are then merged into a final Checklist. ultimately, each 1021
problem has a length of 6-10 and a Checklist. The 1022
details of our designed Prompt are shown in Figure 11 1023
and the final constructed partial Checklist is shown in 1024
Table 15. 1025

Score Definition

Score 1-2 The response is very poor and does
not make sense at all.

Score 3-4 The response is poor and does not
help the user solve the problem
meaningfully.

Score 5-6 The response is fair but has issues
(e.g., factual errors, hallucinations,
missing key information).

Score 7-8 The response is good but could be
improved.

Score 9-10 The response is perfect and pro-
vides helpful information to solve
the problem.

Table 10: Definition of scores.
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Figure 7: Constuction of HuSimpleQA.

C HuSimpleQA1026

C.1 Construction pipeline of HuSimpleQA1027

The question construction process for HuSimpleQA is1028
illustrated in Figure 7 and consists of the following1029
steps:1030

(1) Obtaining corpora rich in Hungary-specific1031
facts and knowledge: First, we chose the Hungarian1032
Wikipedia website 7 as the source of corpus material for1033
question construction. We crawled all the entry pages1034
and extracted their content. Next, we used GPT-4o to1035
classify whether the entries were Hungary-specific, with1036
the prompts detailed in Appendix C.2, Figure 12. 8 We1037
then used GPT to extract factual information from the1038
content of these entries suitable for question-answering.1039
The extraction prompts are detailed in Appendix C.2,1040
Figure 13. An example of the extracted factual infor-1041
mation is shown in Figure 14. As a result, we obtained1042
Hungary-specific factual information covering the eight1043
distinct dimensions, totaling 4428 pieces of information.1044

(2) Generating questions and corresponding an-1045
swers: We used the GPT-4 model to generate open-1046
ended questions and corresponding answers based on1047
the Hungary-specific factual information obtained in the1048
previous step. The prompt used is detailed in Appendix1049
C.3, Figure 15. In this step, we generated a total of1050
9424 questions based on 4K entries. We then classified1051
the generated questions according to the eight Hungary-1052
specific dimensions outlined in Section 2.1, using GPT1053
with the prompt detailed in Appendix C.3, Figure 16.1054

(3) Automatic quality checking of questions: To1055
ensure the quality of the questions, we used GPT to1056
check and filter the generated questions. We set the1057
following four criteria, retaining only those questions1058
that met all four standards (the corresponding prompt is1059
detailed in Appendix C.4):1060

- Criterion 1: Hungary-specific: The content of the1061

7https://hu.wikipedia.org/
8We did not classify all the pages but instead randomly selected

pages until we reached 8K Hungary-specific entries, at which point
we stopped.

question-answer pair must align with the eight Hungary- 1062
specific dimensions proposed in this paper. 1063

- Criterion 2: Accuracy: The information in the 1064
question-answer pair must align with the entry descrip- 1065
tion and facts, and the answer should not be directly 1066
inferable from the question itself. 1067

- Criterion 3: Concise and specific: The ques- 1068
tion and answer should be clear and concise, with 1069
no redundant information. The question should not 1070
contain nested sub-questions. The phrasing should 1071
be specific and direct, matching the scope of the an- 1072
swer (e.g., for time and location questions, the exact 1073
year/month/day/district/city must be specified). 1074

- Criterion 4: Consistency Over Time: The answer 1075
should remain consistent over time and not be influenced 1076
by future events. 1077

After the automatic checking process, we retained 1078
5503 questions corresponding to 2666 entries. 1079

(4) Manual review of question quality: To further 1080
ensure the quality of the questions, we hired Hungarian 1081
native speakers to manually review the questions. Anno- 1082
tators checked whether the questions met the four crite- 1083
ria mentioned in Step 3. During the annotation process, 1084
each question was assigned to two annotators, who re- 1085
ceived the questions but not the answers. A question was 1086
considered valid and retained only if both annotators 1087
agreed that it met all four criteria and that the provided 1088
answer matched the original reference answer. Detailed 1089
procedures are provided in Appendix C.4. After these 1090
four steps, we obtained a total of 1343 questions, with 1091
their distribution across the eight Hungary-specific di- 1092
mensions shown in Table 16. 1093

C.2 Obtaining corpora rich in Hungary-specific 1094
facts and knowledge 1095

In the process of filtering Wikipedia entries with Hun- 1096
garian characteristics, we randomly selected entries and 1097
provided both the entries and the first two paragraphs 1098
of the main content to GPT-4o (prompt shown in Fig- 1099
ure 12) to determine if they were related to Hungary. If 1100
the entry was deemed relevant, it was categorized based 1101
on the eight characteristic dimensions proposed in this 1102
paper. At this stage, an “Others” category was added 1103
to ensure the focus on the eight thematic categories and 1104
to exclude interference from entries that belonged to 1105
other themes. The screening process stopped once the 1106
total number of Hungarian characteristic entries reached 1107
8,000. 1108

Due to the uneven distribution of entry themes on 1109
Wikipedia, with more data in the categories of figures, 1110
geography and place, and history, we filtered the data 1111
based on the proportion of themes, ensuring that no 1112
single category exceeded 1,000 entries. This resulted 1113
in 4428 characteristic entries covering the eight dimen- 1114
sions. 1115

Given the varying lengths of content describing en- 1116
tries on Wikipedia, we aimed to streamline the complex- 1117
ity of constructing subsequent question-answer pairs. 1118
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To achieve this, we first employed GPT-4o to extract1119
key factual information from the main text of each entry.1120
This step aims to avoid any deviation from the theme1121
caused by redundant content during the construction1122
of the question-answer pairs (prompt shown in Figure1123
13). The results of the factual information extraction are1124
presented in Figure 14.1125

C.3 Generating questions and corresponding1126
answers1127

Based on the key information extracted and the provided1128
entries, we utilized GPT-4o to generate 1-3 Hungarian1129
characteristic knowledge open-ended question-answer1130
pairs for each entry (prompt details in Figure 15). In1131
total, 9,424 question-answer pairs were generated based1132
on 4,000 entries.1133

Given that the focus and orientation of the generated1134
question-answer pairs may differ from the original entry1135
categories, this paper employed GPT-4o to reclassify the1136
obtained question-answer pairs, with the corresponding1137
prompt detailed in Figure 16.1138

C.4 Automatic quality checking of questions1139

We focused on evaluating the quality of the generated1140
questions from two perspectives: the information con-1141
tained in the question-answer pairs and the formulation1142
of the questions. The quality assessment was divided1143
into two stages, with each stage generating two evalu-1144
ation metrics. The first stage focuses on the relevance1145
and correctness of the question information. We pro-1146
vided GPT-4o with the entry, its corresponding key in-1147
formation, and the generated question-answer pairs to1148
verify whether the questions contain Hungarian-specific1149
content and whether the information in the question-1150
answer pairs aligns with the provided background mate-1151
rial (prompt shown in Figure 17).1152

Second, from the perspective of the precision of the1153
question formulation, we only provided GPT-4o with1154
the generated question-answer pairs to simulate real user1155
response scenarios. This step emphasized evaluating1156
whether the questions were based on objective facts,1157
and whether the descriptions were precise and specific1158
enough to allow independent answering without ambi-1159
guity. Additionally, we required that the answers remain1160
unaffected by future events, ensuring consistency across1161
any time period and guaranteeing the long-term validity1162
of the dataset (prompt details in Figure 18).1163

Based on the results of the above automated quality1164
assessment, we retained only those question-answer1165
pairs that passed all four evaluation criteria, resulting in1166
a final set of 5,503 questions.1167

C.5 Manual review of question quality1168

To further ensure the quality of the constructed question-1169
answer pairs, we engaged native Hungarian speakers1170
to review these questions. Each question was indepen-1171
dently reviewed by two annotators who could only see1172
the questions and not the reference answers. The anno-1173
tation process consisted of three main steps.1174

First, the annotators were required to determine 1175
whether the given questions aligned with the eight 1176
Hungarian-specific knowledge dimensions proposed in 1177
this paper. Next, they evaluated whether the questions 1178
met the four assessment criteria outlined in Step 3, ensur- 1179
ing that the questions were objectively framed, precisely 1180
described, had unique answers, contained correct infor- 1181
mation, and maintained consistent answers over time. 1182
Finally, if a question satisfied all the above criteria, the 1183
annotators provided the correct answer. During this pro- 1184
cess, annotators were permitted to search for relevant 1185
information online and provided reference sources for 1186
their answers. 1187

To address potential issues such as overly obscure 1188
questions or non-fixed answers, we used GPT-4o to ver- 1189
ify whether the annotated results matched the generated 1190
reference answers. If the annotated answer matched 1191
the reference answer, it was labeled as "CORRECT"; 1192
otherwise, it was labeled as "INCORRECT" (prompt 1193
details in Figure 19). We selected question-answer pairs 1194
that both annotators deemed valid, Hungarian-specific, 1195
and consistent with the original reference answers as 1196
candidates for the HuSimpleQA dataset, resulting in a 1197
total of 2953 questions. 1198

Considering that the HuSimpleQA dataset should 1199
exhibit diversity and broad coverage, we removed 1200
question-answer pairs belonging to the same entry, re- 1201
taining only one question-answer pair per entry that best 1202
met the construction and evaluation criteria. This step 1203
reduced the similarity in knowledge assessment (prompt 1204
details in Figure 20). 1205

Through this process, we obtained a total of 1,343 1206
pieces of Hungarian-specific open-ended question- 1207
answer pairs, with the category distribution shown in 1208
Table 16. 1209

C.6 Inference prompt 1210

We constructed prompts in two languages for model 1211
inference, as shown in Figure 21, while also instruct- 1212
ing the model to provide a confidence score (ranging 1213
from 1 to 100)to measure the model’s confidence in its 1214
generated answers. 1215

C.7 LLM-as-judge 1216

Following the approach of SimpleQA, we employed 1217
GPT as a judge to evaluate the correctness of responses 1218
generated by large language models. The evaluation cri- 1219
teria for this step were similar to those used in the man- 1220
ual review process of Step 4. In addition to the classifi- 1221
cation labels "CORRECT" and "INCORRECT" we in- 1222
troduced an additional category, "NOT ATTEMPTED" 1223
to further assess the model’s ability to respond to ques- 1224
tions and the breadth of its knowledge coverage (prompt 1225
details in Figure 22). 1226

For this dataset, we designed two extra evaluation 1227
metrics to measure the performance of the model’s re- 1228
sponses. The first metric, Correct Given Attempted 1229
(CGA), measures the accuracy of responses excluding 1230
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Figure 8: Constuction of HuProverbRea.

questions labeled as "NOT ATTEMPTED" The second1231
metric, F-Score, evaluates the correctness rate across all1232
attempted responses. The formulas for two metrics are1233
as follows:1234

CGA =
c

c+ i
(2)1235

1236

F-Score =
2

c+i
c + c+i+n

c

=
2c

2c+ 2i+ n
(3)1237

Here, c represents the number of correctly answered1238
questions, i represents the number of incorrectly an-1239
swered questions, and n represents the number of not1240
attempted questions.1241

D HuProverbRea1242

D.1 Construction pipeline of HuProverb1243

The proverbs in HuProverbRea are from 2 separate1244
sources. The first part, 733 traditional Hungarian1245
proverbs, are collected from the website9, where each1246
proverb is assigned an English or Hungarian explana-1247
tion. The other 402 proverbs, focusing on abbreviations1248
and Internet slang, are manually collected and explained1249
by native speakers of Hungarian. Inspired by MAPS1250
(Liu et al., 2024c), we adopt a human-in-loop pipeline1251
to generate and refine the context for each Hungarian1252
specific usage, as shown in Figure 8. For each proverb,1253
we first let GPT4 generate a seed context where the1254
proverb is used. Then, we assign it to a Hungarian1255
native speaker to check whether this context is gram-1256
matically correct and the use of slang is appropriate. If1257
not, the annotator is required to manually write down1258
a new context for the saying, which will be sent back1259
to another annotator for inspection again. We continue1260
the above procedures until all contexts pass the quality1261
check. It’s worth noting that each option of the 2CQ1262
setting is manually constructed by a human annotator,1263

9https://mek.oszk.hu/

and only when it passes the double check of two other 1264
annotators could it be considered usable. We choose 1265
not to involve LLM in this part because designing cor- 1266
rect/incorrect options requires deep understanding of 1267
sayings, LLM may generate ambiguous options if it 1268
does not understand the proverb used in the context, and 1269
such pre-provided ambiguous options may negatively 1270
influence the creativity of the annotators. Finally, we 1271
obtain 1,135 Hungarian proverbs, each equipped with 1272
a context, an English explanation, and two candidate 1273
options for question "What does the speaker mean by 1274
the saying?". 1275

D.2 More examples of HuProverbRea 1276

The example of HuProverbRea is shown in Figure 23 1277
and Figure 24. The prompt for judging HuProverbRea 1278
is shown in Figure 25.The prompt for model inference 1279
on HuProverbRea is shown in Figure 27 and 26. 1280

D.3 Differences in model performance rankings on 1281
HuproverbRea and MAPS 1282

We counted the differences in model performance rank- 1283
ings on several other language types of the Huprover- 1284
bRea and Maps datasets, and the results are shown in 1285
Table 12. 1286

E HuMatchingFIB and HuStandardFIB 1287

E.1 Construction of HuMatchingFIB and 1288
HuStandardFIB 1289

The questions for both HuMatchingFIB and HuStan- 1290
dardFIB are sourced from the Hungarian National Pub- 1291
lic Education Portal(NKP)10, a comprehensive platform 1292
for cultural funding and support in Hungary. This portal 1293
connects artists, cultural organizations, and the public 1294
with resources and opportunities to promote Hungar- 1295
ian culture both domestically and internationally. No- 1296
tably, this website is a government initiative, reflecting 1297
the collaborative efforts between the Hungarian gov- 1298
ernment and the European Union, particularly through 1299
projects or programs supported by the European Social 1300
Fund. After extracting the original questions from the 1301
NKP website, we engaged native Hungarian speakers 1302
to annotate the data. The annotation process involved 1303
manually extracting questions and their corresponding 1304
answers11 , classifying the questions into appropriate 1305

10https://www.nkp.hu/
11The questions for HuMatchingFIB and HuStandardFIB on the

NKP website are not in plain text but are instead presented in in-
teractive modules, and the answers can only be obtained through
additional interactive operations. As a result, the commonly used
data cleaning and extraction methods for LLM pre-training datasets
[reference] are unable to accurately extract these questions and their
corresponding answers . Consequently, it can be concluded that the
likelihood of these questions being incorporated into the LLM pre-
training data in their proper format is minimal, thereby significantly
reducing the potential risk of data leakage. This ensures the reason-
ableness and effectiveness of the test sets for HuMatchingFIB and
HuStandardFIB.
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model correct incorrect not_attempted correct given at-
tempted

F-Score

GPT-4o 50.3 40.61 9.09 55.33 52.69
GPT-4o-mini 24.52 74.07 1.42 24.87 24.69
Deepseek-V3 32.71 64.08 3.2 33.8 33.24
QwQ 9.17 52.68 38.15 14.82 11.33
Deepseek-R1 34.58 62.15 3.28 35.75 35.15
Qwen2.5-7B-Instruct 5.29 84.13 10.58 5.92 5.59
Qwen2.5-72B-Instruct 15.05 78.61 6.33 16.07 15.54
Llama-3.1-8B-Instruct 14.9 80.25 4.84 15.66 15.27
Llama-3.1-70B-Instruct 36.36 61.03 2.61 37.34 36.84
o1-mini 16.24 44.19 39.57 26.88 20.25

Table 11: The complete result of HuSimpleQA

Rank HuProverbRea MAPS(bn) MAPS(id) MAPS(de) MAPS(ru) MAPS(zh)
1 GPT-4o GPT-4o (-) GPT-4o-mini (↑3) Llama-3.1-Instruct-70B (↑1) Deepseek-V3 (↑2) GPT-4o (-)
2 Llama-3.1-Instruct-70B Deepseek-V3 (↑1) Qwen2.5-Instruct-72B (↑4) GPT-4o-mini (↑2) o1-mini (↑5) Qwen2.5-Instruct-72B (↑4)
3 Deepseek-V3 Deepseek-R1 (↑2) Llama-3.1-Instruct-70B (↓1) Qwen2.5-Instruct-72B (↑3) GPT-4o (↓2) Deepseek-V3 (-)
4 GPT-4o-mini Qwen2.5-Instruct-72B (↑2) GPT-4o (↓3) GPT-4o (↓3) Qwen2.5-Instruct-72B (↑2) o1-mini (↑3)
5 Deepseek-R1 o1-mini (↑2) Deepseek-V3 (↓2) Llama-3.1-Instruct-8B (↑4) GPT-4o-mini (↓1) Llama-3.1-Instruct-70B (↓3)
6 Qwen2.5-Instruct-72B GPT-4o-mini (↓2) o1-mini (↑1) o1-mini (↑1) Deepseek-R1 (↓1) GPT-4o-mini (↓2)
7 o1-mini Llama-3.1-Instruct-70B (↓5) Deepseek-R1 (↓2) Deepseek-V3 (↓4) Qwen2.5-Instruct-7B (↑3) Qwen2.5-Instruct-7B (↑3)
8 QwQ Llama-3.1-Instruct-8B (↑1) Llama-3.1-Instruct-8B (↑1) Qwen2.5-Instruct-7B (↑2) Llama-3.1-Instruct-70B (↓6) Llama-3.1-Instruct-8B (↑1)
9 Llama-3.1-Instruct-8B Qwen2.5-Instruct-7B (↑1) Qwen2.5-Instruct-7B (↑1) Deepseek-R1 (↓4) Llama-3.1-Instruct-8B (-) Deepseek-R1 (↓4)
10 Qwen2.5-Instruct-7B QwQ (↓2) QwQ (↓2) QwQ (↓2) QwQ (↓2) QwQ (↓2)

Table 12: The LLM rankings on HuProverbRea and MAPS datasets

categories, and filtering out questions that required addi-1306
tional modalities such as images, tables, audio, or video.1307
This ensured that only purely language-based questions1308
were retained. Through this process, we obtained 2781309
questions for the HuMatchingFIB task and 93 questions1310
for the HuStandardFIB task, as shown in Table x.1311

E.2 More examples of HuMatchingFIB and1312
HuStandardFIB1313

Examples of questions from HuMatchingFIB and Hu-1314
StandardFIB are provided in Figure 28 and Figure 29.1315
The prompt for model inference on HuMatchingFIB and1316
HuStandardFIB is shown in Figure 36 and Figure 30.1317

F LRM’s reasoning process on1318

OpenHuEval1319

F.1 Segment answer into thoughts on1320
HuSimpleQA1321

First, we use GPT-4o to break down the answers into1322
thoughts. This is done in two steps: the first step is to1323
identify expressions that may be a shift in thought (the1324
prompt is shwon in Figure 39), and the second step is1325
to confirm whether it is indeed a shift in thought (the1326
prompt is shwon in Figure 40). Then, We utilized the1327
LLM to evaluate whether each idea would lead to the1328
correct answer, the prompt is shown in Figure 41. We1329
consider a confident score of 2 as the correct thought.1330
The thought segmentation results can be seen in Fig-1331
ure 42.1332

F.2 Reasoning Segmentation Examples on1333
HuMatchingFIB1334

In order to analyze the reasoning process, we break1335
down the models’ prediction into segments and the fol-1336
lowing two figures illustrated a same question reasoning1337

example on two LRMs Figure 43 and Figure 44. 1338

G Information of the Annotators 1339

Task # Anotater Total working hours
HuSimpleQA 14 161.9
HuWildBench 5 55.2
HuProverbRea 15 118.2

HuMatchingFIB and
HuStandardFIB 8 84.5

Table 13: Information of the Annotators

We submitted the annotation task online to a pro- 1340
fessional data annotation company, which organized 1341
annotators to complete the annotation work. In the con- 1342
struction phase of OpenHuEval, the annotations were 1343
carried out by professional annotators who are native 1344
Hungarian speakers. Table 13 shows the number of 1345
annotators and the total time spent on each task. All 1346
annotators involved in this project hold a bachelor’s or 1347
master’s degree, with academic backgrounds in fields 1348
such as Social Sciences, Translating and Interpreting, 1349
English Studies, and IT Engineering. They all possess 1350
the ability to distinguish subtle aspects of the Hungar- 1351
ian language and handle Hungarian-specific knowledge 1352
effectively. 1353
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Hungarian-specific
dimensions Count Question Example Question Example (en)

LCC 365

a kérdés az: Mi lesz a jövőben a szocializmus alatt
megépül sok panellel?
a leírás: Úgy tudom, hogy kb 60 éves életciklusra
tervezték őket. Magyarországon (és a környező
országokban is) rengeteg ember él bennük. Mi fog
történni akkor, ha lakhatatlanná kezdenek válni?
Mi lesz azzal a sok emberrel? Meg a panelokkal?

The question is: What will happen in the future to
the many panels built under socialism?
Description: I understand they are designed for
a life cycle of about 60 years. There are a lot of
people living in them in Hungary (and surrounding
countries). What will happen if they start to be-
come uninhabitable? What will happen to all those
people? And the panels?

EP 201

a kérdés az: A kárpátaljai magyarok Ukrajnában
oroszul vagy ukránul tanultak meg a 2000-es évek
közepén?
a leírás: Mit tanítottak az iskolákban? Mennyire
reális az, hogy valakire szinte semmi se ragad a
környezetéből? Vannak olyan tömb területek ahol
mondjuk egy magyar gyereknek egyáltalán nem
kell helyi ukránokkal beszélnie? Egyáltalán a helyi
ukránok ukránul beszéltek a 2000-es években?

The question is: Did Hungarians in Transcarpathia
learn Russian or Ukrainian in Ukraine in the mid-
2000s?
Description: What was taught in schools? How
realistic is it that almost nothing sticks to someone
from their environment? Are there block areas
where, say, a Hungarian child doesn’t have to speak
to local Ukrainians at all? Did local Ukrainians
even speak Ukrainian in the 2000s?

PPL 299

a kérdés az: Mi történt azzal, aki az 50-es években
a felhívás ellenére sem jegyzett "önként" békekölc-
sönt? Érhette ezért retorzió az embert?
a leírás: Persze nyilván volt, amilyen "bolon-
dos" idők jártak nálunk akkortájt. Biztos kikiál-
tották reakciósnak vagy fasisztának, meg a "népi
demokrácia" ellenségének.

The question is: What happened to the man who
did not "voluntarily" subscribe to a peace charter
in the 1950s, despite the call? Could he have been
retaliated against for this?
The description. He must have been branded a
reactionary or a fascist or an enemy of ’people’s
democracy’.

BF 289

a kérdés az: Meddig tartható fent Magyarország
negatív külkereskedelmi mérlege?
a leírás: Nem a háború óta, hanem már 2021
nyarától folyamatosan negatív az ország külk-
ereskedelmi mérlege. Júliusban és augusztusban
összesen több, mint 1000 milliárd forintnyi mínusz
keletkezett. Persze a többi hónap nem volt ennyire
szörnyű, de ez csak erre az évre már több, mint
2000 milliárd forintnyi mínusz. Változatlan de-
vizaimport mellett a mérséklődött energiaárakkal is
több, mint 1000 milliárdos negatív mérleg hozható
össze 2023-ban. Meddig lehet ezt tovább folytatni?
Meddig elég a devizatartalék a hiány pótlására?

The question is: How long can Hungary maintain
a negative trade balance?
Description. In July and August there was a total
deficit of more than HUF 1000 billion. Of course,
the other months were not so bad, but for this year
alone it is already more than HUF 2000 billion in
deficit. Even with unchanged foreign exchange
imports and moderating energy prices, a negative
balance of more than 1,000 billion in 2023 could
be created. How long can this go on? How long
will foreign exchange reserves be enough to cover
the deficit?

Table 14: Examples of HuWildBench. The rightmost column is the English translation of the original OpenHuEval
examples, used for visualization.
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Hungarian-specific
dimensions Question Example Checklist

LCC

a kérdés az: Mi lesz a jövőben a
szocializmus alatt megépül sok pan-
ellel?
a leírás: Úgy tudom, hogy kb
60 éves életciklusra tervezték őket.
Magyarországon (és a környező
országokban is) rengeteg ember él
bennük. Mi fog történni akkor, ha
lakhatatlanná kezdenek válni? Mi
lesz azzal a sok emberrel? Meg a
panelokkal?

"Does the response provide an analysis of the current condition and expected lifespan
of the panel buildings in Hungary and neighboring countries?",
"Does the response address the expected lifespan of panel buildings and their current
age?", "Are there any historical or international examples included to illustrate possible
outcomes or strategies?",
"Does the response consider the economic implications of renovating or replacing
panel buildings?",
"Does the response include potential government or private sector plans or policies
addressing the future of these buildings and their residents?",
"Does the answer discuss potential scenarios for when these buildings become unin-
habitable?",
"Are environmental and urban planning aspects of dealing with aging panel buildings
mentioned?",
"Is there an explanation of possible solutions or government plans for relocating
residents?"

EP

a kérdés az: A kárpátaljai mag-
yarok Ukrajnában oroszul vagy
ukránul tanultak meg a 2000-es évek
közepén?
a leírás: Mit tanítottak az iskolák-
ban? Mennyire reális az, hogy
valakire szinte semmi se ragad a
környezetéből? Vannak olyan tömb
területek ahol mondjuk egy magyar
gyereknek egyáltalán nem kell helyi
ukránokkal beszélnie? Egyáltalán
a helyi ukránok ukránul beszéltek a
2000-es években?

"Does the answer provide information on the language predominantly spoken by local
Ukrainians in Transcarpathia in the 2000s?",
"Does the response discuss the social and linguistic dynamics in areas with significant
Hungarian populations, including interactions with local Ukrainians?",
"Does the response clearly explain the educational policies and language of instruction
in schools for Hungarians in Transcarpathia during the mid-2000s?",
"Does the response accurately describe the language of instruction in Transcarpathian
Hungarian schools in the mid-2000s?",
"Does the response consider the historical and political context of language policies in
Ukraine during this period?",
"Does the response provide insight into whether local Ukrainians predominantly spoke
Ukrainian during the 2000s?",
"Does the response offer a balanced view of cultural and linguistic integration in
Transcarpathia during the specified period?",
"Does the answer address the likelihood of a Hungarian child not acquiring any local
language skills from their environment?",
"Does the response discuss the existence of predominantly Hungarian areas where
interaction with local Ukrainians might be limited?"

PPL

a kérdés az: Mi történt azzal, aki
az 50-es években a felhívás ellenére
sem jegyzett "önként" békekölc-
sönt? Érhette ezért retorzió az em-
bert?
a leírás: Persze nyilván volt, ami-
lyen "bolondos" idők jártak nálunk
akkortájt. Biztos kikiáltották reak-
ciósnak vagy fasisztának, meg a
"népi demokrácia" ellenségének.

"Does the answer address the political labels mentioned in the description (e.g., ’reac-
tionary’, ’fascist’, ’enemy of people’s democracy’)?",
"Does the response differentiate between official consequences and social/societal
repercussions for not subscribing to the peace loan?",
"Does the response address potential consequences for individuals who did not sub-
scribe to the peace loan, with references to historical examples or documentation?",
"Does the response provide a balanced view, considering both potential punitive mea-
sures and any instances of leniency or exceptions, if applicable?",
"Is there a clear explanation of what ’békekölcsön’ (peace loan) was and its significance
during that time period?",
"Does the response accurately describe the historical context of the 1950s in Hungary?",
"Is there an analysis of the societal and governmental attitudes toward dissenters in
Hungary during the 1950s, including any possible labels or accusations they might
have faced?",
"Does the response provide specific examples of potential retaliations against those
who didn’t subscribe to the peace loan?"

BF

a kérdés az: Meddig tartható
fent Magyarország negatív külk-
ereskedelmi mérlege?
a leírás: Nem a háború óta, hanem
már 2021 nyarától folyamatosan
negatív az ország külkereskedelmi
mérlege. Júliusban és augusztus-
ban összesen több, mint 1000 mil-
liárd forintnyi mínusz keletkezett.
Persze a többi hónap nem volt en-
nyire szörnyű, de ez csak erre az
évre már több, mint 2000 milliárd
forintnyi mínusz. Változatlan de-
vizaimport mellett a mérséklődött
energiaárakkal is több, mint 1000
milliárdos negatív mérleg hozható
össze 2023-ban. Meddig lehet ezt
tovább folytatni? Meddig elég a de-
vizatartalék a hiány pótlására?

"Does the response analyze Hungary’s current foreign exchange reserves and their
sufficiency in covering the trade deficit?",
"Is there an exploration of historical trends and comparisons to similar situations in
other countries to provide context?",
"Is the impact of energy prices on the trade balance accurately assessed in the re-
sponse?",
"Does the response offer a clear and supported prediction or timeframe for how long
Hungary can sustain its negative trade balance?",
"Is there an analysis of the factors affecting Hungary’s foreign exchange reserves and
their ability to cover the deficit?",
"Does the answer provide a clear timeline or projection for how long the negative
balance can be sustained?",
"Are there comparisons made to similar situations in other countries or historical
precedents in Hungary?",
"Does the response accurately explain the current state of Hungary’s foreign trade
balance?"

Table 15: Examples of HuWildBench Checklist.
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Hungarian-specific
dimensions Count Question-Answer Pairs Question-Answer Pairs (en)

L 10

Question1: Mit jelent a Kara török eredetű régi
magyar személynév?
Answer1: fekete
Question2: Melyik régi magyar név a Pantaleon
megfelelője?
Answer2: Pentele

Question1: What does the old Hungarian personal
name Kara of Turkish origin mean?
Answer1: black
Question2: Which old Hungarian name is the
equivalent of Pantaleon?
Answer2: Pentele

H 169

Question1: Melyik király nevezte ki Szapolyai Im-
rét szepesi örökletes főispánná 1465-ben?
Answer1: Mátyás király
Question2: Melyik várost foglalta el Báthory Gá-
bor 1610. december 11-én?
Answer2: Szeben

Question1: Which king appointed Imre Szapolyai
as the hereditary ispán of Szepes in 1465?
Answer1: King Matthias
Question2: Which city was captured by Gabriel
Báthory on December 11, 1610?
Answer2: Sibiu

LCC 228

Question1: Melyik magyar film nyerte el a
FIPRESCI-díjat az 1983-as Cannes-i Nemzetközi
Filmfesztiválon?
Answer1: Szerencsés Dániel
Question2: Melyik legendára épít az ’Eredet / Ori-
gins’ táncjáték?
Answer2: Csodaszarvas-legendára

Question1: Which Hungarian film won the
FIPRESCI Prize at the 1983 Cannes International
Film Festival?
Answer1: Lucky Daniel
Question2: Which legend is the ’Origin / Origins’
dance play based on?
Answer2: Legend of the Miraculous Deer

EP 70

Question1: Melyik városban alapították a Gandhi
Gimnáziumot 1994-ben?
Answer1: Pécsen
Question2: Melyik évben alapította a Magyar Tu-
dományos Akadémia az Acta Juridica Hungarica
folyóiratot?
Answer2: 1959

Question1: In which city was the Gandhi High
School founded in 1994?
Answer1: Pécs
Question2: In which year did the Hungarian
Academy of Sciences establish the journal Acta
Juridica Hungarica?
Answer2: 1959

GP 70

Question1: Melyik magyar vármegyében található
Nemesmedves?
Answer1: Vas vármegyében
Question2: Mi a neve Magyarország legmagasab-
ban fekvő csillagvizsgálójának, amely a Piszkés-
tetőn található?
Answer2: Piszkéstetői Obszervatórium

Question1: In which Hungarian county is
Nemesmedves located?
Answer1: Vas county
Question2: What is the name of Hungary’s highest
observatory, located on Piszkés Peak?
Answer2: Piszkés Peak Observatory

F 452

Question1: Nádasdy Kálmán hányszor kapott
Kossuth-díjat élete során?
Answer1: Háromszor
Question2: Balogh József melyik magyar városban
született 1946. április 15-én?
Answer2: Nagykanizsán

Question1: How many times did Kálmán Nádasdy
receive the Kossuth Prize during his lifetime?
Answer1: Three times
Question2: In which Hungarian city was József
Balogh born on April 15, 1946?
Answer2: Nagykanizsa

PPL 179

Question1: Melyik szervezet jogkörét vette át a
Népgazdasági Tanács 1949. június 11-én?
Answer1: Gazdasági Főtanács
Question2: Melyik törvénycikk rendelkezett
1878-ban Magyarországon a réz-váltópénz sza-
porításáról?
Answer2: 1878. évi VI. törvénycikk

Question1: Which organization’s authority was
taken over by the National Economic Council on
June 11, 1949?
Answer1: Supreme Economic Council
Question2: Which statute regulated the increase of
copper coinage in Hungary in 1878?
Answer2: Act VI of 1878

BF 29

Question1: Milyen néven működött az ÉVITERV
1954-től az 1980-as évek elejéig?
Answer1: ÉM Szerelőipari Tervező Vállalat
Question2: Melyik cég gyártotta a Puli autótípust
a gyártás kezdeti időszakában?
Answer2: HÓDGÉP

Question1: Under what name did ÉVITERV oper-
ate from 1954 to the early 1980s?
Answer1: ÉM Installation Industry Design Com-
pany
Question2: Which company manufactured the Puli
car model in the early production period?
Answer2: HÓDGÉP

Table 16: Examples of HuSimpleQA. The rightmost column is the English translation of the original OpenHuEval
examples, used for visualization.
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Figure 9: Prompt for Automatic Filtering of User Questions related to Hungarian Features (HuWildBench).
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Figure 10: Prompt for Automatic Filtering of High-Quality Question (HuWildBench).

22



Figure 11: Prompt for Checklist Construction (HuWildBench).
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Figure 12: Prompt for Selecting Hungary-specific Wikipedia Entries (HuSimpleQA).

24



Figure 13: Prompt for Extracting Key Information from Entries (HuSimpleQA).
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Figure 14: Example of Factual Information Extraction from Hungarian Wikipedia Entries. (HuSimpleQA)
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Figure 15: Prompt for Constructing Hungarian-Specific Knowledge Question-Answer Pairs. (HuSimpleQA)
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Figure 16: Prompt for Categorizing the Generated Question-Answer Pairs (HuSimpleQA).
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Figure 17: Prompt for Evaluating the Relevance and Correctness of Question-Answer Pairs (HuSimpleQA).
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Figure 18: Prompt for Evaluating the Precision and Consistency of Question-Answer Pairs (HuSimpleQA).
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Figure 19: Prompt for Evaluating Human-Annotated Answers (HuSimpleQA).
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Figure 20: Prompt for Selecting Optimal Question-Answer Pairs of HuSimpleQA.
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Figure 21: Prompt for Model Inference on HuSimpleQA.
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Figure 22: Prompt for judging HuSimpleQA.
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HuProverbRea-2CQ-Query:
You are a language expert specialized in Hungarian. Given a 
Hungarian phrase:

######################
Hungarian Phrase:
'Aki á-t mond, mondjon bé-t is.'
######################

and a context using this phrase:

######################
Hungarian Context:
Speaker1: Azt gondolom, abbahagyom a szakácsképző tanfolyamot. 
Valammennyire már úgyis tudok főzni.
Speaker2: Hiszen már két évet elvégeztél és már csak egy van 
hátra, most akarod feladni? Ez így nem helyes, aki á-t mond, 
mondjon bé-t is.
######################

What does the person mean by using this phrase? Please select 
one correct answer from the following two options:

######################
Options:
Option 1: ha te kezdted, viseld tetteid következményeit!
Option 2: Ha azt mondod "a", mondd "b".
######################

You should only answer the option number, '1' or '2'. Do not 
output any other content other than the option number. Your 
answer:

HuProverbRea-2CQ-Query(EN):

You are a language expert specialized in Hungarian. Given a 
Hungarian phrase:

########################
Hungarian Phrase:
'He who says a, should also say b.'
########################

and a context using this phrase:

########################
Hungarian Context:
Speaker1: I think I'm going to quit the cooking course. I can 
already cook to some extent.
Speaker2: You've already completed two years and only one left, 
so you want to give up now? Isn't that right, he who says a, 
should also say b.
##########################

What does the person mean by using this phrase? Please select one 
correct answer from the following two options:

##########################
Options:
Option 1: if you start, you'll suffer the consequences of your 
actions!
Option 2: If you say "a", say "b".
######################

You should only answer the option number, '1' or '2'. Do not 
output any other content other than the option number. Your 
answer:

Figure 23: Example of HuProverbRea (2CQ). The left is the original example in OpenHuEval, the right is the
English translation for visualization.

HuProverbRea-OE-Query
You are a language expert specialized in Hungarian. Given a 
Hungarian phrase:

######################
Hungarian Phrase:
'Ajándék lónak ne nézd a fogát.'
######################

and a context using this phrase:

######################
Hungarian Context:
Speaker1: 'Képzeld, kaptam egy régi biciklit a szomszédunktól 
ajándékba, de kicsit rozsdás.'
Speaker2: 'Ne aggódj emiatt! Ajándék lónak ne nézd a fogát.'
######################
What does the person mean by using this phrase? Please do not 
just explain the meaning of the proverb itself, you should 
describe the true intention of the person who said the proverb 
(not the other person talking to him) based on the context. 
Please answer concisely in one sentence:

HuProverbRea-OE-Query(EN):

You are a language expert specialized in Hungarian. Given a 
Hungarian phrase:

########################
Hungarian Phrase:
'Don't look at a gift horse's teeth.'
########################

and a context using this phrase:

##########################
Hungarian Context:
Speaker1: 'Imagine, I got a old bicycle from my neighbor as a 
gift, but it's a little rusty.'
Speaker2: 'Don't worry about it! Don't look at a gift horse's 
teeth.'
########################

What does the person mean by using this phrase? Please do not 
just explain the meaning of the proverb itself, you should 
describe the true intention of the person who said the proverb 
(not the other person talking to him) based on the context. 
Please answer concisely in one sentence:

Figure 24: Example of HuProverbRea (OE). The left is the original example in OpenHuEval, the right is the English
translation for visualization.
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   'en_system':
    "Please act as an impartial judge specialized in Hungarian language and culture. Given a Hungarian saying, 
a context using that saying, and two analyses explaining 'what does the person mean by using that saying in 
the context?', please decide whether the given two analyses express the same meaning. If they reflect the same 
understanding of the saying's meaning, you should answer YES. If they are based on different interpretations 
of the saying, you should answer NO. Do not output anything other than 'YES' or 'NO'. Avoid any position 
biases and ensure that the order in which the analyses were presented does not influence your decision. Do not 
allow the length of the analyses to influence your judge, focus on their core meanings and their 
understandings of the Hungarian saying.",
    'en_user':
    '[The start of Hungarian saying]\n'+
    '{proverb}\n'+
    '[The end of Hungarian saying]\n\n'+
    '[The start of the context]\n'+
    '{conversation}\n'+
    '[The end of the context]\n\n'+
    '[The start of the first analysis]\n'+
    '{answer}\n'+
    '[The end of the first analysis]\n\n'+
    '[The start of the second analysis]\n'+
    '{raw_pred}\n'+
    '[The end of the second analysis]\n\n'+
    'Your decision:'

Figure 25: Prompt for judging HuProverbRea.

    'en': 'You are a language expert specialized in Hungarian. Given a Hungarian phrase:\n\n' +
    '######################\n' +
    'Hungarian Phrase:\n' +
    '----------------------\n' +
    "'{hu_text}'\n" +
    '######################\n\n' +
    'and a context using this phrase:\n\n' +
    '######################\n' +
    'Hungarian Context:\n' +
    '----------------------\n' +
    '{context}\n' +
    '######################\n\n' +
    'What does the person mean by using this phrase? Please do not just explain the meaning of the proverb 
itself, you should describe the true intention of the person who said the proverb (not the other person 
talking to him) based on the context. Please answer concisely in one sentence:',
    'hu': 'Ön magyar nyelvi szakértő. Adott egy magyar kifejezés:\n\n' +
    '######################\n' +
    'Magyar kifejezés:\n' +
    '----------------------\n' +
    "'{hu_text}'\n" +
    '######################\n\n' +
    'és egy szövegkörnyezet, amely ezt a kifejezést használja:\n\n' +
    '######################\n' +
    'Magyar kontextus:\n' +
    '----------------------\n' +
    '{context}\n' +
    '######################\n\n' +
    'Mire gondol az illető, amikor ezt a kifejezést használja? Kérjük, ne csak magának a közmondásnak a 
jelentését magyarázza meg, hanem a szövegkörnyezet alapján írja le a közmondást kimondó személy (nem a vele 
beszélgető másik személy) valódi szándékát. Kérjük, válaszoljon tömören, egy mondatban:'

Figure 26: Prompt for Model Inference on HuProverbRea (OE).
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    'en': 'You are a language expert specialized in Hungarian. Given a Hungarian phrase:\n\n' +
    '######################\n' +
    'Hungarian Phrase:\n' +
    '----------------------\n' +
    "'{hu_text}'\n" +
    '######################\n\n' +
    'and a context using this phrase:\n\n' +
    '######################\n' +
    'Hungarian Context:\n' +
    '----------------------\n' +
    '{context}\n' +
    '######################\n\n' +
    'What does the person mean by using this phrase? Please select one correct answer from the 
following two options:\n\n' +
    '######################\n' +
    'Options:\n' +
    '----------------------\n' +
    'Option 1: {option1}\n' +
    'Option 2: {option2}\n' +
    '######################\n\n' +
    "You should only answer the option number, '1' or '2'. Do not output any other content other 
than the option number. 
Your answer:"

Figure 27: Prompt for Model Inference on HuProverbRea (2CQ).

HuMatchingFIB-Hugarian
{
  "q_main": "Válaszd ki a legördülő listából, hogy 
melyik fogalom illik a hiányos mondatokba!\nA faj 
azon egyedeit, melyek tényleges szaporodási 
közösséget alkotnak, #0# nevezzük.\nA/Az #1# 
mindazoknak a hatásoknak az összessége, melyek 
ténylegesen hatnak az élőlényekre.\nA populáció 
méretét jellemző egyik legfontosabb sajátosság a/az 
#2#.\nTerület- vagy térfogategységre vonatkoztatott 
egyedszám a/az #3#.\nA környezeti tényező azon 
tartománya, melyen belül az élőlények életműködéseket 
mutatnak a #4#.\nJellemzően az a környezeti tényező 
határozza meg a populáció elterjedését, amelyre nézve 
az adott faj szűk tűrésű, ezt nevezzük úgy, hogy 
#5#.",
  "options": [
    "A.környezet",
    "B.tűrőképesség",
    "C.egyedsűrűség",
    "D.egyedszám",
    "E.korlátozó tényező",
    "F.populációnak"
  ],
  "std_ans": [
    "#0#F",
    "#1#A",
    "#2#D",
    "#3#C",
    "#4#B",
    "#5#E"
  ]
}

HuMatchingFIB-English
{
  "q_main": "Select from the dropdown list which 
concept fits into the incomplete sentences!\nThe 
individuals of a species that form an actual 
reproductive community are called #0#.\nThe #1# is 
the totality of all effects that actually influence 
living organisms.\nOne of the most important 
characteristics describing the size of a population 
is the #2#.\nThe number of individuals per unit area 
or volume is the #3#.\nThe range of an environmental 
factor within which living organisms exhibit life 
processes is the #4#.\nTypically, the environmental 
factor that determines the distribution of a 
population is the one for which the species has a 
narrow tolerance, and this is called the #5#.",
  "options": [
    "A.environment",
    "B.tolerance",
    "C.population density",
    "D.population size",
    "E.limiting factor",
    "F.population"
  ],
  "std_ans": [
    "#0#F",
    "#1#A",
    "#2#D",
    "#3#C",
    "#4#B",
    "#5#E"
  ]
}

Figure 28: Example of HuMatchingFIB. The left is the original example in OpenHuEval, the right is the English
translation for visualization.
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HuStandardFIB-Hungarian
{
    "q_main": "Találd ki a leírások alapján, hogy 
kiről vagy miről van szó! Írd be a meghatározások 
után a megfelelő kifejezéseket!",
  "std_ans": [
    "#0#Mánuel;Mánuelcsászár",
    "#1#kancellária",
    "#2#Anonymus",
    "#3#írásbeliség",
    "#4#jegyző",
    "#5#Székesfehérvár;Fehérvár"
  ],
    "formatted_q_sub": [
    "A.Az #0# udvarában nevelkedett ifjúkorában III. 
Béla:",
    "B.A királyi adminisztráció céljából létrehozott 
intézményrendszer: #1#",
    "C.Feltehetően ő volt III. Béla jegyzője: #2#",
    "D.1181-ben tette általánossá III. Béla a 
hivatali ügyintézésben: #3#",
    "E.#4# fogalmazta meg a hivatalos iratokat, 
okleveleket:",
    "F.Ebben a városban temették el III. Bélát: #5#"
  ],
   "formatted_std_ans": [
    "#0#Mánuel;Mánuelcsászár",
    "#1#kancellária",
    "#2#Anonymus",
    "#3#írásbeliség",
    "#4#jegyző",
    "#5#Székesfehérvár;Fehérvár"
  ],
}

HuStandardFIB-English
{
    "q_main": "Based on the descriptions, guess who 
or what is being referred to! Enter the appropriate 
terms after the definitions!",
  "std_ans": [
    "#0#Manuel;Emperor Manuel",
    "#1#chancellery",
    "#2#Anonymus",
    "#3#written records",
    "#4#scribe",
    "#5#Székesfehérvár;Fehérvár"
  ],
  "formatted_q_sub": [
    "A. In the court of #0#, Béla III spent his 
youth:",
    "B. The institutional system created for royal 
administration: #1#",
    "C. He was likely the scribe of Béla III: #2#",
    "D. In 1181, Béla III made this mandatory in 
official proceedings: #3#",
    "E. #4# was responsible for drafting official 
documents and charters:",
    "F. The city where Béla III was buried: #5#"
  ],
    "formatted_std_ans": [
    "#0#Manuel;Emperor Manuel",
    "#1#chancellery",
    "#2#Anonymus",
    "#3#written records",
    "#4#scribe",
    "#5#Székesfehérvár;Fehérvár"
  ],
}

Figure 29: Example of HuStandardFIB. The left is the original example in OpenHuEval, the right is the English
translation for visualization.

"""The following questions are in Hungarian language on {hu_specific_dim}, please read the questions, and try 
to fill in the blanks in the question list. Please organize the answer in a list. An example:
{
    "instruction": "Írd be a megfelelő meghatározás mellé a fogalmat!",
    "questions": ["A.A szerzetesi közösségek szabályzatának elnevezése latinul: #0#", "B.Az első ún. kolduló 
rend: #1#", "C.A szerzetesek által kézzel másolt mű: #2#", "D.Papi nőtlenség: #3#", "E.A pápát megválasztó 
egyházi méltóságok: #4#", "F.A bencés rend megújítása ebben a kolostorban kezdődött a 10. században: #5#"],
}
The answers are:
{
    "answers": ["#0#regula", "#1#ferencesrend", "#2#kódex", "#3#cölibátus", "#4#bíborosok", "#5#Cluny"]
}
Now try to answer the following questions, your response should be in a JSON format. Contain the "answers" 
like the case given above.
The questions are:
{
    "instruction": {instruction},
    "questions": {questions},
}
"""

Figure 30: Prompt for Model Inference on HuStandardFIB.
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"""You are a native Hungarian teacher. The following question is in Hungarian language on {hu_specific_dim}. 
Please read the question, and choose the appropriate option from the provided "options" list to fill in each 
blanks in the text based on the context. Read the entire text, then fill in the blanks. Some options can be 
selected repeatedly. Please organize the answer in a list. An example:
{
    "question": "Egészítsd ki a Janus Pannonius életére vonatkozó rövid szöveget! Segítségként használd az 
internetet! Vigyázz, nem minden szót kell felhasználnod!\nJanus Pannonius nem csupán költőként volt jelentős 
személyisége kora Magyarországának. #0# unokaöccseként a politikából is hamar kivette a részét. #1# 
tanulmányai után pécsi #2# lett, majd a királyné mellett #3#. Főkincstartóként és a #4# báni cím elnyerésével 
komoly politikai karriert futott be Mátyás király udvarában. A királlyal megromló kapcsolata miatt részt vett 
a #5# elleni összeesküvésben, ezért menekülnie kellett. Ez, és az akkor már súlyosbodó betegsége okozta 
halálát #6#.",
    "options": ["A.érsek", "B.szlavón", "C.Vitéz János", "D.püspök", "E.főpohárnok", "F.Ulászló", "G.1474-ben", 
"H.főkancellár", "I.Itáliai", "J.Kinizsi Pál", "K.Kálmán", "L.1472-ben", "M.Prágai", "N.Mátyás"],
},
The answer is:
{
    "answer": ["#0#C", "#1#I", "#2#D", "#3#H", "#4#B", "#5#N", "#6#L"]
}
Now try to answer the following question, your response should be in a JSON format. Contain the "answer" like 
the case given above.
The question and options are:
{
    "question": {question},
    "options": {options},
}
"""

Figure 31: Prompt for Model Inference on HuMatchingFIB.
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Role:
You are a text segmentation and classification expert. 

Task Description:
Your task is to split and classify the output of a reasoning model, the output is 
the response of a Hungarian question which masked several words/phrase from a 
Hungarian text and then filling these blanks with appropriate content from a 
candidate pool to ensure the text is complete and accurate. The classification 
categories are as the following:

Categories:
1. Introduction:
   - Brief Introduces the topic or provides background information, typically 
without detailed reasoning.

2. Reasoning:
   - Contains logical reasoning, analysis, or argumentation, often using connectors 
like 'because', 'therefore', or 'thus'.

3. Review:
   - Reflects or reviews the reasoning process or conclusions, often using phrases 
like 'in summary' or 'to recap'.

4. Conclusion:
   - Summarizes the overall content or provides final conclusions, often using 
phrases like 'in conclusion' or 'overall'.

Input:
- prediction: A string representing the output text of the reasoning model.
- segments: A list of manually segmented paragraphs, where each paragraph is a 
string.

Output:
- A list of dictionaries, where each dictionary contains the following fields:
  - text: The segmented paragraph text.
  - category: The classification of the paragraph, which can be one of: 
'Introduction', 'Reasoning', 'Review', 'Conclusion'.

Figure 32: Prompt for DeepSeek-R1 reasoning segmentation (part 1).
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Example Input:
{
  "prediction": ...
}

Example Output:{
  "segments":[
  {
    "text": "<think>Okay, let me try to figure out how to answer this. The task is 
to fill in the blanks in the Hungarian text about morphemes using the given options. 
Let's look at each blank step by step.\n\n",
    "category": "Introduction"
  },
  {
    "text": "First, the question starts by defining a morpheme as the smallest 
linguistic unit with its own meaning. So blank #0# should be \"unit\", which in 
Hungarian is \"egység\". Checking the options, H is \"egység\",
    "category": "Reasoning"
  },
  ...
  {
    "text": "Putting it all together:\n\n#0: H (egység)\n#1: B (jelentése)\n#2: A 
(toldalék)\n#3: C (egyszerű)\n#4: D (összetett)\n#5: F (képző)\n#6: G (jel)\n#7: E 
(rag)</think>{\n    \"answer\": [\"#0#H\", \"#1#B\", \"#2#A\", \"#3#C\", \"#4#D\", 
\"#5#F\", \"#6#G\", \"#7#E\"]\n}",
    "category": "Conclusion"
  }
]
}

Classification Rules:
1. Introduction: Segments typically introduce the topic or provide background 
information without detailed reasoning.
2. Reasoning: Segments contain logical reasoning, analysis, or argumentation, often 
using connectors like 'because', 'therefore', or 'thus'.
3. Review: Segments reflect on or review the reasoning process or conclusions, often 
using phrases like 'in summary' or 'to recap'.
4. Conclusion: Segments summarize the overall content or provide final conclusions, 
often using phrases like 'in conclusion' or 'overall'.

Notes:
- If a segment cannot be clearly classified, infer the most appropriate category 
based on context.
- Ensure every segment is classified, and the classification results are logical.
- Return the results in JSON format like the example above.

Figure 33: Prompt for DeepSeek-R1 reasoning segmentation (part 2).
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You are a semantic paragraph segmentation expert, responsible for dividing the chain-
of-thought content I provide to you (generated by a large language model) into 
paragraphs. The content of the chain-of-thought pertains to the reasoning and solving 
process of fill-in-the-blank questions in Hungarian.
The background of the chain-of-thought content is the reasoning and solving process 
for fill-in-the-blank questions in the Hungarian version. I need you to segment the 
original complete thought process content into multiple paragraphs and assign each 
paragraph a tag strictly limited to the categories: "Introduction", "Reasoning", 
"Review", and "Final_answer", based on its content. Below, I will
describe the characteristics of these four types in detail and provide examples for 
reference. In most cases, the chain-of-thought content is presented in English, with 
a very small portion in Hungarian. You can apply the same logic for segmentation. 
Please note that no additional content should be added or removed from the original 
chain-of-thought;
Additionally, there should be no overlap between the divided paragraphs.

Segment 1: Introduction
Description: The introduction is typically located at the beginning of the chain-of-
thought content. It usually consists of the large language model's brief restatement 
of the problem and a descriptive account of the work it is about to undertake. It 
does not include the actual start of the analysis of the problem.
Such statements may generally include the following:
(1) Alright, I have this history question to complete. It's about the concept of 
royal power and political systems in Western Europe, specifically in England and 
France during a certain period. I need to fill in the blanks using the provided 
options. Let's see, there are nine blanks, and I have nine options to choose from, 
but some might be used more than once, though the example didn't specify that. I'll 
approach this step by step.
(2) I have this task to complete a diagram by dragging expressions to their 
corresponding numbers. The expressions are:'
(3) I have this task here. I need to find the odd one out from each group of words. 
Each group has words that belong to one part of speech, except for one word that 
doesn't fit in that group. I need to identify the odd one out and state its part of 
speech.
(4) I'm going to answer this question about the Csörsz-ditch. I need to decide 
whether each statement is true or false based on the information provided and any 
knowledge I have about the topic. Let's go through each one step by step.
(5) I'm going to try to fill in the blanks in this text. It seems like a story about 
someone exploring unknown places, maybe flying or something like that. I have a list 
of options to choose from, and I need to pick the right ones to complete the sentence 
properly. I should pay attention to the context and make sure the words fit 
grammatically and make sense in the story.

Segment 2: Reasoning (Important)
Description: The reasoning process typically constitutes the main body of the chain-
of-thought content. It includes the detailed thinking and reasoning steps undertaken 
by the large language model to solve the fill-in-the-blank questions. You should 
collect, as thoroughly and sequentially as possible, the content that you identify as 
part of the "reasoning".
The use of '\n\n' paragraph separators may serve as a suitable paragraph division 
choice, but please note that answer-related statements may also utilize '\n\n' for 
line breaks or section divisions. Exercise judgment to distinguish between these 
usages. Paragraphs in the Reasoning section should neither be excessively brief nor 
unduly lengthy.

Segment 3: Review (Important)
Description: The review usually occurs after the reasoning process is essentially 
complete but before the final output. This section typically includes a review of the 
entire reasoning process and may contain keywords or phrases such as "Overall, ..." 
or "double check..."
Please note that not all chain-of-thought content necessarily includes a review 
content; in some cases, the reasoning process may be directly followed by the final 
output. In such instances, you can refer to the example response format provided.

Figure 34: Prompt for QwQ reasoning segmentation (part 1).
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Segment 4: Final_answer
Description: The Final_answer is generally the model's ultimate output, i.e., the 
part where the model provides the final output after completing all the reasoning in 
the chain-of-thought. It may also be presented at the very beginning of the chain-of-
thought, in which case it might be directly displayed in a JSON format, requiring 
your judgment. It typically includes some indicative phrases, such as "...final 
answer..." or "...final choices...". However, please note that content containing 
"...summarize..." may not necessarily be the final output; it could be part of the 
intermediate reasoning process. Be sure to distinguish such content and exclude it 
from the final output.
The statements in the final output may generally include the following:
(1) So, my final answer is:
{
"answer": ["#0#B", "#1#F", "#2#H", "#3#D", "#4#G", "#5#H", "#6#C", "#7#C"]
}
(2) I'll present this in the required JSON format.
**Final Answer**
\\[ \\boxed{ \\{ "answer": [ "#0#A", "#1#G", "#2#C", "#3#I", "#4#B", "#5#C", "#6#H", 
"#7#E", "#8#F" ] \\} } \\]
(3) So, the final answer should be:
{
'"answer": ["#0#L", "#1#H", "#2#A", "#3#I", "#4#E", "#5#C", "#6#K", "#7#M", "#8#B", 
"#9#M", "#10#D", "#11#F"]'
}

The input content you receive is after [input chain of thoughts content] and you 
should response strictly in the provided format. The specific content should be added 
after the [Your segmentation results] field and must in JSON format:
[input chain of thoughts content]
COTs content
[Your segmentation results]
{
    'segment':[
        {
            'text': content you regard as "Introduction",
            'categoty': "Introduction"
        },
        {
            'text': content you regard as "Reasoning",
            'categoty': "Reasoning"
        },
        ...,
        {
            'text': content you regard as "Review",
            'categoty': "Review"
        },

 ...,
        {
            'text': content you regard as "Final_answer",
            'categoty': "Final_answer"
        }
    ]
}

Figure 35: Prompt for QwQ reasoning segmentation (part 2).
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Some specific examples are as follows:
[input chain of thoughts content]
...
[Your segmentation results]
{
    'segment':[
        {
            'text': "Alright, I have this history question to complete. It's about 
the concept of royal power and political systems in Western Europe, specifically in 
England and France during a certain period. I need to fill in the blanks using the 
provided options. Let's see, there are nine blanks, and I have nine options to choose 
from, but some might be used more than once, though the example didn't specify that. 
I'll approach this step by step.",
            'category': "Introduction"
        },
        {
            'text': "First, I need to understand the context. The text is talking 
about how royal power was perceived and how political systems developed in Western 
Europe, particularly in England and France. It mentions the idea of sharing power and 
the emergence of representative institutions.",
            'category': "Reasoning"
        },

 ...
        {
            'text': "In summary, my answers are:\n\n- #0# A\n\n- #1# G\n\n- #2# 
C\n\n- #3# I\n\n- #4# B\n\n- #5# C\n\n- #6# H\n\n- #7# E\n\n- #8# F\n\nI'll present 
this in the required JSON format.\n\n**Final Answer**\n\n\\[ \\boxed{ \\{ \"answer\": 
[ \"#0#A\", \"#1#G\", \"#2#C\", \"#3#I\", \"#4#B\", \"#5#C\", \"#6#H\", \"#7#E\", 
\"#8#F\" ] \\} } \\]",
            'category': "Final_answer"
        }
    ]
}

[input chain of thoughts content]
...
[Your segmentation results]
...

Now, the target content you need to split is as follows. Please provide your 
standardized answer after [Your segmentation results] in JSON format:
[input chain of thoughts content]
{Raw_COT}
[Your segmentation results]

Figure 36: Prompt for QwQ reasoning segmentation (part 3).
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Role
You are a text judgement and reasoning expert.

Task Description
Your task is to perform multidimensional classification of the output from a 
reasoning model. The model's output has been segmented into multiple segments 
(Introduction, Reasoning, Review, Final_answer), among which there are Reasoning-
type segments. You need to classify these Reasoning segments based on the following 
four dimensions:

Dimensions and Classification Rules:

Dimension 1: Correctness of the Result
Based on the options, the standard answer (std_ans) and the model's answer 
(model_ans), determine whether the result in each Reasoning segment is correct. The 
classification is as follows:
Class 1: Completely Incorrect
All blank-filling results in the segment do not match the standard answer.
Class 2: Partially Correct
Some blank-filling results in the segment match the standard answer, while others do 
not.
Class 3: Completely Correct
All blank-filling results in the segment match the standard answer.
Class 4: Non Conclusion
No conclusion has been provided yet.
Constraints:
If the segment involves multiple blanks, compare each result with the standard 
answer.
If the segment does not explicitly mention the blank-filling results, infer based on 
the context.

Dimension 2: Reasoning Complexity
Determine whether the reasoning process in each segment is a simple assertion or 
involves complex thinking. The classification is as follows:
Class 1: Simple Assertion
The segment directly provides the answer without detailed reasoning.
Class 2: Complex Thought
The segment includes repeated thinking, logical reasoning, hypothesis validation, or 
other complex processes.
Constraints:
If the segment contains keywords such as: “Wait, perhaps...”,“I need to 
consider...”,“Alternatively...”,“Hmm, maybe...”,“Let me think...” classify it as 
“Complex Thought.”
If the segment only directly provides the answer (e.g., “#1# is H.508”), classify it 
as “Simple Assertion.”

Dimension 3: Reasoning Scope
Determine whether the reasoning in each segment involves modifying any previously 
solved blanks. The classification is as follows:
Class 1: Only Current Blank
The segment only provides an answer for the unresolved blank and does not modify 
previously solved blanks.
Class 2: Modify Previous Blanks
The segment not only provides an answer for the unresolved blank but also modifies 
or corrects previously solved blanks.
Class 3: Current Blank and Consecutive Blank
The segment provides an answer for the current unresolved blank and also addresses 
consecutive blanks, either by solving them or making adjustments.
Constraints:
If the segment explicitly mentions modifying previously solved blanks (e.g., “Wait, 
I need to change #2# to...”), classify it as "Modify Previous Blanks."
If the segment only focuses on the current blank, classify it as "Only Current 
Blank."
If the segment addresses both the current blank and consecutive blanks, classify it 
as "Current Blank and Consecutive Blank."

Figure 37: Prompt for Deepseek-R1 and QwQ reasoning dimension classification (part 1).
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Dimension 4: Language Transfer
Determine whether each Reasoning segment includes the process of translating 
Hungarian into English. The classification is as follows:
Class 1: Contains Language Transfer
The segment includes a translation process similar to:
“Erőteljes #3# és a költői #4# gazdag használata jellemzi.”
This translates to “It is characterized by strong #3# and rich use of poetic #4#.”
Class 2: No Language Transfer
The segment does not include the above translation process.
Constraints:
If the segment contains an explicit translation process (e.g., “This translates 
to...”), classify it as “Contains Language Transfer.”
If the segment only uses Hungarian or English without translation, classify it as 
“No Language Transfer.”

Example Input:
{
  "options": [...],
  "std_ans": [...],
  "model_ans": [...],
  "segments": [
    {
        'text': ...
        'category': "Introduction"
    },
    {
        'text': ...
        'category': "Reasoning"
    },

...
  ]
}

Example Output:{
  "segments": [
    {
        'text': ...
        'category': "Introduction"
    },
    {
        'text': ...
        'category': "Reasoning",
        'Dimension1': "Non Conclusion",
        'Dimension2': "Complex Thought",
        'Dimension3': "Only Current Blank",
        'Dimension4': "No Language Transfer",
    },

...
    {
        'text': ...
        'category': "Reasoning",
        'Dimension1': "Completely Correct",
        'Dimension2': "Complex Thought",
        'Dimension3': "Current Blank and Consecutive Blank",
        'Dimension4': "No Language Transfer",
    },

...
  ]
}

Notes
1.Ensure that every Reasoning segment is classified, and the classification results 
are logical.
2.If a dimension cannot be clearly classified for a segment, infer the most 
appropriate category based on the context.
3.The output must be in JSON format and include classification results for all four 
dimensions.

Figure 38: Prompt for Deepseek-R1 and QwQ reasoning dimension classification (part 2).
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Figure 39: Prompt for thought segmentation of HuSimpleQA (Step 1)
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Figure 40: Prompt for thought segmentation of HuSimpleQA (Step 2)

Figure 41: Prompt for evaluating the correctness of each thought
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Figure 42: Example of thought segmentation of HusimpleQA
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Figure 43: Example of Deepseek-R1 segment classification
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Figure 44: Example of QwQ segment classification

51


	Introduction
	OpenHuEval
	Hungarian-specific dimensions and OpenHuEval tasks
	Hungarian WildBench
	Hungarian SimpleQA
	Hungarian Proverb Reasoning
	Hungarian Matching and Standard Filling-in-Blank

	Experiments and Analysis
	Experimental setup
	Overall performance
	Results and Analysis of the Hu-specific Dimension
	Comparison with Existing Benchmarks

	LRM's reasoning process on OpenHuEval
	Analysis on HuSimpleQA
	Analysis on HuMatchingFIB

	Conclusion
	Limitation
	Ethical Consideration
	Related Works
	Multilingual Benchmarks
	Low-resource Language Benchmarks

	HuWildBench
	Overall Construction Pipeline of HuWildBench
	Deduplication of similar questions
	Automatic high-quality question filtering
	Checklist construction

	HuSimpleQA
	Construction pipeline of HuSimpleQA
	Obtaining corpora rich in Hungary-specific facts and knowledge
	Generating questions and corresponding answers
	Automatic quality checking of questions
	Manual review of question quality
	Inference prompt
	LLM-as-judge

	HuProverbRea
	Construction pipeline of HuProverb
	More examples of HuProverbRea
	Differences in model performance rankings on HuproverbRea and MAPS

	HuMatchingFIB and HuStandardFIB
	Construction of HuMatchingFIB and HuStandardFIB
	More examples of HuMatchingFIB and HuStandardFIB

	LRM's reasoning process on OpenHuEval
	Segment answer into thoughts on HuSimpleQA
	Reasoning Segmentation Examples on HuMatchingFIB

	Information of the Annotators

