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Abstract
When optimising for conditional value at risk
(CVaR) using policy gradients (PG), current meth-
ods rely on discarding a large proportion of tra-
jectories, resulting in poor sample efficiency. We
propose a reformulation of the CVaR optimisation
problem by capping the total return of trajecto-
ries used in training, rather than simply discard-
ing them, and show that this is equivalent to the
original problem if the cap is set appropriately.
We show, with empirical results in an number of
environments, that this reformulation of the prob-
lem results in consistently improved performance
compared to baselines. We have made all our
code available here: https://github.com/
HarryMJMead/cvar-return-capping.

1. Introduction
In applications that are safety critical, or where catastrophic
failure is a possibility, it can be beneficial to minimise the
worst case outcomes of decisions, rather than simply per-
forming well on average. Risk-averse reinforcement learn-
ing (RL) addresses this problem by maximising the perfor-
mance of a policy using a risk metric as the objective, rather
than expected value. We focus here on conditional value at
risk (CVaR). CVaR represents an intuitive, coherent (Artzner
et al., 1999) risk metric that assesses the expected value of
the worst α proportion of runs. Note that in this work we
focus on static CVaR, where static CVaR refers to the CVaR
of full episode returns, due its ease of interpretability for
setting a level of risk aversion.

A common approach to maximising CVaR in RL is to use
policy gradient (PG) methods (Tamar et al., 2015). In the
case of CVaR, PG methods sample a set of trajectories, then
discard all but the bottom α-proportion based on total re-
turns, and then aim to maximise the expected return of this
remaining subset of trajectories. Whilst this is sufficient for
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some applications, it presents a number of issues. Primarily,
it results in very poor sample efficiency, especially when
α is low, as a large proportion of sampled trajectories are
discarded. Figure 1(a) illustrates how existing CVaR PG
methods are inefficient in terms of trajectory usage. In addi-
tion, since it is the highest return samples that are discarded,
the policy is unable to learn from the best performing trajec-
tories, which can present further issues for policy training.
In order to mitigate these issues, we propose Return Cap-
ping. Rather than discarding trajectories, we propose that all
trajectories are used in training, but the return of those above
a certain threshold is truncated. We prove in Section 4 that
if this threshold, or cap, is set correctly, optimising CVaR
under Return Capping is equivalent to optimising CVaR
without the cap. Since Return Capping allows all trajecto-
ries to be used, sample efficiency is greatly improved, and
learning performance improvements from high-performing
trajectories is possible. Our main contributions are:

• Proposing the Return Capping reformulation of the
CVaR optimisation objective, with proof that the two
are equivalent if the cap is set correctly.

• Presenting a method for approximating this target cap.

• Performing empirical evaluations of this method in
established risk-aware benchmarks, where Return Cap-
ping has better performance than state-of-the-art base-
lines.

We also introduce a new CVaR policy gradient baseline
based on PPO, which we show performs better than standard
baselines in some environments.

2. Related Work
Training for risk-averse behaviour has been explored in
many existing works. Direct reward shaping has been used
to explicitly discourage risky behaviours (Wu et al., 2023).
Work in robust adversarial RL (Pinto et al., 2017; Pan et al.,
2019) involves simultaneously training both the primary
agent and an adversary that perturbs environment dynamics
in order to train more robust policies. However, in both of
these approaches, it is challenging to quantify the level of
risk-aversion that results from either the adversary or reward
shaping.
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(a) Standard CVaR policy gradient
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(b) Return Capping

Figure 1. Comparison of trajectory usage of an example batch of sampled trajectories between standard CVaR Policy Gradient methods
and Return Capping

A method of quantifying risk aversion is to use risk met-
rics. Possible metrics include mean variance (Sobel, 1982;
Sato et al., 2001; La & Ghavamzadeh, 2013; Prashanth &
Ghavamzadeh, 2016) or Value at Risk (VaR) (Filar et al.,
1995; Chow et al., 2018), however these metrics are not
coherent (Artzner et al., 1999), which can present issues
when using them for decision making. Examples of co-
herent risk metrics include entropic value at risk (Ahmadi-
Javid, 2012), the Wang risk measure (Wang, 2000), or, the
focus of this work, conditional value at risk (CVaR) (Rock-
afellar et al., 2000). Optimising CVaR using policy gradi-
ents has been explored in a number of works (Tamar et al.,
2015; Tang et al., 2019; Keramati et al., 2020; Schneider
et al., 2024; Kim & Min, 2024). However, much of this
work is based Distributional-RL (DRL) (Bellemare et al.,
2017), and generally focuses on dynamic CVaR (Dabney
et al., 2018; Ma et al., 2020; Lim & Malik, 2022; Schneider
et al., 2024). Unlike static CVaR, dynamic CVaR is Marko-
vian (Ruszczyński, 2010), and thus can be locally optimised
in a policy. However, it is difficult to interpret and can lead
to overly conservative or overly optimistic behaviours (Lim
& Malik, 2022). (Lim & Malik, 2022) does suggest a mod-
ification to DRL to optimise for static CVaR, but results
in (Luo et al., 2024) show poor performance in relation to
policy gradient methods.

The most similar works to ours, with a focus on efficient
optimisation of static CVaR are (Greenberg et al., 2022)
and (Luo et al., 2024). (Greenberg et al., 2022) shows sig-
nificant sample-efficiency improvements over baselines but
requires the environment to be formulated as a Context-
MDP (Hallak et al., 2015), where the context captures part,
or all, of the environment’s randomness. To account for
vanishing gradients, (Greenberg et al., 2022) proposes Soft
Risk, where the policy is initially optimised for a risk-neutral

objective, before annealing the risk-sensitivity to the target
value. Alternatively, (Luo et al., 2024) presents a policy-
mixing approach, where the final policy is a mixture of
a risk-neutral and risk-averse policy. However, the bene-
fits of this method are greatest only in environments where
there are large regions where the optimal risk-neutral and
risk-averse policy are the same, which cannot generally be
assumed to be the case.

An alternate approach for risk-averse RL is Constrained RL.
Constrained RL presents a problem formulation for settings
where distinct reward and cost functions exist, where the
objective is to maximise reward subject to constraints on
the cost (Stooke et al., 2020; Yang et al., 2021; Wu et al.,
2024). However, explicitly separate reward and cost func-
tions limits the applicability of these methods to certain
environments, and our work instead focuses on risk over a
single optimisation metric.

3. Background
3.1. Conditional Value at Risk (CVaR)

Let Z be a bounded random variable with a cumulative
distribution function F (z) = P (Z ≤ z). In the case of
this paper, the random variable Z will be the return of a
trajectory obtained from an agent acting in an environment.
For Z, the value at risk (VaR) at confidence level α is
defined as

VaRα(Z) = min{z|F (z) ≥ α}. (1)

The conditional value at risk (CVaR) at confidence level α
is then defined as

CVaRα(Z) =
1

α

∫ α

0

VaRx(Z) dx. (2)
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Alternatively, if Z is continuous, the CVaR can be expressed
as

CVaRα(Z) = E[Z|Z ≤ VaRα(Z)]. (3)

Therefore, the CVaRα(Z) can be interpreted as the expected
value of the variable Z in the bottom α proportion of the
tail. In our case, the CVaRα(R) is the expected total return
R of the worst performing α proportion of trajectories.

3.2. CVaR Reinforcement Learning

Consider a Markov Decision Process (MDP) defined by
(S,A, P,R), corresponding to the state space, the action
space, the state transition probabilities and the state transi-
tion rewards respectively. Optimal static CVaR policies may
be non-Markovian, as static CVaR is dependant on the tra-
jectory history. To account for this, we instead solve for an
augmented MDP with a state space S+ = (S,

∑
r), where∑

r is the sum of all rewards up to the current time-step
in the trajectory (Lim & Malik, 2022). From this MDP, a
policy πθ, parametrised by θ, maps a state input to a dis-
tribution over possible actions. With this policy, we can
sample trajectories τ = {(si, ai, ri)}Tt=0, and compute the
total discounted return R(τ) =

∑T
t=0 γ

trt using a discount
factor γ. We denote the expected return of a policy as

J(πθ) = Eτ∼πθ
[R(τ)]. (4)

Similarly, we denote the policy CVaR at confidence level α
as

Jα(πθ) = Eτ∼πθ
[R(τ)|R(τ) ≤ VaRα(R(τ)]. (5)

Given a set of trajectories {τi}Ni=0, the CVaR policy gradient
(CVaR-PG) method aims to maximise Jα(πθ) by perform-
ing gradient ascent with respect to the policy parameters
θ. The CVaR gradient estimation is given by (Tamar et al.,
2015)

∇θĴα

(
{τi}Nn=0 ;πθ

)
=

1

αN

N∑
i=0

(
1R(τi)≤VaRα

(R(τi)

− VaRα)

T∑
t=0

∇θ log πθ(ai,t; si,t)

)
. (6)

In this formulation, the indicator function means that only
samples from the bottom α-proportion of runs are used to
compute the gradient.

3.3. Limitations of CVaR-PG

The primary issue with the standard method for CVaR-PG
optimisation is the poor sample efficiency, especially in
cases where the target α is small. For an example of where

Algorithm 1 Return Capping
Input: risk level α, batch size N , training steps M , mini-
mum cap CM , cap step size η
Initialise: policy πθ1 , value function Vθ2 , C ← CM

for m ∈ 1 : M do
// Sample Trajectories
{τi}Ni=1 ← sample trajectories(πθ1)
// Cap Trajectories
{τ ci }

N
i=1 ← cap trajectories(C, {τi}Ni=1)

Update θ1, θ2 using PPO
(
πθ1 , Vθ2 , {τ ci }

N
i=1

)
VaR← calculate VaR(α, {τi}Ni=1)
C ← C + η(VaR− C)
C ← max(C,CM )

end for

α = 0.05, 95% of all trajectories will be discarded, and
so a much greater number samples are required to get an
equivalent batch size to when optimising for expected value.
Another potential issue with standard CVaR-PG optimisa-
tion is blindness to success (Greenberg et al., 2022). Given
a batch of sampled trajectories, the standard CVaR policy
gradient does not differentiate between high trajectory re-
turns due to effective actions being sampled or environment
stochasticity benefitting the agent. However it is likely, es-
pecially early in training, that a proportion of these high
returns are due to better policy actions sampled in those
specific trajectories. Due to the nature of CVaR-PG, if these
trajectories fall outside of the bottom-α proportion of runs,
the policy training is effectively blind to these successes.
A related issue is a vanishing gradient when the tail of the
distribution of trajectory returns is sufficiently flat. In envi-
ronments with discrete rewards, it is possible that the bottom
α proportion of rewards are all equally bad, resulting in the
CVaR-PG gradient vanishing entirely. Similarly to the blind-
ness to success, gradient vanishing is most likely to be an
issue early in training. The solution presented in (Greenberg
et al., 2022) for both issues is to initially optimise for a
risk-neutral policy and then slowly anneal α to the target
value, but this can present issues when the risk-neutral and
the CVaR optimal policies are sufficiently distinct as policy
may become stuck in the local optimal of the risk-neutral
policy.

4. Return Capping
Rather than discard all trajectories outside of the bottom
proportion, instead we propose that we keep all trajectories
but truncate all returns above a cap C. Algorithm 1 outlines
the implementation of this method, and Figure 1 illustrates
the difference in how the trajectories are handled compared
to standard CVaR-PG. Below, we show that, if this cap
C is set correctly, the optimal policy for this problem is
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equivalent to the optimal CVaRα policy.

Proposition 4.1. Suppose π∗ is the optimal CVaRα policy,
and VaRα(π

∗) is the VaR of this policy. Any policy that
satisfies π = argmaxπ Eτ∼π[min(R(τ), C)] where C =
VaRα(π

∗) will also be CVaRα optimal.

Proof. Below is an expression for the expectation of the
capped trajectories.

JC(πθ;C) = Eτ∼πθ
[min(R(τ), C)]. (7)

If we denote VaRx(π) as the VaR of confidence level x of
the returns of trajectories sampled using the policy π, we
can rewrite this equation as

JC(πθ;C) =

∫ 1

0

min(VaRx(πθ), C) dx. (8)

Suppose now we set C = VaRα(π
∗), and split the integral

into two regions separated by α

JC(πθ;VaRα(π
∗))

=

∫ α

0

min(VaRx(πθ),VaRα(π
∗)) dx

+

∫ 1

α

min(VaRx(πθ),VaRα(π
∗)) dx. (9)

Consider the first half of the equation.∫ α

0

min(VaRx(πθ),VaRα(π
∗)) dx

≤
∫ α

0

VaRx(πθ) dx = αJa(πθ). (10)

Therefore, the upper bound of the first half of the integral is

max
π

αJα(π) = αJα(π
∗). (11)

As VaRx(π) is monotonically increasing with respect to
x, when x ≤ α, VaRx(π

∗) ≤ VaRα(π
∗), and in the left

integral x ≤ α for all x. Therefore, the optimal CVaRα

policy π∗ results in∫ α

0

min(VaRx(π
∗),VaRα(π

∗)) dx

=

∫ α

0

VaRx(π
∗) dx = αJa(π

∗) (12)

and so the left integral is equal to its upper bound. Now
considering the right integral∫ 1

α

min(VaRx(πθ),VaRα(π
∗)) dx

≤
∫ 1

α

VaRα(π
∗) dx = (1− α)VaRα(π

∗) (13)

and so now we have (1− α)VaRα(π
∗) as an upper bound

on the right integral. For the right integral, x ≥ α for all x,
so VaRx(π

∗) ≥ VaRα(π
∗) for all x. Therefore, the optimal

CVaRα policy π∗ results in

∫ 1

α

min(VaRx(π
∗),VaRα(π

∗)) dx

=

∫ 1

α

VaRα(π
∗) dx = (1− α)VaRα(π

∗) (14)

and so is also equal the right integral upper bound. There-
fore,

max JC(π;VaRα(π
∗)) = JC(π∗;VaRα(π

∗)) (15)

and so the optimal CVaRα policy is also the optimal policy
to maximise the expected return of the truncated trajectories.
As this policy satisfies the upper bound defined by Equa-
tions 11, and 13, all optimal policies must satisfy this upper
bound. Therefore, from Equation 11, the optimal policy to
maximise the expected return on the truncated trajectories
must also be the optimal CVaRα policy, when the cap is set
to VaRα(π

∗).

4.1. Cap Approximation

Whilst we have shown equivalence between the two prob-
lems when the cap is set to VaRα(π

∗), in most environments,
this value will be unknown and must be approximated. In
order to approximate this value, we use the set of trajectories
we have previously sampled.

For the trajectories
[
{τi}Ni=0

]
k

sampled using the policy
πθk , where k denotes the number of policy gradient up-
dates, a possible approximation is C = VaRα(πθk−1

). How-
ever, this is likely to be a high-variance approximation of
VaRα(π

∗), especially with smaller batch sizes. In order to
reduce variance, we used the following update rule to update
the approximation after each policy update step.

Ck = Ck−1 + η
(
VaRα(πθk−1

)− Ck−1

)
(16)

where η parametrises the size of the cap update step.

In order to reduce the effect of vanishing gradients, we also
introduced a minimum cap value CM . In many environ-
ments, it is relatively simple to determine the CVaRα of an
overly conservative policy that does nothing, e.g. betting
0 at each turn in the betting game outlined below in Sec-
tion 5.3. We suggest that any environment where finding a
risk-averse policy is compelling should have a policy that
performs better than this highly conservative baseline. By
setting the minimum cap value above the performance of
this baseline, we reduce the likelihood of vanishing gra-
dients. However, it is necessary to ensure that CM is a
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valid minimum, where we define a valid minimum cap as
CM ≤ VaRα(π

∗). Given,

CVaRα(π) ≤ VaRα(π), ∀π (17)

and
CVaRα(π) ≤ CVaRα(π

∗), ∀π, (18)

the CVaRα of any policy is a valid minimum cap. There-
fore, we know that the CVaRα of the conservative baseline
is valid. In order to reduce the likelihood of vanishing gra-
dients, we assume a cap marginally higher is also valid,
but further increasing of the minimum increases the proba-
bility of the cap being invalid. Alternative minimum caps
that would guarantee validity include the CVaRα of a ran-
dom policy, or the CVaRα of the optimal risk-neutral policy,
although the latter may be non-trivial to determine.

4.2. Reward Adjustment

Given the objective function in Equation 7, the environment
rewards needs to be adjusted so as sum to the capped reward.
Given reward rt at timestep t, let

Rt =

t∑
i=0

ri (19)

To calculate the adjusted reward rat

rat = min(Rt, C)−min(Rt−1, C) (20)

Using this adjusted reward, we can use reward-to-go to
compute the policy gradients, rather that just using total
episode return.

5. Experiments
5.1. Baselines

Although (Tamar et al., 2015) derives Equation 6 as the
policy gradient for CVaR optimisation, empirical evidence
suggests this baseline performs poorly in practice (Green-
berg et al., 2022; Luo et al., 2024). This outcome is not
unexpected, given it both does not incorporate a state-value
function baseline (Sutton & Barto, 1998), and also bases the
gradient update on total episode return, rather than return-
to-go, making credit assignment more difficult. In order to
present more representative baselines, we choose to com-
pare return capping to the following:

• Expected Value: PPO (Schulman et al., 2017) maximis-
ing the expected value of return;

• CVaR-PG: Unmodified CVaR-PG from Equation 6;
and

• CVaR-PPO: A CVaR-PG implementation using PPO
(Outlined in Appendix A).

When evaluating Return Capping against these baselines,
our focus is on CVaR in relation to total number of agent
steps in the environment. As the CVaR-PG methods involve
discarding a proportion of trajectories, either each gradient
update step will have a smaller batch size compared to Re-
turn Capping, or the total number of gradient update steps
will be reduced. In order to fairly assess the performance
of the CVaR-PG baselines, we will compare Return Cap-
ping the better performing of these two options. We have
included details on all hyperparameters used for baselines
and Return Capping in the Appendix.

5.2. Environments

We use a range of environments to compare the reward-
capping algorithm to the baseline methods. In selecting
illustrative environments, we focus on environments where
the CVaR optimal policy is significantly different from the
optimal expected value policy. We have outlined these envi-
ronments below, with further detail in the Appendix.

Figure 2. Autonomous Vehicle navigation environment
from (Rigter et al., 2021). Colours indicate the road type
as follows - black: highway, red: main road, blue: street, green:
lane

5.3. Betting Game

The betting game environment (Bäuerle & Ott, 2011) repre-
sents a useful domain to assess agents aiming to optimise
CVaR due to the substantial and obvious difference between
how the agent should act depending on aiming to optimise
either expected value or CVaR. In the environment, the agent
begins with 16 tokens and is able to wager a proportion of
these tokens with p(win) = x. If the agent wins, it will
win the number of tokens wagered, but will lose the same
amount on a loss. The game is sequential, such that after
each bet, the subsequent bet is based on the current total
of tokens the agent has. The game continues for a fixed
number of steps; in our experimentation, six. For x > 0.5,
the optimal policy to maximise expected is to always bet all
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Figure 3. Continuous Guarded Maze Environment. Two trajecto-
ries shown here - one taking the shortest path passing through the
guard whereas the other takes a longer path that avoids the guard

available tokens at each step. Such a policy results in high
return trajectories infrequently the majority of trajectories
will result negative return. A CVaR policy should aim for
even the worst performing runs to result in positive return.
For our implementation, x = 0.8.

5.4. Autonomous Vehicle

The second environment used is adapted from (Rigter et al.,
2021). An autonomous car must navigate along different
types of roads to reach the goal state, represented as a graph
shown in Figure 2. The cost of traversing a given road
is sampled from a distribution that depends on the type
of road it is, being either highway, main road, street or
lane. The exact distributions sampled from are outlined in
Appendix C.

5.5. Guarded Maze

Pictured in Figure 3, the agent in the Guarded Maze aims
to reach the green goal state, receiving a reward for doing
so. However, should the agent pass through the red guarded
zone, it will receive a cost penalty sampled from a random
distribution. We adapt two versions of the Guarded Maze
from (Greenberg et al., 2022) and (Luo et al., 2023; 2024),
which vary in respect to state space and the guard cost dis-
tribution. The guard cost distribution is parameterised such
that an optimal risk-neutral policy would ignore the guard
and always take the shortest path to the goal, whereas a
CVaR optimal policy instead should take the longer path
to avoid the guard. We have modified both these environ-
ments in order to make them more challenging, with these
modifications outlined below.

The Guarded Maze, shown in Figure 3, from (Greenberg
et al., 2022) consists of a continuous state space but discrete
action space. The agent is penalised for each step it takes

in the environment, however in (Greenberg et al., 2022),
this penalty is limited to only the first 32 environment steps.
This results in the CVaR of a policy that does not reach the
goal but also does not ever cross the guard being higher than
the CVaR of a policy that optimally takes the shortest path
passing through the guard. This reduces the likelihood that
a policy optimising CVaR would converge to this shortest
path. This is because with this limit on step penalties it is
no longer optimal compared to random exploration. In our
experimentation, we remove this limit and demonstrate that
Return Capping still converges to the CVaR-optimal policy.

A discrete state space variant of the Guarded Maze was
introduced by (Luo et al., 2023). However, the maze used
in (Luo et al., 2023) moved the goal such that the differ-
ence between the shortest path (9 steps) and the optimal
path avoiding the guard (11 steps) was much smaller. This
reduces the challenge of policy optimisation since it reduces
the likelihood of policies converging to the local optimal of
the risk-neutral policy. In our implementation, the goal is
positioned as shown in the continuous example shown in
Figure 3, resulting in a much greater difference between the
shortest (6 steps) and guard avoiding (14 steps) paths.

5.6. Lunar Lander

We also evaluate on Lunar Lander from OpenAI
Gym (Brockman et al., 2016; Towers et al., 2024). Whilst
the other benchmarks have relatively simple environment
dynamics, Lunar Lander represents a more complex physics-
based environment where the optimal risk-neutral policy is
non-trivial. In order to induce a difference between optimal
risk neutral and risk-averse policies, we follow the example
of (Luo et al., 2023) where the environment is modified so
that landing on the right-hand side results in an additional
high-variance reward. (Luo et al., 2023) uses a zero-mean
reward sampled from N (0, 1) ∗ 100. However, a reward
such as this does not necessitate a difference between the
risk-neutral and CVaR optimal policies, as a policy that
landed on the left-hand side of the landing pad could be
optimal both for CVaR and expected value of return. To fix
this, we modify the environment such that in addition to the
zero-mean, high-variance random reward, landing on the
right-hand side also results in an additional 70 reward.

6. Results
Figures 4, 5, and 6, show the performance of Return Cap-
ping against the baselines outlined above. We also plot the
performance of Return Capping depending on the initiali-
sation of CM , using either the VaR of the optimal CVaR
policy, the CVaR of the optimal expected value policy, and
either slightly above the CVaR of the conservative ’do noth-
ing’ policy or the CVaR of a random policy when the former
does not exist.
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Figure 4. Betting Game CVaRα=0.2 performance. Comparing to Baselines and showing effect of different minimum return caps

Betting Game: In the betting game, the optimisation ob-
jective was CVaRα=0.2. For comparing to the baselines,
we initialised CM based on the CVaR of the conservative
policy of betting nothing at each turn. We see in Figure 4(a)
that neither CVaR-PPO or CVaR-PG match the performance
of Return Capping. As the probability of winning was suf-
ficiently high, the optimal CVaR policy is not trivially to
bet nothing each turn. However, we see that when using
CVaR-PG, training converges to this overly conservative
policy, resulting in a CVaR of close to zero. From Figure
4(b), we see that performance was affected by CM initial-
isation. However, all three initialisations result in better
performance than the baselines.

Autonomous Vehicle: In the autonomous vehicle domain,
the optimisation objective was CVaRα=0.05. CM was ini-
tialised using a random policy. In this domain, CVaR-PPO
performs very similarly to Return Capping, whereas CVaR-
PG takes significantly longer to converge. However, of the
eight seeds we ran in this domain, two of the CVaR-PPO
runs, did not converge to goal-reaching policies. We have
chosen to exclude these two seeds from the plot in Figure C
to present a more representative baseline (see Appendix C
for the plot without outliers removed). However, the pres-
ence of these outliers suggests the Return Capping may be
a more robust method compared to CVaR-PPO. Figure 5(d)
shows that that the CM initialisation had minimal effect on
the training performance.

Guarded Maze: In the continuous state space setting, Fig-
ure 5(b) shows that Return Capping outperforms all base-
lines. For each method, we ran six seeds. None of CVaR-PG
runs converged to a policy that reached the goal, and of the
CVaR-PPO seeds, two converged to the CVaR-optimal pol-
icy, one converged to the risk-neutral policy, and three did
not converge to goal-reaching policies. All six of the Re-
turn Capping runs converged to the CVaR-optimal policy,
again indicating greater training robustness compared to
other CVaR-PG methods. In the discrete state space set-

ting, we see in Figure 5(c) that although CVaR-PPO does
consistently converge to the optimal policy, Return Cap-
ping converges in approximately half as many environment
steps. Interestingly, Figures 5(e) and 5(f) show the in both
guarded maze domains, the final policy is highly sensitive
to CM . Unlike in the two previous domains, where setting
CM = VaRα(π

∗) produced the best results, here we see the
opposite. This behaviour is likely due to the difference in
complexity of the risk-neutral and risk-averse policies. As
mentioned in Section 5.5, the optimal risk-averse path is
approximately twice as long as the risk-neutral path. When
the cap is high, we see this results in the policy converg-
ing to the local, less complex risk neutral policy, reducing
policy exploration, and resulting in the risk-averse policy
never being discovered. However, when the cap is set suf-
ficiently low, the policy is initially agnostic to trajectory
length, given the trajectory return is above the cap. This
allows for sufficient exploration for the optimal risk-averse
policy to be found.

Lunar Lander: In the lunar lander environment, unlike
the other environments, initialising the cap minimum using
the conservative policy did not result in consistent conver-
gence to the optimal CVaR policy. Figure 6(b) illustrates
the relative performance of the three cap minimums. For
comparisons to the baselines, we have used Cm equal to
the CVaR of the risk-neutral policy. However, as this policy
is non-trivial to determine, we have also included an offset
Return Capping plot, accounting for the 4e5 environment
steps required to learn the risk-neutral policy. Figure 6(a)
shows the performance of Return Capping against two of
the baselines. We have not included the CVaR-PG baseline
here as it was unable to discover any successful policy. The
Lunar Lander environment illustrates the issues present with
standard CVaR-PG methods. The CVaR-PPO baseline con-
verges to a very conservative policy that does land on the left
but is subsequently unable to improve, which can likely be
attributed to the blindness to success issue. However, using
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(c) D-GM: Baselines
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Figure 5. Autonomous Vehicle (AV) CVaRα=0.05, Continuous Guarded Maze (C-GM) CVaRα=0.05 and Discrete Guarded Maze (D-GM)
CVaRα=0.2 performance. Comparing to Baselines and showing effect of different minimum return caps.

Return Capping, we are able to train a policy that both lands
on the left-hand side but also is able to land without being
overly conservative. Additionally, we have included the
MIX baseline from (Luo et al., 2024). Given we require the
risk-neutral policy to set CM , we included the MIX baseline
mixing this policy with a learnt risk-averse policy. However,
we see from this baseline that this simply converges to the
risk-neutral policy. This environment highlights one of the
issues with the MIX baseline, being that if the risk-neutral
and risk-averse policies are in direct opposition in some
regions, learning the risk-averse policy may be made more
difficult by the interference of the risk-neutral policy, and
increases the probability of converging to this local optimal.

7. Conclusion
This paper proposes a reformulation of the CVaR optimi-
sation problem by capping the total return of trajectories
used it training, rather than simply discarding them. We
have shown empirically that this method shows significant
improvement to baseline CVaR-PG methods in a number
of environments, although there is still space for additional
experimentation in a broader range of environments. As we
have shown, some environments are sensitive to the mini-
mum cap value, and further environment testing may help to
better identify environment characteristics that lead to this.

Further work could be done examining how Return Capping
can be combined with other CVaR optimisation methods

such as those proposed in (Greenberg et al., 2022; Lim &
Malik, 2022; Luo et al., 2024). Although these combination
algorithms fell outside the scope of this research, examining
whether performance improvements can be made here may
be an interesting area to explore for future work.
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A. CVaR PPO
Given the Standard PPO loss as defined by

r(θ) =
πθ(a|s)
πθold(a|s)

, (21)

LCLIP(θ) = Eτ∼πθ

[
min(r(θ)Â, clip(r(θ), 1− ϵ, 1 + ϵ)Â)

]
(22)

and the standard CVaR objective

Jα(πθ) = Eτ∼πθ
[R(τ)|R(τ) ≤ VaRα(R(τ)]. (23)

We introduce the CVaR-PPO loss

LCLIP
α (θ) = Eτ∼πθ

[
min(r(θ)Â, clip(r(θ), 1− ϵ, 1 + ϵ)Â)|R(τ) ≤ VaRα(R(τ)

]
. (24)

Effectively, only doing the PPO update using the worst α proportion of trajectories. Similarly, the value function update is
also done only on this proportion of trajectories. We show that this baseline works better than the standard CVaR Policy
Gradient in some environments.
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Table 1. Betting Game Hyperparameters

PARAMTER EXPECTED VALUE PPO RETURN CAPPING CVAR-PPO CVAR-PG

CVAR α 1 0.2 0.2 0.2
NUM UPDATES 200
NUM ENV STEPS PER UPDATE 5000
EPOCHS PER BATCH 5
SUB BATCH SIZE 50 1000
γ 0.99
LR 1E-3
PPO
CLIP ϵ 0.2
GAE λ 0.95
ENTROPYϵ 1E-5
RETURN CAPPING
CAP η 0.2
OPTIMAL CVAR (VAR) MINIMUM CAP 16
EXPECTED VALUE (CVAR) MINIMUM CAP -16
CONSERVATIVE (CVAR) MINIMUM CAP 0

B. Betting Game
State Space: The agent’s state is its current number of tokens (does not need to be an integer number), and its current turn.

Action Space: The agent’s actions are to bet {0%, 12.5%, 25%, 37.5%, 50%, 62.5%, 75%, 87.5%100%} of its current
tokens.

Reward: The agent receives reward after each turn based on the total number of tokens gained/lost.

Environment Dynamics: Episode terminates after 6 bets or losing all tokens
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Table 2. Autonomous Vehicle Road Time Cost Distributions

ROAD TYPE SMALL COST MEDIUM COST LARGE COST

LANE 7 7 8
STREET 4 5 11
MAIN ROAD 2 4 13
HIGHWAY 1 2 18

Table 3. Autonomous Vehicle Hyperparameters

PARAMTER EXPECTED VALUE PPO RETURN CAPPING CVAR-PPO CVAR-PG

CVAR α 1 0.05 0.05 0.05
NUM UPDATES 400 200 66
NUM ENV STEPS PER UPDATE 1000 2000 6000
EPOCHS PER BATCH 1
SUB BATCH SIZE 50 300
γ 0.99
LR 1E-3
PPO
CLIP ϵ 0.2
GAE λ 0.95
ENTROPYϵ 1E-5
RETURN CAPPING
CAP η 0.6
OPTIMAL CVAR (VAR) MINIMUM CAP 27
EXPECTED VALUE (CVAR) MINIMUM CAP 6
RANDOM (CVAR) MINIMUM CAP -256

C. Autonomous Vehicle
State Space: Discrete x and y position of agent

Action Space: Move {Up,Down,Left,Right}

Reward: Table 2 outlines the distribution of costs in the Autonomous Vehicle environment. When the agent traverses a
road, the cost is sampled from the distribution outlined, with 0.4, 0.3, 0.3 probability of receiving the Small, Medium or
Large cost respectively. Reward of 80 for reaching the goal.

Environment Dynamics: Max number of env steps is 32

Figure 7 illustrates the performance in the Autonomous Vehicle without the outliers removed. These plots show the 95%
confidence interval. Due to the 2 outlier runs, the mean performance of CVaR-PPO is substantially worse than the other
methods.
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Figure 7. Autonomous Vehicle with outliers CVaRα=0.05 performance

Table 4. Guarded Maze (Continuous) Hyperparameters

PARAMTER EXPECTED VALUE PPO RETURN CAPPING CVAR-PPO CVAR-PG

CVAR α 1 0.05 0.05 0.05
NUM UPDATES 100 200 66
NUM ENV STEPS PER UPDATE 10000
EPOCHS PER BATCH 6
SUB BATCH SIZE 50 500
γ 0.99
LR 1E-3
PPO
CLIP ϵ 0.2
GAE λ 0.95
ENTROPYϵ 1E-5
RETURN CAPPING
CAP η 0.2
OPTIMAL CVAR (VAR) MINIMUM CAP -3.7
EXPECTED VALUE (CVAR) MINIMUM CAP -54
CONSERVATIVE (CVAR) MINIMUM CAP -151

D. Guarded Maze (Continuous)
State Space: Continuous x and y position of agent

Action Space: Move {Up,Down,Left,Right}

Reward: -1 for each step in the environment. Reward of 16 for reaching the target zone. Guard is present with 20%. If the
Guard is present, cost is sampled from an exponential distribution with a mean of 32.

Environment Dynamics: Max number of env steps is 161. The movement actions are all affected by added noise.
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Table 5. Guarded Maze (Discrete) Hyperparameters

PARAMTER EXPECTED VALUE PPO RETURN CAPPING CVAR-PPO CVAR-PG

CVAR α 1 0.2 0.2 0.2
NUM UPDATES 100 40 40
NUM ENV STEPS PER UPDATE 1000 5000
EPOCHS PER BATCH 6
SUB BATCH SIZE 50 1000
γ 0.99
LR 1E-3
PPO
CLIP ϵ 0.2
GAE λ 0.95
ENTROPYϵ 1E-5
RETURN CAPPING
CAP η 0.2
OPTIMAL CVAR (VAR) MINIMUM CAP -4
EXPECTED VALUE (CVAR) MINIMUM CAP -40
CONSERVATIVE (CVAR) MINIMUM CAP -90

E. Guarded Maze (Discrete)
State Space: One-hot encoding of discrete state

Action Space: Move {Up,Down,Left,Right}

Reward: -1 for each step in the environment. Reward of 10 for reaching the target zone. Guard cost is sampled from a
normal distribution N (0, 1) ∗ 30.

Environment Dynamics: Max number of env steps is 100.
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Table 6. Lunar Lander Hyperparameters

PARAMTER EXPECTED VALUE PPO RETURN CAPPING CVAR-PPO MIX

CVAR α 1 0.2 0.2 0.2
NUM UPDATES 150
NUM ENV STEPS PER UPDATE 10000
EPOCHS PER BATCH 1
SUB BATCH SIZE 50 2000
γ 0.99
LR 1E-3
PPO
CLIP ϵ 0.2
GAE λ 0.95
ENTROPYϵ 1E-5
RETURN CAPPING
CAP η 0.8
OPTIMAL CVAR (VAR) MINIMUM CAP 270
EXPECTED VALUE (CVAR) MINIMUM CAP 200
CONSERVATIVE (CVAR) MINIMUM CAP -128

F. Lunar Lander
State Space, Action Space, Environment Dynamics: As presented in OpenAI gym box2D (Brockman et al., 2016).

Reward: As presented in OpenAI gym box2D, but with additional 70+N (0, 1) ∗ 100 reward for landing on right size. The
left and right regions are shown in Figure 8

Figure 8. Lunar Lander environment from (Luo et al., 2023) showing divide between left and right landing zones
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