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Abstract001

With the rapid advancement of Large Language002
Models (LLMs), their performance has become003
increasingly dependent on prompt quality, mak-004
ing prompt optimization a critical research area.005
However, existing techniques often face limi-006
tations due to the lack of diverse and challeng-007
ing data necessary for fully testing and refining008
prompt effectiveness. To address this challenge,009
we propose a novel approach that integrates010
data augmentation into the prompt optimization011
process, leveraging the synergy between syn-012
thetic data generation and prompt optimization.013
Our framework centers on prompt optimiza-014
tion as the key driver of LLM performance,015
integrating data augmentation as a means to016
enhance this process. We introduce a multi-017
agent system consisting of an auto prompt op-018
timization agent and a synthetic data gener-019
ation agent, where the former serves as the020
core component, iteratively refining prompts021
through a closed-loop feedback mechanism.022
This dynamic interplay enables the LLM to023
engage in self-reflection and multi-step reason-024
ing, structurally improving prompt quality over025
time. Our results demonstrate that enhancing026
prompt optimization with data augmentation027
significantly improves model performance. Our028
approach surpasses existing methods in classifi-029
cation, question answering, and reasoning tasks030
across multiple benchmarks.031

1 Introduction032

Large language models (LLMs) have achieved ex-033

cellent performance in benchmark tasks such as034

classification cation, question answering, and rea-035

soning tasks, but they depend heavily on prompts036

construction. Minor adjustments in prompt phras-037

ing or formatting can lead to noticeable changes in038

model outputs, which highlights the importance of039

careful prompt design when harnessing the capa-040

bilities of these models.041

Recent studies have addressed prompt optimiza-042

tion through manual tuning, gradient-based strate-043

gies, and automated search (Wang et al., 2023; Sun 044

et al., 2024; Gou et al., 2023). These methods aim 045

to make LLM responses more reliable and con- 046

sistent by improving prompt structures. Despite 047

these advances, most existing approaches focus on 048

prompt refinement without systematically explor- 049

ing how additional data might support or guide the 050

optimization process. 051

Interestingly, we notice that in earlier deep learn- 052

ing research, data augmentation often leads to 053

significant performance boost. However, within 054

LLM prompt engineering, generating new data in- 055

stances has not been widely explored. We pro- 056

pose that prompt optimization can benefit from an 057

augmentation-based approach, especially as LLMs 058

themselves are capable of producing synthetic text 059

with contextual relevance (Singh et al., 2023; Gi- 060

lardi et al., 2023; Tang et al., 2023; Gao et al., 061

2023). 062

To demonstrate this, we propose a multi-agent 063

system that unifies synthetic data generation with 064

automatic prompt optimization. Specifically, the 065

data generation agent employs iterative refinement 066

techniques and synthetic data to enhance prompt- 067

based autonomous learning. It generates challeng- 068

ing edge cases, which trigger the auto prompt agent 069

to engage in a closed-loop feedback mechanism, 070

enabling continuous optimization. 071

With these key insights and prior works (Singh 072

et al., 2023; Gilardi et al., 2023; Tang et al., 2023; 073

Gao et al., 2023; Wang et al., 2023; Sun et al., 2024; 074

Gou et al., 2023), our contributions are as follows: 075

• We are the first to incorporate data augmen- 076

tation into prompt optimization and verify its 077

performance through empirical evidence. 078

• We propose a data generation agent-driven 079

framework to enhance the diversity and qual- 080

ity of synthetic data. By seamlessly integrat- 081

ing the data generation agent with automated 082
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prompt engineering, our unified system fos-083

ters efficient synergy, leading to substantial084

performance improvements.085

• We have conducted benchmark experiments to086

validate the performance and stability of our087

proposed system and tested it across multiple088

state-of-the-art models.089

In the following sections, we present the sys-090

tem’s architecture and implementation, detailing091

how iterative prompt optimization enhances the092

performance of LLM, and present the benchmark093

results.094

2 Related Work095

2.1 Automatic prompt engineering096

Automatically discovering optimal prompts has097

emerged as a central challenge in the era of098

LLMs. Automatic Prompt Engineering (APE)099

employs a variety of optimization-based, gener-100

ative, and template-driven approaches to refine101

and enhance prompts for large language models102

(LLMs). Optimization-based methods encompass103

techniques such as gradient-based objective opti-104

mization (Shin et al., 2020), reinforcement learn-105

ing with reward functions (e.g., RLHF), and evolu-106

tionary algorithms that iteratively improve prompt107

quality. Generative approaches leverage models108

like GPT or Gemini to generate candidate prompts109

and evaluate them using automated metrics. Addi-110

tionally, zero-shot and few-shot learning paradigms111

enable the creation of effective prompts even with112

minimal labeled data. Template-driven approaches,113

on the other hand, rely on structured formats—such114

as fill-in-the-blank templates—and apply grammat-115

ical constraints to ensure clarity, correctness, and116

consistency.117

Building upon these foundations, we propose a118

novel framework that integrates LLM-driven rewrit-119

ing with natural language feedback (Pryzant et al.,120

2023), alongside mechanisms for self-reflection121

(Shinn et al., 2024) and planning (Wang et al.,122

2023). This hybrid approach enhances the adapt-123

ability and precision of prompts by leveraging iter-124

ative refinement processes informed by the model’s125

own assessments and external feedback. Our frame-126

work aims to address limitations in existing meth-127

ods, offering a robust and flexible solution for ad-128

vancing prompt optimization.129

2.2 Data synthesis 130

Using large language models (LLMs) for data syn- 131

thesis is a relatively new and rapidly evolving ap- 132

proach. Recent advancements have shown that 133

LLMs possess the capability to generate text with 134

fluency and quality comparable to human output 135

(Li et al., 2023; Eldan and Li, 2023). As a result, 136

the application of LLMs for data synthesis has gar- 137

nered significant attention (Mukherjee et al., 2023; 138

Li et al., 2023; Eldan and Li, 2023). For instance, 139

prior work (Gao et al., 2022) has explored lever- 140

aging pre-trained language models (PLMs) to gen- 141

erate task-specific text data. However, these stud- 142

ies have not fully incorporated advanced method- 143

ologies such as chain-of-thought (CoT) reasoning, 144

in-context learning, or data synthesis driven by 145

prompts that integrate task descriptions and label 146

information. 147

In this study, we systematically experimented 148

with a range of techniques, including in-context 149

learning and prompt-driven data synthesis, combin- 150

ing task descriptions and label information. Our 151

results indicate that integrating these approaches 152

produces higher-quality synthetic data compared 153

to traditional methods. To further enhance the ro- 154

bustness and applicability of the synthetic data, 155

we introduced corner cases, making the generated 156

data more challenging and reflective of complex 157

real-world scenarios. These findings highlight the 158

potential of combining advanced LLM capabili- 159

ties with tailored prompting strategies to improve 160

data synthesis quality and reliability for prompt 161

optimization. 162

3 Method 163

3.1 System Overview 164

The system adopts a multi-agent mode, dividing 165

the entire closed-loop system into two parts: a data 166

generation agent and an auto prompt agent. Fig 1 167

shows the general flow of the system. 168

3.1.1 Data Generation Agent 169

We propose a new synthetic data generation frame- 170

work driven by data augmentation, where data 171

augmentation serves as the core mechanism to 172

trigger a series of mutually supporting processes. 173

These processes collectively enhance the complex- 174

ity,diversity, and usability of synthetic data, moving 175

beyond traditional approaches that simply apply 176

multiple augmentation methods in isolation. 177
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Figure 1: The Data Generation Agent synthesizes data
and passes it to the Auto Prompt Agent with specific
task evaluation results, which summarizes the correct-
ness of the responses to the synthesized data based on
the previous iteration. The prompt is then optimized
accordingly, and this process continues iteratively.

At the core of the framework is the ability to gen-178

erate high-quality synthetic data with minimal prior179

information. By leveraging few-shot learning, the180

framework identifies and reproduces diverse situa-181

tional features through interaction with contextual182

dialogue and task descriptions. This is achieved183

by conditioning the generation process on a few-184

shot dataset S = {(xi, yi)}Mi=1 (M ≪ N ), where185

the model learns to generate new samples x′ that186

align with the desired label distribution p∗(y). The187

generation process is formalized as:188

p(x′|y, S) =
∫

p(x′|z, y)p(z|S) dz189

Here, z represents a latent variable that captures the190

underlying structure of the few-shot data, enabling191

the model to generate diverse and realistic samples192

even with limited initial examples.193

To ensure that the generated data adheres to194

specific task requirements and label constraints,195

the framework incorporates label and task con-196

straints directly into the generation process. This is197

achieved by minimizing the Kullback-Leibler (KL)198

divergence between the generated label distribu-199

tion p(y) and the target distribution p∗(y), while200

also optimizing for task-specific performance. The201

optimization objective is formalized as:202

min
p(x′|y)

KL(p(y)∥p∗(y)) + λEx′,y[L(fθ(x′), y)]203

Here, L(·, ·) is the task-specific loss function, and204

λ is a trade-off parameter that balances label consis-205

tency and task performance. This ensures that the206

generated data is not only diverse but also aligned207

with the desired task requirements.208

The framework further enhances the realism and 209

domain relevance of the generated data by incor- 210

porating role-playing into the generation process. 211

By simulating different users, scenarios, or profes- 212

sional perspectives, the model generates data from 213

multiple viewpoints, enriching the expressive di- 214

mensions of the synthetic data. This is achieved by 215

introducing a role distribution p(r) and condition- 216

ing the generation process on specific roles: 217

x′ = f r
θ (x), r ∼ p(r) 218

Here, f r
θ represents the generative model for role 219

r, and p(r) controls the distribution of roles. To 220

ensure diversity and realism, adversarial training is 221

employed: 222

min
θ

max
ϕ

Ex,r[logDϕ(x, r)]+Ex′,r[log(1−Dϕ(x
′, r))] 223

Here, Dϕ is a discriminator that distinguishes be- 224

tween real and generated data, ensuring that the 225

synthetic data is both diverse and realistic. 226

To address tasks of varying complexity, the 227

framework introduces a progressive complexity 228

mechanism. By dynamically adjusting semantic 229

cues, reasoning levels, and problem difficulty, the 230

generated data can range from simple recognition 231

tasks to advanced reasoning and cross-domain anal- 232

ysis. This is achieved through a complexity param- 233

eter c, which controls the generation process: 234

x′ = fθ(x, c), c ∼ p(c) 235

Here, p(c) is the complexity distribution, which 236

can be adjusted based on task requirements. A 237

sequence of data with increasing complexity can 238

be generated as: 239

x′1 = fθ(x, c1), 240

x′2 = fθ(x
′
1, c2), 241

... 242

x′L = fθ(x
′
L−1, cL) 243

where c1 < c2 < · · · < cL. This progressive 244

approach ensures that the generated data is suitable 245

for a wide range of tasks, from basic to advanced. 246

3.1.2 Auto Prompt Agent 247

In the automatic prompt engineering process, we in- 248

tegrate the rewriting capabilities of a large language 249

model (LLM) with a self-reflection and planning 250

mechanism (Brown et al., 2020; Shinn et al., 2024) 251
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to enable systematic and iterative refinement of252

prompts. This approach allows the LLM to analyze253

error patterns, diagnose potential failure points, and254

iteratively optimize the prompt formula to improve255

performance. By combining self-assessment and256

a structured feedback loop, the LLM can identify257

and mitigate recurring errors, ensuring continuous258

improvement and standardization of prompts.259

The main goal of adopting these techniques is to260

improve the adaptability, reliability, and efficiency261

of the LLM in different applications. By enabling262

the model to dynamically refine its own prompts,263

we reduce the reliance on manual prompt engineer-264

ing, simplify task-specific tuning, and improve the265

overall automation of complex reasoning and struc-266

tured generation tasks. This not only improves267

accuracy and consistency, but also minimizes hu-268

man intervention, making the system more scalable269

and robust for real-world applications.270

To evaluate the effectiveness of each prompt it-271

eration, we conducted a multi-stage validation pro-272

cess using a synthetically generated dataset. If273

the model produces an incorrect output, it performs274

causal analysis to identify flaws in the prompt struc-275

ture and then improves the formula accordingly.276

This iterative feedback-driven optimization strat-277

egy facilitates robust prompt engineering, enabling278

the system to dynamically adapt to task complexity,279

domain-specific constraints, and evolving perfor-280

mance benchmarks.281

Ultimately, the prompt variant with the high-282

est performance score (determined by a system283

evaluation metric) is selected, ensuring that the284

final prompt formulation maximizes task accu-285

racy, consistency, and generality. By automatically286

improving the optimized prompts, this approach287

not only improves the effectiveness of LLM in288

automated reasoning, structured generation, and289

domain-specific problem solving, but also con-290

tributes to the broader goal of making AI systems291

more interpretable, self-improving, and efficient at292

adapting to new challenges.293

3.2 System Implementation294

3.2.1 Escape Mechanism295

Since synthetic data is utilized, ensuring the ac-296

curacy of all generated questions and answers is297

inherently challenging. To mitigate the propaga-298

tion of erroneous data, a skip mechanism is im-299

plemented. If three consecutive errors occur dur-300

ing generation, the corresponding question is by-301

passed. This mechanism prevents the accumula- 302

tion of flawed data that could mislead the language 303

model, thereby reducing the likelihood of generat- 304

ing suboptimal prompts. Furthermore, by incorpo- 305

rating a self-reflection and adaptive filtering mech- 306

anism, the system can analyze error patterns and 307

dynamically adjust the prompt refinement process. 308

This enhances the robustness and reliability of the 309

framework, ensuring more stable and high-quality 310

prompt optimization. 311

3.2.2 Optimal path strategy 312

An optimal path strategy is introduced to systemati- 313

cally refine and enhance prompt effectiveness. This 314

strategy involves selecting the highest-performing 315

prompt from the set of generated prompts during 316

each iteration. The selected prompt is then further 317

optimized through iterative refinement using the 318

synthetic dataset. 319

By iteratively refining the optimal prompt, this 320

approach guarantees continuous improvement in 321

prompt quality. The strategy also leverages re- 322

inforcement learning-inspired optimization tech- 323

niques, where feedback from previous iterations 324

is used to guide the selection and modification of 325

future prompts. This enables the framework to 326

dynamically adapt to task-specific complexities, 327

thereby maximizing both effectiveness and adapt- 328

ability. 329

4 Experiments 330

4.1 Datasets 331

To comprehensively evaluate our system, we se- 332

lected nine datasets, enabling a multi-perspective 333

assessment. These tasks emphasize the integra- 334

tion of domain-specific knowledge (e.g., geomet- 335

ric shapes and causal reasoning) with advanced 336

cognitive and reasoning abilities (e.g., interpret- 337

ing penguin-related data in tabular formats, object 338

counting, cognitive reasoning, and time-series anal- 339

ysis). This diverse selection ensures a well-rounded 340

evaluation of the system’s capabilities in handling 341

both domain-specific and general reasoning chal- 342

lenges. 343

1. BigBech: BIG-Bench (Srivastava et al., 2022) 344

is a broad benchmark dataset and framework 345

designed to evaluate the performance of large 346

language models (LLMs). It was developed 347

by multiple research institutions and individ- 348

uals to evaluate the model’s capabilities on 349

a range of complex tasks. These tasks are 350
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usually areas that existing benchmark datasets351

cannot fully cover, involving reasoning, com-352

mon sense understanding, creativity, ethics,353

and many other aspects.We used 3200 logic354

questions in BIG-Bench, including Penguins,355

Geometry, Epistemic, Object Count, Tempo-356

ral, Causal Judge and PrOntoQA.357

2. ProofWriter:ProofWriter(Tafjord et al.,358

2021) is a dataset based on Natural Language359

Inference (NLI) that is used to evaluate360

the reasoning and deduction capabilities of361

language models, especially the ability to362

derive logical proofs. ProofWriter constructs363

reasoning tasks through logical rules, requir-364

ing the model to generate logical proofs or365

verify the correctness of the conclusions. We366

randomly sampled 600 pieces of data.367

3. FOLIO:FOLIO(Han et al., 2024) (First Order368

Logic Inference Over Natural Language) is a369

reasoning dataset based on first-order logic,370

which aims to evaluate the model’s compre-371

hensive understanding of logical rules and nat-372

ural language reasoning.We used 204 exam-373

ples in FOLIO as the test set.374

4.2 EXPERIMENTAL SETUP375

4.2.1 Baselines376

We compare our method with four other types of377

methods: Chain of Thoughts (CoT) prompts, Auto-378

matic Prompt Engineer (APE), PromptAgent, and379

Neuro-Symbolic.380

Chain of Thought (CoT)is a method designed to381

improve the reasoning ability of large language382

models (LLMs). It simulates the logical reasoning383

process of humans, guides the model to gradually384

decompose complex problems, and gives more ac-385

curate and explanatory answers. The CoT method386

usually shows significant advantages in tasks such387

as mathematical calculations, logical reasoning,388

and multi-step reasoning (Suzgun et al., 2022).389

Automatic Prompt Engineer(APE) (Wang et al.,390

2023) is designed to automatically generate and391

optimize natural language instructions for large lan-392

guage models (LLMs) to enhance task performance.393

APE begins by leveraging the model to generate394

candidate instructions, evaluates their effectiveness395

based on the execution results of the target model,396

and iteratively refines instruction quality using the397

Monte Carlo search method. This approach min-398

imizes manual intervention, significantly improv-399

ing efficiency and adaptability across various tasks400

compared to manually crafted prompts. Experi- 401

ments conducted on 24 NLP tasks demonstrate that 402

instructions generated by APE perform exception- 403

ally well in both zero-shot and few-shot learning 404

scenarios, highlighting its broad applicability and 405

effectiveness. 406

PromptAgentPromptAgent, developed by (Zhou 407

et al., 2022b), aims to automatically generate high- 408

quality prompts that are comparable to those pro- 409

duced by experts. It frames prompt optimization 410

as a strategic planning problem, utilizing a Monte 411

Carlo Tree Search (MCTS) algorithm to systemati- 412

cally explore the high-level prompt space. Drawing 413

inspiration from human trial-and-error processes, 414

PromptAgent refines prompts by distilling precise 415

expert insights and generating detailed, construc- 416

tive feedback based on model errors. 417

Neuro-Symbolic The Neuro-Symbolic method we 418

use is proposed by (Pan et al., 2023), which is a 419

hybrid method that combines neural networks with 420

symbolic reasoning, particularly in scenarios that 421

demand a combination of advanced perception ca- 422

pabilities and robust logical reasoning. It has been 423

widely adopted in benchmark problems of logical 424

reasoning (Ying et al., 2023; Zhang et al., 2023), 425

where the text-processing capabilities of large lan- 426

guage models (LLMs) are utilized to efficiently 427

and accurately transform natural language data into 428

symbolic representations for solution, demonstrat- 429

ing its versatility and effectiveness in handling com- 430

plex reasoning challenges. 431

4.2.2 Implementation details 432

Data Generation Agent for Synthetic Data Cre- 433

ation The Data Generation Agent employs struc- 434

tured output to standardize the format of synthetic 435

data, ensuring consistency across all generated sam- 436

ples. To introduce challenging data, a difficulty 437

gradient is implemented to gradually increase the 438

complexity of the synthetic data, thereby enhanc- 439

ing the fine-tuning of prompts in the automatic 440

prompting stage. 441

During the synthetic data generation process, 442

several challenges arise, particularly in geometric 443

data synthesis: 444

Parsing Challenges in SVG Path Data: SVG 445

path data is typically represented using floating- 446

point numbers, which may introduce parsing ambi- 447

guities, making it difficult for LLMs to accurately 448

interpret and recognize shapes. 449

Complex Shape Generation: Constructing 450

complex geometric shapes, including irregu- 451
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lar curves and polygons, cannot be effectively452

achieved using simple rule-based methods, neces-453

sitating the adoption of more advanced synthe-454

sis techniques. To address these challenges, we455

provide examples of the generated synthetic data456

in Appendix B and design a Data Generation457

Agent based on the Retrieval-Augmented Genera-458

tion (RAG) (Lewis et al., 2020) framework.459

The Data Generation Agent integrates a retriever460

module to facilitate the search and synthesis of chal-461

lenging yet structurally accurate SVG paths. Addi-462

tionally, a reverse-generation strategy is employed,463

where answers are synthesized first, followed by464

the generation of corresponding questions. This465

approach ensures strong consistency and alignment466

between questions and answers, thereby enhanc-467

ing the coherence and reliability of the synthetic468

dataset.469

To ensure the generation of high-quality syn-470

thetic data, GPT-4o and GPT-4o-mini are utilized471

due to their proven effectiveness in text synthe-472

sis. To further improve accuracy and reliability, a473

hybrid approach is adopted, combining in-context474

learning (ICL) with label constraints: Facilitates475

few-shot learning, improving data diversity and476

logical consistency in the generated samples. La-477

bel Constraints: Define task-specific boundaries,478

constraining outputs within predefined parameters479

to maintain structural integrity. Difficulty Gradi-480

ent Mechanism for Progressive Data Complexity481

A difficulty gradient mechanism is introduced to482

systematically increase the complexity of the gener-483

ated data, progressively challenging prompts with484

increasingly intricate scenarios. This structured485

progression (Liu et al., 2024) enhances the robust-486

ness and adaptability of the prompt optimization487

process.488

By integrating adaptive difficulty scaling, logical489

consistency reinforcement, and strategic synthesis490

methodologies, the proposed framework provides491

a scalable and effective approach for generating492

diverse, high-quality synthetic data. This enables493

systematic prompt refinement, ultimately improv-494

ing the performance of language models across a495

wide range of task domains.496

Prompt Generation process is designed as an497

iterative optimization algorithm, enabling the LLM498

to refine prompts step by step through a structured499

three-phase approach:500

501

Error Analysis: The LLM identifies and sum-502

marizes the root causes of errors by analyzing in-503

correct answers generated for the given tasks. This 504

phase ensures a precise understanding of the short- 505

comings in the current prompt. 506

Improvement Recommendations: Based on 507

the identified errors, the LLM generates targeted 508

improvement suggestions. These recommendations 509

address specific weaknesses in the prompt, such as 510

ambiguity, lack of clarity, or insufficient context, 511

ensuring a more robust and effective design. 512

Prompt Refinement and Validation: The 513

prompt is updated according to the improvement 514

suggestions, creating a revised version. The LLM 515

then uses the generated synthetic data to test the 516

performance of the updated prompt. By evaluat- 517

ing its effectiveness on the synthetic data, the sys- 518

tem determines whether the modifications result in 519

meaningful improvements. 520

This iterative framework functions as a feedback- 521

driven optimization loop, systematically refining 522

prompts to enhance their clarity, adaptability, and 523

effectiveness. By leveraging synthetic data for val- 524

idation, the algorithm ensures robust testing and 525

continuous optimization, making it highly adapt- 526

able to diverse tasks and applications. 527

4.3 Results and analyze 528

4.3.1 Synthetic Data Generation 529

The synthetic data results generated by the data 530

generation agent are shown in the text box below, 531

highlighting the exceptional advantages of Struc- 532

tured Output. They ensure a highly consistent data 533

format with a well-organized structure and clear hi- 534

erarchical distinctions. Each output adheres strictly 535

to predefined standards, guaranteeing data stability 536

and integrity while significantly reducing the cost 537

of subsequent cleaning and adjustments. Addition- 538

ally, the structured format enhances readability and 539

parsability, streamlining analysis and processing 540

while improving data reusability and reliability. 541

Furthermore, the synthesized data presents a 542

high level of challenge, which is instrumental in 543

refining the Auto Prompt Agent. By generating 544

complex and diverse scenarios, the data pushes the 545

agent to iteratively enhance the prompt, improving 546

its ability to handle a wide range of difficulties ef- 547

fectively. This ensures that the prompt becomes 548

more adaptable and robust in addressing various 549

question complexities. These results strongly vali- 550

date the effectiveness of Structured Output in stan- 551

dardizing data generation and improving overall 552

data quality, while also fostering continuous ad- 553
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vancements in prompt optimization, ultimately lay-554

ing a solid foundation for future applications.555

"target_scores": {
"rectangle": 1,
"sector": 0,
"triangle": 0,
"circle": 0,
"heptagon": 0,
"hexagon": 0,
"kite": 0,
"line": 0,
"octagon": 0,
"pentagon": 0
}
Generated SVG Path
<path d="M 23.45,45.78 L
78.32,45.78 L 78.32,78.56 L
23.45,78.56 L 23.45,45.78"/>

556

4.3.2 Comparison with various prompting557

baselines558

We tested our methods by different LLMs such559

as GPT-4o, GPT-4o-mini, Gemini-1.5-flash, and560

Gemini-1.5-pro on different datasets, including561

BIG-Bench, ProofWriter, and FOLIO.562

BIG-Bench. We evaluated our method on key BIG-563

Bench tasks, including Penguins, Geometry, Epis-564

temic Reasoning, Object Counting, Temporal Rea-565

soning, and Causal Judgment. As shown in Table 1566

and Table 2, GPT-4o and GPT-4o-mini demon-567

strate particularly strong performance in Tempo-568

ral Reasoning, Object Counting, and Causal Judg-569

ment. While Geometry exhibits comparable accu-570

racy across GPT-4o and GPT-4o-mini, our method571

achieves the highest overall accuracy for GPT-4o-572

mini, Gemini-1.5-flash, and Gemini-1.5-pro. For573

GPT-4o, our method performs at a near-best level,574

trailing PromptAgent by only 0.01, yet still demon-575

strating that LLMs benefit from synthetic data gen-576

eration for reasoning improvements, whereas other577

methods primarily rely on existing datasets. These578

results further highlight the advantages of LLM-579

driven data augmentation in enhancing logical, nu-580

merical, and causal reasoning capabilities.581

FOLIO, PrOntoQA, and ProofWriter. We582

evaluated our method on FOLIO, PrOntoQA, and583

ProofWriter using GPT-4o and GPT-4o-mini, as-584

sessing the models’ ability to perform structured585

logical reasoning. As shown in Table 3, our method586

achieves the highest overall F1 score and outper- 587

forms all other approaches on FOLIO and PrOn- 588

toQA. In PrOntoQA, our approach surpasses all 589

methods, demonstrating its capability to generate 590

structured logical proofs. Similarly, for FOLIO, 591

our method outperforms both CoT and the neuro- 592

symbolic baseline, further validating its effective- 593

ness in formal logic inference. 594

While neuro-symbolic reasoning remains the 595

best performer on ProofWriter, our method 596

achieves highly competitive results on ProofWriter, 597

trailing by only 0.004 on GPT-4o-mini and 0.02 598

on GPT-4o, underscoring its strong adaptability 599

to structured reasoning tasks. Crucially, unlike 600

neuro-symbolic approaches that rely on predefined 601

rule-based datasets, our method is trained entirely 602

on LLM-generated synthetic data, demonstrating 603

the effectiveness of LLM-driven data augmenta- 604

tion for enhancing logical inference across diverse 605

reasoning benchmarks. 606

4.3.3 Prompt generalization 607

The whole process of the prompt improvement on 608

the Penguin data is shown in Appendix B. Fol- 609

low the three steps of Error Analysis, Summary of 610

Aspects for Improvement, and Improvement Rec- 611

ommendations: Revised Prompt. The prompts gen- 612

erated by our method outperform other baselines 613

in both structure and result accuracy, validating 614

the effectiveness of our approach in optimizing 615

prompt design and enhancing overall performance. 616

By employing a LEAST-TO-MOST(Zhou et al., 617

2022a) approach in prompt generation, the LLM to 618

reason in a structured and incremental manner. Af- 619

ter each iteration, the prompts are evaluated using 620

real datasets. If the accuracy falls below a pre- 621

defined threshold, the prompt is refined based on 622

incorrectly answered questions to enhance its effec- 623

tiveness. All prompts can be viewed in Appendix 624

A 625

4.4 Evaluation Metrics 626

We evaluate the quality of synthetic data primar- 627

ily through manual review and the performance 628

of prompts trained on the synthetic data. The key 629

metric for assessing prompt effectiveness is the F1 630

score, which we define as the percentage of gener- 631

ated outputs that match the expected results. As a 632

balanced measure of both precision and recall, the 633

F1 score provides a comprehensive evaluation of 634

prompt quality, ensuring that the system not only 635

generates accurate responses but also effectively 636
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Table 1: Comparison of BIG-Bench tasks performance across GPT-4o and GPT-4o-mini.

GPT-4o GPT-4o-mini
Tasks CoT APE PromptAgent Ours CoT APE PromptAgent Ours

Penguins 0.798 0.848 0.961 0.964 0.758 0.837 0.898 0.921
Geometry 0.791 0.653 0.830 0.822 0.686 0.445 0.720 0.732
Epistemic 0.793 0.848 0.916 0.863 0.852 0.816 0.860 0.851
Object Count 0.852 0.860 0.882 0.911 0.815 0.863 0.843 0.875
Temporal 0.980 0.992 0.984 0.993 0.949 0.972 0.946 0.980
Causal Judge 0.678 0.740 0.778 0.790 0.636 0.756 0.846 0.880

Average 0.815 0.824 0.892 0.891 0.783 0.782 0.852 0.873

Table 2: Comparison of BIG-Bench tasks performance across Gemini-1.5-flash and Gemini-1.5-pro.

Gemini-1.5-flash Gemini-1.5-pro
Tasks CoT APE PromptAgent Ours CoT APE PromptAgent Ours

Penguins 0.704 0.376 0.674 0.773 0.818 0.402 0.736 0.793
Geometry 0.683 0.494 0.703 0.689 0.591 0.566 0.583 0.643
Epistemic 0.855 0.888 0.816 0.870 0.826 0.887 0.838 0.893
Object Count 0.901 0.847 0.863 0.923 0.928 0.786 0.726 0.913
Temporal 0.940 0.994 0.942 0.984 0.989 0.860 0.984 0.980
Causal Judge 0.668 0.694 0.679 0.732 0.615 0.657 0.742 0.783

Average 0.792 0.716 0.780 0.829 0.795 0.693 0.768 0.834

Table 3: Comparison of methods on ProofWriter, FOLIO, and PrOntoQA across GPT-4o and GPT-4o-mini.

GPT-4o GPT-4o-mini
Tasks Baseline Neuro-symbolic CoT Ours Baseline Neuro-symbolic CoT Ours

ProofWriter 0.585 0.816 0.723 0.796 0.526 0.797 0.618 0.793
FOLIO 0.712 0.792 0.726 0.832 0.512 0.732 0.693 0.811
PrOntoQA 0.804 0.852 0.956 0.963 0.746 0.793 0.893 0.913

Average 0.700 0.820 0.802 0.864 0.595 0.774 0.735 0.839

captures all relevant information. Its robustness637

makes it an essential indicator of overall perfor-638

mance and reliability.639

5 Conclusion640

Our research results demonstrate that the designed641

system can efficiently leverage the Data Genera-642

tion Agent and Auto Prompt Agent to achieve au-643

tomated prompt generation based on high-quality644

and diverse synthetic data. Through an advanced645

Strategic Data Augmentation Framework, the LLM646

can generate more diverse and high-quality data,647

providing a rich and reliable data foundation for648

automated prompt engineering. This system not649

only enhances the automation of prompt generation650

but also improves the applicability and generaliza-651

tion of data in complex tasks. Our research offers652

a scalable, adaptive, and data-efficient solution for653

real-world AI applications requiring strong logi- 654

cal reasoning, further advancing the application 655

of large models in intelligent reasoning and task 656

automation. 657

Limitations 658

Our multi-agent system efficiently generates syn- 659

thetic data based on user requirements and au- 660

tonomously iterates to optimize high-quality task- 661

solving prompts. However, the system still has 662

certain limitations. Currently, our evaluation is lim- 663

ited to standard benchmarks. Future work could 664

extend the validation to real-world datasets, such 665

as financial and medical data, to comprehensively 666

assess the system’s effectiveness and adaptability. 667
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A Optimzed Prompts for different tasks 813

In this section, we demonstrate optimized prompts by Chain-of-Thought (CoT), Automatic Prompt 814

Engineering (APE), PromptAgent, and our method with F1 scores respectively. 815

Table 4: Comparison of Optimized Prompts for Object Counting task, including CoT, APE, PromptAgent, and our
method

Approach Optimized Prompt F1 score

CoT Your task is to count the total number of objects mentioned in the question.
Follow these simple steps to ensure accurate counting:
**Steps to Follow:** 1. **Identify Items**: Read the question carefully
and list all objects mentioned. 2. **Count Quantities**: For each item,
check if a quantity is provided. If no quantity is mentioned, assume it is
one. 3. **Add Totals**: Add up the quantities of all items to calculate
the total count. 4. **Verify the Total**: Double-check to ensure no item
is missed or counted twice.
**Example:** - Question: "Count the apples, oranges, and bananas.
There are 2 apples, 1 orange, and 3 bananas." - Step 1: Identify items:
apples, oranges, bananas. - Step 2: Count quantities: 2 apples, 1 orange,
3 bananas. - Step 3: Add totals: 2 + 1 + 3 = 6. - Step 4: Verify: All items
are accounted for, total is 6. - **Output**: "The total count is 6."
Use this step-by-step method for every question to ensure accurate and
clear results.

0.928

APE Calculate the overall total of all items even those spoken in groups. 0.863
PromptAgent Carefully examine the provided information. Identify and catalog each

mentioned item, ensuring that explicitly stated quantities are accurately
recorded. If no quantity is specified for an item, assume it as a single unit.
However, for items with defined quantities, count each unit separately
and include it in the total. If collective terms or categories are mentioned,
break them down into their individual components and associate each
with its stated count. When computing the total for such categories, en-
sure that the sum reflects all individual units rather than just the number of
groups or types. Each item should be counted independently, but related
items belonging to a common category should be grouped together, with
their specific quantities contributing precisely to the final total. Avoid
assumptions regarding the classification or nature of items—adhere to
standard, widely accepted definitions. Finally, summarize the count by
explicitly listing the quantity of each identified item or category, and
provide a comprehensive total of individual units rather than just category
counts, unless otherwise specified.

0.882

(Continued on next page)
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(Continued from previous page)

Approach Optimized Prompt F1 score

Our Task Requirements:
The task involves counting the total number of objects listed in a question.
Each distinct object should be considered as part of the total count,
regardless of its type or variation. The output should be formatted
correctly as specified. Problem Rule Application:
Identify all items listed in the question. Count each item exactly once,
regardless of type, to determine the total number of objects. Ensure
accuracy by verifying that all listed items have been included in the
final count. Provide the final result in the required format: The number
should be presented in both word form and numerical form, separated by
a comma (e.g., "nine, 9"). No extra symbols, characters, or explanations
should be included. Judgment Criteria: (Strictly follow these rules)
Complete Identification:
Extract and recognize all objects in the given list. Do not overlook any
item mentioned in the question. Accurate Counting:
Each item must be counted exactly once. Ensure no items are omitted or
double-counted. Verification Process:
Double-check the list to confirm that all objects are included. Cross-
verify the final count to avoid errors.

0.923

Table 5: Comparison of Optimized Prompts for Penguins In A Table task, including CoT, APE, PromptAgent, and
our method

Approach Optimized Prompt F1 score

CoT You are tasked with answering questions about a table of penguins
and their attributes. Use step-by-step reasoning to ensure accuracy in
calculations and comparisons.
The table is as follows: “‘ Name, Age, Height (cm), Weight (kg) Louis,
7, 50, 11 Bernard, 5, 80, 13 Vincent, 9, 60, 11 Gwen, 8, 70, 15 “‘
**Reasoning Steps for Each Question:** 1. Identify the target attribute
(age, height, or weight) and the type of operation (comparison, ranking,
filtering). 2. Extract the relevant rows or columns based on the question’s
requirements. 3. Perform the required operation step-by-step using the
extracted data. 4. Clearly summarize the answer based on the operation’s
result.
Example Workflow: - Question: "Who is the tallest penguin?" - Step 1:
Identify the target attribute: Height. - Step 2: Extract the height values
and corresponding names: [(Louis, 50), (Bernard, 80), (Vincent, 60),
(Gwen, 70)]. - Step 3: Find the maximum height: Bernard (80 cm). -
Step 4: Output the result: "Bernard is the tallest penguin with a height of
80 cm."
Follow this workflow for every question to ensure clarity and correctness.

0.818

APE Carefully scrutinize the provided table or tables. Understand the query
in relation to the information given. Pinpoint the pertinent data and carry
out the vital computations or comparisons to determine the right answer
from the given choices.

0.848

(Continued on next page)
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(Continued from previous page)

Approach Optimized Prompt F1 score

PromptAgent Answer questions about a table of penguins and their attributes, consid-
ering both the penguin table and any additional relevant tables. Please
provide step-by-step reasoning for your answers, and ensure to clarify
any criteria used for filtering or sorting data. Here is a table where the
first line is a header and each subsequent line is a penguin:
name, age, height (cm), weight (kg) Louis, 7, 50, 11 Bernard, 5, 80, 13
Vincent, 9, 60, 11 Gwen, 8, 70, 15
For example: the age of Louis is 7, the weight of Gwen is 15 kg, the
height of Bernard is 80 cm. What is the name of the last penguin sorted
by alphabetic order? Options: (A) Louis (B) Bernard (C) Vincent (D)
Gwen (E) James
**Instructions**: 1. List the names of the penguins. 2. Sort the names
alphabetically and present the sorted list clearly. 3. Identify the last name
in the sorted list and indicate the corresponding option letter from the
provided options. 4. If the last name does not match any of the options,
select the name that is closest to the last name in the original list of
penguins.
At the end, show the answer option bracketed between <answer> and
</answer>.

0.961

Our Answer questions about a dynamic, comprehensive table of penguins and
their attributes that allows penguins and other animals to be added and
removed. Perform calculations and comparisons based on the questions
asked. Read the question carefully to determine which attribute is being
compared (age, height, weight). When comparing an attribute, extract the
name and that attribute, and then compare, ignoring the other attributes.
Ensure the extracted value is from the correct column corresponding
to the requested attribute. When using the table, align the data so that
the first number is age, the second is height, and the third is weight.
Understand the question correctly, find the key words from it, and then
perform calculations or comparisons based on the key words
The current table is as follows:
Name, Age, Height (cm), Weight (kg)
Louis, 7, 50, 11
Bernard, 5, 80, 13
Vincent, 9, 60, 11
Gwen, 8, 70, 15
**Question Rules to Apply:**
- Identify the rows or columns that meet the specified conditions.
- Retrieve the value of the required attribute from the identified rows or
columns.
When we modify this table (by adding new penguins or removing existing
penguins or adding giraffes), we first confirm whether the information we
added is a penguin or a giraffe, and then solve the problem of comparing,
ranking, and filtering based on attributes between penguins or giraffes,
depending on the problem.

0.964
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Table 6: Comparison of Optimized Prompts for Geometric Shapes task, , including CoT, APE, PromptAgent, and
our method

Approach Optimized Prompt F1 score

CoT Your task is to identify the geometric shape represented by the given
SVG path data. Follow these steps to ensure accuracy:
**Steps to Identify the Shape:** 1. **Check for ’A’ Instructions**: - If
the path contains ’A’, determine: - **Circle**: 2 or more ’A’ instructions.
- **Sector**: 1 ’A’ instruction. 2. **Count ’L’ Instructions**: - If there
are no ’A’ instructions, count the ’L’ instructions to determine the poly-
gon’s shape: - **Line**: 2 ’L’. - **Triangle**: 3 ’L’. - **Rectangle**:
4 ’L’. - **Pentagon**: 5 ’L’. - **Hexagon**: 6 ’L’. - **Heptagon**:
7 ’L’. - **Octagon**: 8 ’L’. - **Kite**: 4 ’L’. 3. **Provide the Shape
Name**: Output only the name of the shape (e.g., "circle", "triangle",
"hexagon").
**Example:** - Input: ‘"M 10 10 L 20 10 L 20 20 L 10 20 Z"‘ - Step
1: No ’A’ instructions. - Step 2: Count ’L’ instructions: 4 ’L’. - Step 3:
Shape is a **Rectangle**. - **Output**: "rectangle".
Use this step-by-step process for all inputs to determine the correct shape.

0.791

APE Determine the shape each SVG path element is drawing, then pair it
with the corresponding letter from the available choices. In this case, C
symbolizes hexagon, G is for pentagon, I signifies sector, and B stands
for heptagon.

0.650

(Continued on next page)
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(Continued from previous page)

Approach Optimized Prompt F1 score

PromptAgent Analyze the SVG path data to identify the geometric shape it repre-
sents. Follow these comprehensive and refined steps to ensure accurate
identification:
1. **Holistic Path Closure**: Determine if the path forms a closed
shape by checking if the last point connects back to the starting point. If
multiple ‘M‘ commands are present, analyze the segments collectively
to identify any closed loops. Treat the entire path as a single entity for a
thorough analysis.
2. **Segment and Side Analysis**: Identify the types of segments used
in the path: - **Line Segments**: Count the number of distinct line
segments to determine the number of sides. Ensure accurate counting by
considering all segments collectively. - **Arc Segments**: For paths
using the ‘A‘ command, note that these represent elliptical arcs. Pay
attention to the parameters to distinguish between circles and ellipses.
3. **In-depth Geometric Properties**: - For line segments, analyze the
relative lengths of sides and angles between them. Consider properties
such as parallel sides, equal side lengths, and right angles to distinguish
between different types of polygons. Evaluate the overall shape formed
by all segments. - For arc segments, examine the parameters of the ‘A‘
command: - Check if the radii are equal, which indicates a circle. - If the
radii differ, consider the shape as an ellipse.
4. **Shape Identification and Classification**: Use the geometric prop-
erties to classify the shape: - For polygons, identify specific types like
rectangles, kites, and trapezoids based on their properties. Pay special
attention to the number of sides and the relationships between them. Con-
sider the entire path as a single shape to ensure accurate classification. -
For arcs, determine if the shape is a circle or an ellipse based on the radii.
5. **Options Selection and Interpretation**: Choose the most appro-
priate shape from the given options. Consider multiple interpretations
of the path data, especially when multiple ‘M‘ commands are present,
to ensure accurate classification. If the path represents multiple shapes,
prioritize the most complex or relevant shape.
6. **Ambiguity Resolution**: In cases where the path data could repre-
sent multiple shapes, provide a rationale for selecting the most complex
or relevant shape. Consider the context and any additional information
that might influence the classification.
7. **Visual Verification**: If possible, visualize the path to confirm the
identified shape. This step can help resolve any remaining ambiguities
and ensure the accuracy of the classification.
8. **Iterative Refinement**: If the initial classification is uncertain,
revisit the analysis steps to refine the identification. Consider alternative
interpretations and re-evaluate the geometric properties.
9. **Contextual Considerations**: Take into account any contextual in-
formation or additional data that might influence the shape classification,
especially in ambiguous cases.
Provide your answer by selecting the correct option and enclosing it
within <answer> and <answer> tags.
Example: - SVG Path: ‘path d="M 8.10,55.86 L 1.74,25.57 L
12.08,23.40 L 18.44,53.69 L 8.10,55.86"‘ - Analysis: The path forms a
closed quadrilateral with opposite sides parallel and equal, indicating a
rectangle. - Answer: <answer>H</answer>
- SVG Path: ‘path d="M 16.33,5.98 A 8.87,8.87 275.02 1,0 14.78,23.64
A 8.87,8.87 275.02 1,0 16.33,5.98"/‘ - Analysis: The path uses elliptical
arcs with equal radii, forming a closed loop, indicating a circle. - Answer:
<answer>A</answer>

0.830

(Continued on next page)
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Approach Optimized Prompt F1 score

our Given the following SVG path data: "input" and options, identify the
geometric shape it represents and provide ONLY the name of the shape
as the ’target’.
**Task Requirements:** 1. Count the instructions in the SVG path 2.
Judge the shape of the graphic according to the judgment criteria 3.
Provide the exact name of the shape as output.
You need to count how many instructions L are in the SVG path:
**Problem Rule Application:** 1. Visualize the path data to understand
the overall structure. 2. Find out whether there is instruction A in the
instruction. If so, determine whether it is a circle or a sector according to
the number of instructions A. If not, determine how many sides it is 3.
For polygons, pay attention to the number of edges to identify the shape.
The following are the number of instructions corresponding to different
shapes: # - **triangle**: 3 L # - **rectangle**: 4 L # - **hexagon**:
6 L # - **pentagon**: 5 L # - **octagon**: 8 L # - **heptagon**: 7
L # - **kite**: 4 L # - **line**: 2 L # - **circle**: 2 or more A # -
**sector**: 1 A
**Judgment criteria:**(Please strictly abide by this rule) No need to
pay attention to "M" instructions !! First identify whether there is an
instruction "A" in the SVG path. If so, first determine whether it is a
circle or a sector. !! If there is no instruction "A", determine the number
of sides of the polygon based on the instruction "L". A polygon with n
sides requires n "L" instructions.(Please strictly abide by this rule)

0.822

Table 7: Comparison of Optimized Prompts for Causal Judgment tasks, including CoT, APE, PromptAgent, and
our method

Approach Optimized Prompt F1 score

CoT Task: Respond to inquiries about causal attribution by identifying the key
causes and their contributions to the outcome. Follow the steps below to
ensure accurate and clear reasoning:
**Steps to Analyze Causation:** 1. **Identify Key Entities**: Read
the question carefully and highlight the specific entities or factors being
discussed. 2. **Determine Relevant Causes**: Analyze the context to
identify immediate and incidental causes contributing to the outcome.
- Immediate causes: Directly lead to the outcome. - Incidental causes:
Indirectly influence the outcome but may still contribute. 3. **Eval-
uate Interactions**: Consider how multiple causes might interact to
produce the observed effect (e.g., synergy or independent contributions).
4. **Provide the Answer**: Clearly state the primary and secondary
causes, as well as their roles in creating the outcome. Avoid unsupported
assumptions.
Use this structured reasoning approach to analyze each inquiry and
provide a clear and logical explanation.

0.678

(Continued on next page)
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Approach Optimized Prompt F1 score

APE For each situation, decide if the result was caused deliberately or not. If
the individual or party behind the event was aware of the potential result
and chose to go ahead, select ’Yes’. If they didn’t intend the result to
happen, even if they knew it could possibly occur, select ’No’.

0.756

PromptAgent When addressing questions about causal attribution, ensure a comprehen-
sive analysis by considering both individual and collective actions that
contribute to an outcome. Clearly differentiate between necessary and
sufficient causes, and recognize that multiple causes can simultaneously
contribute to an outcome. Emphasize the importance of understanding
both general and specific intentions, especially when outcomes are unin-
tended. Define "intentional" actions as those where the actor or group
had control over maintaining or altering the conditions necessary for the
outcome, even if the specific result was not desired. Address scenar-
ios where unintended consequences arise from intentional actions, and
provide answers that reflect a nuanced understanding of how different
elements interact to produce a result. Use diverse examples to illustrate
key concepts like "direct causation," "simultaneity," and "unintended
consequences," ensuring a balanced consideration of necessary and suffi-
cient causes. Simplify complex scenarios by breaking them down into
clear, manageable components, and provide definitions or examples of
key terms to guide your analysis. Additionally, clarify definitions of key
terms such as "necessary," "sufficient," "intentional," and "unintended
consequences" to ensure precise understanding. Highlight the impor-
tance of interactions between multiple causes, especially in complex
scenarios, and offer strategies for analyzing scenarios where simultaneity
is crucial. Explore the nuances of intentional actions and unintended
consequences more deeply, and encourage the use of diverse examples
to illustrate different aspects of causation. Pay special attention to the
role of individual actions in maintaining necessary conditions and the
distinction between collective and individual causation. Emphasize that
in collective decision-making, the outcome can be intentional if it aligns
with the group’s goals, even if individual members disagree. Reinforce
the distinction between necessary and sufficient causes, ensuring the
model understands that necessary causes alone do not determine the
outcome. Clarify that following a protocol does not remove intentionality
if the outcome aligns with organizational priorities. Highlight that inten-
tionality can be attributed if the outcome was a foreseeable consequence
of the action, regardless of individual opposition.

0.846

(Continued on next page)
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Approach Optimized Prompt F1 score

Our Task Requirements Determine whether a given event (cause) directly
leads to another event (effect). Assess the causal relationship based
on logical reasoning, ensuring a clear and definitive answer. The final
output must be only "Yes" or "No", strictly adhering to the required
format. Problem Rule Application Identify the cause and effect within
the question. Assess necessity: Determine if the cause is essential for
the effect to occur. Evaluate causation: If the cause did not happen,
would the effect still occur? If the effect only happens when the cause
is present, then the cause directly leads to the effect. If the effect can
still happen independently, then the relationship is not causal. Judgment
Criteria Direct Causation: If the cause directly leads to the effect and is a
necessary condition, answer "Yes". If the effect would not have occurred
without the cause, answer "Yes". Example: "Dropping a glass caused it
to shatter." → Yes. No Direct Causation: If the effect can occur without
the cause, answer "No". If the cause is only correlated but not necessary,
answer "No". Example: "Wearing a red shirt caused the stock market
to rise." → No. Verification Process: Check whether the absence of the
cause results in the absence of the effect. Ensure logical consistency in
the causal assessment.

0.880

Table 8: Comparison of Optimized Prompts for Epistemic task, including CoT, APE, PromptAgent, and our
method

Approach Optimized Prompt F1 score

CoT Task: Analyze the logical relationship between a given premise and
hypothesis. Your goal is to determine if the premise guarantees the truth
of the hypothesis. Choose one of the following answers: ’entailment’ or
’non-entailment’.
**Steps to Follow:** 1. **Understand the Premise and Hypothesis**:
Carefully read the premise and hypothesis to identify the key information
in both statements. 2. **Analyze the Logical Relationship**: Determine
whether the information in the premise confirms the truth of the hypoth-
esis. - If the premise logically supports and guarantees the hypothesis,
choose ’entailment’. - If the premise does not confirm the hypothesis,
or if there is uncertainty, choose ’non-entailment’. 3. **Provide the An-
swer**: Based on your analysis, output the correct answer (’entailment’
or ’non-entailment’).
Use this step-by-step approach for all premise and hypothesis pairs to
ensure accurate reasoning.

0.855

APE Determine whether the hypothesis is directly implied by the premise
or not. If the premise’s statement is a direct claim or conviction of the
individual mentioned in the hypothesis, choose ’entailment’. However, if
the premise is formed on the belief or supposition of someone other than
the subject in the hypothesis, opt for ’non-entailment’.

0.888

(Continued on next page)

18



(Continued from previous page)

Approach Optimized Prompt F1 score

PromptAgent Determine the relationship between two sentences by evaluating whether
the first sentence provides direct or logically implied evidence for the
second. Choose from the options ’entailment’ or ’non-entailment’.
Consider the following: - **Entailment**: The first sentence directly
or through logical implication confirms the truth of the second sentence,
even if it involves a chain of beliefs or perceptions, as long as the chain
logically supports the hypothesis. - **Non-entailment**: The first sen-
tence does not confirm the truth of the second sentence, often involving
unsupported assumptions, beliefs, or suspicions that do not logically lead
to the hypothesis.
Guidelines for Analysis: 1. **Clarify Belief Chains and Logical Impli-
cations**: Understand how belief chains work and when they logically
support the hypothesis. Pay attention to verbs indicating beliefs, assump-
tions, or suspicions (e.g., "thinks," "assumes," "suspects") versus those
indicating direct evidence (e.g., "learns," "knows," "remembers"). Con-
sider how these verbs interact in belief chains and what they imply about
the subject’s own beliefs. 2. **Evaluate Direct and Implied Evidence**:
Determine if the premise provides direct or logically implied evidence
for the hypothesis, considering how belief chains can logically support
the hypothesis. Recognize that indirect beliefs about another person’s
recognition can imply one’s own belief about a situation, especially when
the belief chain is logical and straightforward. 3. **Consider Perspec-
tive and Source of Information**: Note any differences in perspective
or source of information (e.g., who remembers or assumes something)
and how these perspectives contribute to the logical implication of the
hypothesis. 4. **Conduct a Comprehensive Analysis**: Use a step-by-
step approach to ensure all relevant details and logical implications are
considered in the analysis. Balance the emphasis on direct evidence with
the recognition of logical implications from indirect beliefs.
Example: Premise: "Charlotte thinks that Richard recognizes that a boy
is standing in a pool getting splashed with water." Hypothesis: "Charlotte
thinks that a boy is standing in a pool getting splashed with water."
Options: (A) entailment (B) non-entailment
Analysis: 1. **Understanding the Premise**: The premise indicates
that Charlotte thinks Richard recognizes a specific situation involving a
boy in a pool. 2. **Understanding the Hypothesis**: The hypothesis
states that Charlotte thinks a boy is in a pool getting splashed with water.
3. **Assessing the Relationship**: The premise implies that Charlotte
has a belief about the situation (through Richard’s recognition), which
logically supports the hypothesis. Charlotte’s belief about Richard’s
recognition suggests she also believes in the situation’s occurrence. 4.
**Conclusion**: The relationship is one of entailment because Char-
lotte’s belief about Richard’s recognition logically implies her belief in
the situation.
Therefore, the correct answer is:
<answer>A</answer>
Identify the relation between the following premises and hypothe-
ses, choosing from the options ’entailment’ or ’non-entailment’. At
the end, show the answer option bracketed between <answer> and
</answer>.

0.916

(Continued on next page)19
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Approach Optimized Prompt F1 score

our Task Requirements:
Analyze a given premise (primary sentence) and determine whether it
fully supports the truth of a hypothesis (subsequent sentence). Clas-
sify the relationship as either "Entailment" or "Non-Entailment" based
on the logical and factual connections between the two. Provide the
classification only as the final output. Problem Rule Application:
Entailment:
The premise explicitly confirms the hypothesis with clear, direct evidence.
No additional information, assumptions, or interpretations are required
to validate the hypothesis. Non-Entailment:
The premise does not fully or explicitly confirm the hypothesis. If
there is ambiguity, uncertainty, or missing logical links, label it as Non-
Entailment. Judgment Criteria: (Strictly follow these rules)
Language of Uncertainty:
Words like "assumes," "believes," "thinks," "feels," "suspects" indicate
subjectivity and should not be considered definitive proof. These terms
suggest a possibility rather than an explicit factual connection. Specific
vs. General Statements:
A specific premise (e.g., mentioning a “full face mask”) does not nec-
essarily contradict a general hypothesis (e.g., referencing a “mask” in
general). However, if the premise is too general to confirm the specific
claim, classify as Non-Entailment. Objective Reasoning:
Only use the logical and factual ties within the given statements. Do
not rely on external knowledge, assumptions, or interpretations unless
directly supported by the premise. Decision Process:
Determine whether the premise fully supports the hypothesis without
needing extra inference → Entailment. If the premise only partially
supports or fails to confirm the hypothesis → Non-Entailment.

0.893

Table 9: Comparison of Optimized Prompts for Temporal task including CoT, APE, PromptAgent, and our method.

Approach Optimized Prompt F1 score

CoT Your task is to determine the available time slot for an event, based on a
schedule of occupied times. Follow these steps to ensure accuracy:
**Steps to Identify Free Time Slots:** 1. **List Occupied Periods**:
Organize all occupied time slots in chronological order. 2. **Find
Gaps**: Identify gaps between the occupied periods where no activities
are scheduled. 3. **Check Constraints**: Ensure that the free time
slots fall within operational constraints (e.g., facility closing times). 4.
**Select the Slot**: Choose the correct free time slot that satisfies all
criteria.
**Output Result Format:** - Present the selected free time slot in a clear
format, such as "Xpm to Ypm" or "Xam to Yam".
Use this step-by-step method to ensure that the identified time slot is
accurate and does not overlap with any occupied periods.

0.989

(Continued on next page)
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Approach Optimized Prompt F1 score

APE Identify the period when the individual was unnoticed and had the possi-
bility to visit the specified place before its closing time.

0.994

PromptAgent Analyze the timeline of events to determine possible time frames during
which certain events could have occurred, even if they were not explicitly
observed. Start by constructing a comprehensive timeline, clearly listing
all observed and unobserved time slots. Identify gaps where the subject
is unobserved, ensuring these gaps fit within any given constraints, such
as opening and closing times. Emphasize the importance of constraints
by verifying them after identifying potential gaps. Use a step-by-step
reasoning approach to systematically evaluate all available information,
and include a final review to check for potential errors or overlooked
details before finalizing the answer. Define key terms like "unobserved"
and "constraints" to ensure clarity in the task requirements. Provide
examples to illustrate the reasoning process and expected output format,
guiding the model in analyzing timelines and identifying possible time
frames for unobserved events. Additionally, incorporate a checklist to
ensure all steps are followed, and highlight common pitfalls to avoid
during the analysis. Finally, include a summary of the reasoning process
to reinforce understanding and ensure the model’s conclusions are well-
supported.
To further enhance the model’s performance, include additional examples
that cover a wider range of scenarios and constraints, such as overlapping
time slots or multiple constraints. Provide explicit guidance on handling
complex constraints and ambiguous information. Incorporate interac-
tive feedback mechanisms to help the model learn from mistakes and
improve over time. Ensure the prompt is concise and focused, avoiding
unnecessary repetition while maintaining clarity and comprehensiveness.
Additionally, introduce a section for handling exceptions or unusual
cases, offering strategies for dealing with incomplete or conflicting data.
This will help the model adapt to a broader range of real-world scenarios
and improve its robustness in timeline analysis tasks.

0.984

(Continued on next page)
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Approach Optimized Prompt F1 score

our **Task Requirements:** Determine the possible time period during
which an event could have occurred, based on a detailed schedule of
occupied times. Your goal is to identify the correct time slot that fits all
the provided criteria without any overlap.
**Problem Rule Explanation:** 1. Analyze the schedule to identify
all time slots during which the person is occupied. 2. Determine the
available time slots by identifying gaps between these occupied periods.
3. Consider any additional constraints, such as closing times, that may
limit the available time slots.
**Problem Rule Application:** - List all the occupied time slots chrono-
logically. - Identify gaps between these occupied slots where the person
is free. - Ensure that the free time slots do not conflict with constraints
like closing times.
**Result Verification:** - Confirm that the identified time slot is com-
pletely free and adheres to any constraints. - Double-check against all
occupied periods to ensure there is no overlap. - Avoid selecting time
slots that are partially occupied or overlap with any scheduled activities.
**Output Result Format:** - Present the correct time slot in a straight-
forward manner, using the format "Xpm to Ypm" or "Xam to Yam"
as appropriate. - Ensure the output is clear and free of any extraneous
symbols or text.
**Common Mistakes to Avoid:** - Do not include time slots that extend
beyond the closing time of the facility. - Avoid selecting time slots that
overlap with any scheduled activities. - Ensure the selected time slot is
entirely free and does not partially overlap with any occupied period.
**General Rules and Analysis:** - Identify all occupied periods and list
them chronologically. - Look for gaps between these periods where the
person is not scheduled for any activity. - Verify that these gaps fall
within any operational constraints, such as closing times. - Ensure the
selected time slot is entirely free and does not overlap with any occupied
periods.
By following these guidelines, you can accurately determine the available
time slot for the event in question. Avoid errors by ensuring that the
selected time slot is entirely free and does not overlap with any occupied
periods.

0.993
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B Prompt Self-improvement 816

B.1 Error Analysis 817

1. Misinterpretation of the Question: The model may have misinterpreted the question, focusing
on the structure of the data rather than the specific request for the height of the tallest penguin.
This could lead to confusion and an irrelevant answer.

2. Inattention to Numerical Data: The model might have overlooked the numerical values
provided in the table, failing to recognize that it needed to compare the heights of the penguins to
determine the tallest one.

3. Irrelevant Output Generation: The answer "rectangle" does not relate to the context of the
question. This suggests that the model may have generated a response based on unrelated patterns
or associations rather than the specific data presented.

4. Lack of Contextual Understanding: The model may not have fully grasped the context of the
data table, leading to a failure in recognizing that the question was asking for a specific value
derived from the table.

5. Failure to Process Tabular Data: The model might struggle with processing tabular data
effectively, which can lead to incorrect conclusions or irrelevant outputs when asked to analyze
such formats.

818

B.2 Improvement Recommendations 819

- Clarify the question to emphasize the need for numerical comparison.
- Provide explicit instructions to focus on extracting specific values from the data.
- Ensure the model is trained to recognize and process tabular data more effectively.
- Avoid ambiguity in the question to prevent misinterpretation of the request.

820
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B.3 Improvement Recommendations: Revised Prompt821

Prompt:
Here is a table of penguins with their respective attributes:

name, age, height (cm), weight (kg)
Louis, 7, 50, 11
Bernard, 5, 80, 13
Vincent, 9, 60, 11
Gwen, 8, 70, 15

**Task Requirements:**
Analyze the table to identify the tallest penguin based on the ’Height (cm)’ column.

**Problem Rule Explanation:**
Compare the numerical values in the ’Height (cm)’ column to determine the maximum height.

**Problem Rule Application:**
Identify the maximum value from the ’Height (cm)’ column.

**Result Verification:**
Ensure that the identified height corresponds to the tallest penguin.

822
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