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Abstract

Multilingual language models were shown to
allow for nontrivial transfer across scripts and
languages. In this work, we study the struc-
ture of the internal representations that enable
this transfer. We focus on the representations
of gender distinctions as a practical case study,
and examine the extent to which the gender
concept is encoded in shared subspaces across
different languages. Our analysis shows that
gender representations consist of several promi-
nent components that are shared across lan-
guages, alongside language-specific compo-
nents. The existence of language-independent
and language-specific components provides an
explanation for an intriguing empirical obser-
vation we make: while gender classification
transfers well across languages, bias mitigation
interventions trained on a single language do
not transfer easily to others.

1 Introduction

Pretrained models of contextualized representa-
tions (Peters et al., 2018; Devlin et al., 2019; Liu
et al., 2020) are known in their ability to capture
both explicit and implicit information during train-
ing. A special case of these models are multilin-
gual models (Devlin et al., 2019; Conneau et al.,
2020), which are pretrained with texts in multiple
languages. These models were shown to induce
the emergence of similar representations in differ-
ent languages, a phenomenon that was put to use
for transfer between languages in end-tasks (Pires
et al., 2019; Muller et al., 2020; Gonen et al., 2020).
However, the underlying mechanism is still not
clear, and we do not know yet the full extent to
which the representations of these models share
information across languages.

The rise of pretrained models has been accom-
panied with growing concern regarding sensitive
information they might encode, e.g. gender or eth-
nic distinctions. Pretrained language models were
shown to be sensitive to gender information, both

when it is explicitly stated in texts, as well as when
it can be inferred from implicit information (Zhao
et al., 2019; May et al., 2019). We still lack a com-
plete understanding of what the model captures,
and the ways to control and change the information
in this context as well.

In this work, we aim to shed light on the way
human-interpretable concepts, such as gender, are
represented by multilingual models, and whether
they are encoded in a language-dependant way. In
a series of experiments, we uncover a seemingly
surprising finding: gender-identification ability is
highly transferable across languages (section 4.1)
but neutralizing gender identification is not (section
4.2). While these two findings may seem contra-
dictory at first glance, this is explained by several
levels of gender marking: both cross-lingual and
language-specific (section 5).

We start our analysis by training gender classi-
fiers and examining their ability to transfer across
languages. We then proceed to identifying “gen-
der subspaces” — subspaces that encode gender
— in each language, with the goal of understand-
ing which information is language-specific, and
which is shared across languages. Following re-
cent work on linear interventions (Ravfogel et al.,
2020; Elazar et al., 2021; Ravfogel et al., 2021), we
take an “amnesic” approach: we study the extent to
which neutralizing the gender subspace in one lan-
guage interferes with gender prediction in another
language. Finally, we analyze the similarity in the
gender-encoding components across languages.

We find that while linear probes for gender trans-
fer well between languages — that is, a gender
classifier that is trained on one language predicts
gender well in another language, the linear bias
mitigation procedure we employ fails to transfer. A
deeper analysis reveals a fine-grained organization
of the gender-encoding subspaces across languages:
they are spanned by a few main directions, which
are largely similar across languages; but in addi-



tion to these directions, there are other directions
that are language-specific. The existence of sev-
eral similar directions explains the high degree of
transferability of linear gender classifiers across
languages, while the existence of a large amount of
language-specific information explains the inability
to efficiently mitigate bias in one language based
on another language’s representation.

The code is attached to the submission and will
be available upon publication, allowing full repli-
cation of the results in the paper.

2 Related Work

Multilingual Representation Analysis Pires
et al. (2019) begin a line of work that studies
mBERT’s representations and capabilities. They
inspect the model’s zero-shot transfer abilities us-
ing different probing experiments, and propose a
way to map sentence representations in different
languages, with some success. Karthikeyan et al.
(2020) further analyze the properties that affect
zero shot transfer of bilingual BERTs. Wu and
Dredze (2019) perform transfer learning from En-
glish to 38 languages, on 5 different downstream
tasks and report good results. Wang et al. (2019)
learn alignment between contextualized represen-
tations, and use it for zero shot transfer. Dufter
and Schiitze (2020) make an attempt to control dif-
ferent aspects of mBERT and identify those that
contribute the most to its transfer ability.

Beyond focusing on zero-shot transfer abilities,
an additional line of work studies the represen-
tations of mBERT and the information it stores.
Using hierarchical clustering based on the CCA
similarity scores between languages, Singh et al.
(2019) are able to construct a tree structure that
faithfully describes relations between languages.
Chi et al. (2020) learn a linear syntax-subspace in
mBERT, and point out to syntactic regularities in
the representations that transfer across languages.
In Cao et al. (2019), the authors define the notion of
contextual word alignment and show improvement
in zero-shot transfer after fine-tuning accordingly.
In Libovicky et al. (2020), the authors assume that
mBERT’s representations have a language-neutral
component, and a language-specific component
and provide an experimental setting to partially
support this assumption. Finally, in Gonen et al.
(2020), the authors propose an explicit decompo-
sition of the representations to language-encoding
and language-neutral components, and also demon-

strate that implicit word-level translations can be
easily distilled from the model when exposed to
the proper stimuli.

Unlike previous works, we pay attention specifi-
cally to how gender is manifested in the representa-
tions, as a case study for the analysis of a concrete
societal property. We do that by focusing on the
information included in the representations them-
selves, rather than on downstream tasks.

Gender Representation in Multilingual Models
To the best of our knowledge, no previous work
focuses on the way gender is represented in multi-
lingual models and the extent to which such repre-
sentations are shared across languages.

Some work has been done on identifying and
mitigating gender bias in languages other than En-
glish (Zhou et al., 2019; Bartl et al., 2020). Gonen
et al. (2019) identify and debias a new type of
gender bias, unique to gender-marking languages.
Williams et al. (2021) look at the relationships be-
tween the grammatical genders of inanimate nouns
and their co-occurring adjectives and verbs. In Zmi-
grod et al. (2019), the authors suggest a method
for converting between masculine-inflected and
feminine-inflected sentences in morphologically
rich languages, and use them for counterfactual
data augmentation in order to reduce gender stereo-
typing.

Zhao et al. (2020) analyze gender bias in multi-
lingual word embeddings, and evaluate it intrin-
sically and extrinsically. They point to several
factors that influence the gender bias in multilin-
gual embeddings, among which are the pretrained
monolingual word embeddings, and the alignment
method used. Additionally, Liang et al. (2020)
focus on contextualized embeddings, analyze the
gender representation in BERT, and also put ef-
forts into English-Chinese cross lingual debiasing.
Finally, Bansal et al. (2021) focus on Indian lan-
guages when debiasing multilingual embeddings.

3 Datasets and Multilingual
Representations

For our experiments we use the BiosBias Dataset
(De-Arteaga et al., 2019), the Multilingual Bios-
Bias Dataset (Zhao et al., 2020) and the multilin-
gual BERT model (mBERT, (Devlin et al., 2019))
as detailed below.

Multilingual Gender Data. De-Arteaga et al.
(2019) collected the English BiosBias dataset, a



set of short-biographies written in third person, and
annotated by perceived gender. To do so they iden-
tified online biographies, written in English, from
Common Crawl, by filtering for lines that match a
pattern of a name and an occupation.! Gender is
labeled using heuristics, based on names and pro-
nouns. In their work, they have demonstrated that
profession classifiers trained on this dataset con-
dition on the gender concept, resulting in fairness
issues. Zhao et al. (2020) evaluate the bias in cross-
lingual transfer settings, for which they created the
Multilingual BiosBias (MLBs) Dataset which con-
tains a similar set of biographies in three additional
languages: French, Spanish and German. Note that
these are not translations of the English portion, but
are crawled independently with a similar method.

For our experiments we use both datasets to have
English, Spanish and French data. These were
not available online, so we used the scripts the au-
thors provide for crawling the dataset ourselves.”
To avoid noisy results, we filter out examples of
professions with less than 500 occurrences. Ta-
ble 1 describes the statistics of the dataset in all
languages. Note that the dataset is not balanced
for male/female, especially for French and Span-
ish (same as before our filtering), and that the
English portion is significantly larger. Following
(De-Arteaga et al., 2019), we split randomly into
Train/Dev/Test sets with ratio of 65%/10%/25%,
while ensuring that the main classes (professions)
are balanced across them. Unfortunately, more lan-
guages were not available at this point, so we opt
to use English, French and Spanish.

examples female male  majority # prof
EN 255682 118344 137338  53.71 28
FR 42773 12196 30577 71.49 19
ES 46931 12867 34064 72.58 27

Table 1: Statistics of the MLBs dataset.

Multilingual Representations. To study the rep-
resentation of the gender concept in a multilin-
gual setting, we use multilingual BERT (mBERT? ,
110M parameters) (Devlin et al., 2019). For each
example in the dataset, we extract its representation

'A sequence of two capitalized words followed by “is a(n)
(xxx) title,” where title is a profession from BLS Standard
Occupation Classification system.

>The German portion we were able to extract was too
small, so we decided to avoid experimenting with it.

3Implemented with HuggingFace (Wolf et al., 2020).

from mBERT by averaging the representations in
context of all the tokens in the paragraph.

4 Gender Representation across
Language

4.1 Transfer of Gender Probes

As a first step in understanding gender representa-
tion in multilingual models, we start with a basic
experiment that aims to evaluate the extent to which
gender is represented similarly across languages.

We train a linear classifier (Logistic Regression
using SKlearn* with default parameters) for gender
classification in a SOURCE language, and use it as
is to predict gender in a TARGET language. The
training is done over the mBERT representations
of the training examples.

The results, presented in Table 2, indicate that
gender classifiers transfer very well across lan-
guages, with only a slight degradation in perfor-
mance when applied in a different language. For
example, the accuracy of the English gender clas-
sifier is 99.27%, but when the French or Spanish
classifiers are used to predict gender in English
data, the accuracy is 98.10% and 97.29%, respec-
tively. The same trend is observed for the French
and Spanish datasets. These results suggest that
gender information is linearly accessible in mBERT
representation and is shared between languages.

‘ EN train FR train ES train

ENtest | 99.27 98.10 97.29
FR test | 95.97 97.50 94.61
EStest | 84.04 84.10 85.97

Table 2: Accuracy of gender classification across lan-
guages with linear classifiers. Rows represent the lan-
guage of the prediction data, columns represent the lan-
guage in which the classifier was trained.

4.2 Cross-lingual Linear Bias Mitigation

The experiment described above suggests some
gender components are shared between languages.
As bias mitigation techniques focus on the removal
of bias information, a natural question that arises is
whether mitigation efforts focused on one language
would transfer to another. This question is impor-
tant for two reasons. First, if possible, this has a
potential practical utility — e.g., enabling bias miti-
gation in low-resource languages, for which train-

*https://scikit-learn.org/stable/



ing data is scarce. Second, the degree of success
in transfer of bias mitigation efforts is a comple-
mentary way to assess whether the representation
of gender is indeed multilingual.

Previous experiments on removing the gender
concept from neural representations show encour-
aging results in-language for English. These are
done using INLP (Ravfogel et al., 2020), an exist-
ing approach for the identification and neutraliza-
tion of “concept subspaces”, e.g. the gender con-
cept. In these experiments, Ravfogel et al. (2020)
show they manage to neutralize the ability of linear
probes to recover gender information from the rep-
resentations. In light of the above results that show
high quality transfer of gender classifiers across
languages, we leverage the INLP method, and at-
tempt to remove gender information from the rep-
resentations across languages.

Iterative Null-space Projection (INLP) INLP
(Ravfogel et al., 2020) aims to remove linearly-
decodable information from vector representations.

INLP constructs a concept subspace iteratively,
by finding directions of the relevant concept (e.g.
gender) and neutralizing them by projecting the
representations onto their nullspace. On each iter-
ation, a classifier is trained on the representations,
which were projected onto the nullspace of the
previous classifiers, i.e., is optimized to identify
residual information which was not captured by
previous directions. This iterative procedure relies
on the intuition that if one wants to find a subspace
whose neutralization hinders the ability to predict
some concept, one can first identify directions that
encode that concept, and neutralize them.

Formally, given a dataset of representations X
(in our case, mBERT representations) and an-
notations Z for the information to be removed
(gender) the method renders Z linearly unpre-
dictable from X. It does so by iteratively train-
ing linear predictors wy,...,w, of Z, calculat-
ing the projection matrix onto their nullspace
Py := Pyx(w1),..., Pn(wy,), and transforming
X < PyxX. By the nullspace definition, this guar-
antees w; Py X = 0, Vw;, i.e., the features that w;
uses for gender prediction are neutralized. Note
that the guarantee is only with respect to linear
separation.

While the nullspace N (w1, ..., w,) is a sub-
space in which Z is not linearly predictable, the
complement rowspace R(wi,...,wy,) is a sub-
space of the representation space X that corre-

sponds to the property Z. In our case, this subspace
is the gender subspace. As part of the analysis in
this work, we utilize INLP in two complementary
ways: (1) we use the null-space projection ma-
trix Py to zero out the gender subspace, in order
to render the representations gender-neutral,’ this
projection is onto the gender-neutral subspace;
and (2) we use the rowspace projection matrix
Pr = I — Py to project mBERT representations
onto the gender subspace, keeping only the parts
that are useful for gender prediction.

Method We start by training INLP in one lan-
guage (En, Fr, Es) and identifying the comple-
menting subspaces: the gender-neutral subspace
— nullspace, and the gender subspace — rowspace
(for later use, see Section 5). We then neutralize
that subspace in another language. Finally, we ex-
amine the influence of this intervention and asses
the effect of gender information reduction.

We run INLP with the objective of identifying
the gender, with SVM classifiers (using SKlearn)
for 100 iterations. We use the average representa-
tions (averaging over the representations in context
of all tokens) of the training paragraphs.

Results Tables 3 and 4 depict the results of gen-
der and profession prediction (with Logistic Re-
gression) in each language (rows) before and after
applying INLP (each column stands for a differ-
ent language for training INLP). We get that in-
language, the accuracy of gender prediction drops
to majority after applying INLP, while profession
classification is only slightly hurt. For example, for
English we get gender prediction accuracy of 53.7
compared to 99.3 before using INLP, and profes-
sion prediction accuracy of 78.1 compared to 79.9
before INLP. However, across languages, there is
virtually no effect, both for gender prediction and
profession prediction. For example, English gender
and profession predictions drop from 99.3 to 98.1
and from 79.9 to 79.5, respectively, after applying
Spanish INLP.

Interestingly, the largest drops in performance
of profession classification due to application of
INLP are in-language. This can be explained by the
inherent correlations between gender and profes-
sion signals — removing gender information hurts
the ability to predict the profession in the same lan-
guage. This is not the case across-language since,

Sto the extent that gender is indeed encoded in a linear
subspace, and that INLP finds this subspace.



| before | ENINLP  FRINLP ES INLP

EN 99.3 53.7 97.6 98.1
FR 97.8 95.1 71.4 94.9
ES 85.7 82.8 82.6 72.5

Table 3: Gender prediction before and after apply-
ing INLP. Rows are the language in which we predict,
columns are the languages in which we train INLP. Us-
ing 100 iterations of INLP in each language.

| before | ENINLP FRINLP ES INLP

EN 79.9 78.1 79.2 79.5
FR 73.0 72.4 68.2 72.4
ES 57.8 57.1 57.3 51.8

Table 4: Profession prediction before and after apply-
ing INLP. Rows are the language in which we predict,
columns are the languages in which we train INLP. Us-
ing 100 iterations of INLP in each language.

as seen by the gender prediction results, gender in-
formation is not removed from the representations
when applying INLP across languages.

5 Analyzing the Cross-linguality of
Gender Representation

At first glance, the two results presented in Section
4 look contradicting: linear gender classification
transfers well across languages while gender re-
moval using INLP does not. In this section we
provide a detailed analysis that accounts for this
discrepancy: under this more fine-grained view,
gender representation is neither shared between
languages nor unique per language, but is actu-
ally only partially shared between languages. This
allows for some transferability, but prevents debi-
asing across languages.

To define the term “partial sharing” formally, we
represent gender in each language as a collection
of linear directions that together span the gender
subspace of that language. This collection of direc-
tions can be identified using INLP — when training
INLP in a specific language, we get a sequence of
orthogonal linear classifiers that are able to predict
gender with a decreasing level of accuracy, with
the first classifier being the most accurate one. To-
gether, these directions define the gender subspace
of the language. This formulation allows us to
more easily analyze the extent to which gender is
similarly encoded across languages.

We hypothesize that the two aforementioned re-
sults are compatible because some of these gen-
der directions are shared between languages,
while others are language-specific. The shared
directions allow high quality transfer of gender
classification across languages, while the language-
specific directions allow gender prediction even
after applying INLP cross-lingually since they are
not identified in the source language. In what fol-
lows, we devise two experiments to quantify this
phenomenon.

5.1 Shared Gender Directions across
Languages

High Level and Intuition In the following ex-
periment we leverage the formulation of gender
representation as a collection of many different di-
rections in the space as well as the ability to project
representations on the gender and gender-neutral
subspaces, to analyze the relation between gender
representations in the different languages. We are
looking to answer the following question: are gen-
der directions fully shared across languages, fully
disjoint, or split (i.e. some are shared between
languages and some are disjoint)?

Intuitively, when projecting representations on
the gender subspace, we expect all the informa-
tion relevant to gender prediction to be kept in the
projected representations. Similarly, when project-
ing representations on the gender-neutral subspace,
we expect the opposite — that the projected rep-
resentations will not include any gender-related
information.

With this intuition we seek to determine the
extent to which gender information is shared be-
tween languages by comparing their gender sub-
spaces (with similar gender subspaces indicating
high amount of shared information). To quantify
the shared information, we carefully compare the
different directions, taking their significance into
account. This process is explained in detail below.

Method In this experiment, we make use of our
projection mechanism as a way to control the infor-
mation included or excluded from the representa-
tions. We compare the original mBERT representa-
tions of the training data before and after projecting
them on the learned gender and gender-neutral sub-
spaces of the different languages (see “Compared
Representations” below). For each set of compared
representations we perform PCA (principal compo-
nent analysis) and look at the explained variance



of each PCA direction (i.e., the ratio between its
variance and the total variance of the data), from
large to small — this tells us the variance in the
representations. When comparing the explained
variance before and after a projection, we are able
to quantify the information that was lost by that
projection.

We take English and French as our running ex-
ample. We perform two projections subsequently
and compare the representations before, in between
and after the projections: the first projection is on
the English gender subspace — this preserves the
gender directions in English; The second projec-
tion is on the French gender-neutral subspace — this
eliminates the gender directions in French. In case
there are no shared gender directions between the
two languages: the representations after the first
projection encode gender information in English,
and no information is lost when further eliminat-
ing French gender directions — we expect the plots
after the first and the second projections to be iden-
tical. Conversely, we expect that full sharing of
gender directions between the languages will re-
sult in zero variance after the two projections —
the first projection keeps only English gender direc-
tions, and these are eliminated when eliminating
the (same) French gender directions (by projecting
on the French gender-neutral subspace).

Compared Representations We start by train-
ing INLP and obtaining a collection of 100 gender
directions in each language (EN FR, ES), from the
most prominent to the least prominent one. We
use 100 dimensions regardless of what was needed
for INLP to converge, so as to be consistent across
languages and avoid artifacts due to the number of
dimensions. We compare different sets of represen-
tations as detailed below, for English vs. French,
English vs. Spanish and French vs. Spanish (the
explanation below is assuming English vs. French):

* ORIG: Original representations (in English).

* ENGENDER: ORIG projected on the English
gender subspace (rowspace).

* ENRAND: ORIG projected with a random ma-
trix with the same dimensions as the EnGen-
der matrix (for comparison).

* ENGENDER+FRNEUTRAL: ENGENDER pro-
jected on the French gender-neutral subspace
(nullspace).

* ENGENDER+FRRAND: ENGENDER pro-
jected on a random matrix with the same di-
mensions as the French gender-neutral matrix
(for comparison).

* ENGENDER+ENNEUTRAL: ENGENDER pro-
jected on English gender-neutral subspace
(nullspace).
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Figure 1: Explained variance of PCA of different repre-
sentations, for all three language pairs.

Result Analysis The results are shown in Fig-
ure 1. The plots support our initial hypothesis:
indeed, we get that gender directions are shared
between languages but only partially. Focusing
on English vs. French, we can see that as ex-



pected, the curve of ENGENDER+FRNEUTRAL
(cyan) is lower than that of ENGENDER (blue),
implying that there are shared gender directions
between English and French. Recall that project-
ing the representations on the English gender sub-
space (ENGENDER) keeps mainly English gender
directions, and then projecting on French gender-
neutral subspace (ENGENDER+FRNEUTRAL) re-
moves French gender directions. If no direc-
tions are shared, this should result with sim-
ilar values for both ENGENDER and ENGEN-
DER+FRNEUTRAL. However, the sharing is only
partial: if all directions are shared, we expect EN-
GENDER+FRNEUTRAL to be zero (similar to EN-
GENDER+ENNEUTRAL), which is not the case.

Controls The ENGENDER+FRRAND projec-
tions are intended as reference for ENGEN-
DER+FRNEUTRAL. If there are shared gender
directions between English and French, we ex-
pect the curve of ENGENDER+FRNEUTRAL to
be lower than that of ENGENDER+FRRAND, since
by projecting on the French gender-neutral sub-
space we are expected to lose more information
than with a random projection with the same di-
mensions. In Figure 1a we see that the curve of
ENGENDER+FRNEUTRAL (cyan) is indeed lower
than that of ENGENDER+FRRAND (pink), indicat-
ing that the loss of information is not due to random
shared directions.

Note also that the curve of ENGENDER (blue)
is significantly higher than that of ENRAND (red).
We hypothesize that this is due to the fact that gen-
der is usually dominant in natural texts, especially
in a dataset that includes information about indi-
viduals, as this one. Thus, keeping only gender
information by projecting on the English gender
subspace keeps a large portion of the information,
compared to projecting on arbitrary directions of
the same dimension.

Another sanity check is obtained by projecting
ENGENDER on the English gender-neutral sub-
space (ENGENDER+ENNEUTRAL), this should,
by definition, result in a 0 line, which is indeed the
case (orange).

5.2 Similarities of Dominant Directions

In the previous section we established the hypothe-
sis that some gender directions are shared between
languages while others are language-specific. Now,
we turn to perform a more fine-grained analysis
where we look at the specific directions in the dif-

ferent languages.

We look at the first 100 classifiers (trained during
INLP) in two languages, and compute all pairwise
cosine similarities between them (across language).
This leads us to a surprising result — only the first
classifiers in both languages are similar to each
other, while the rest are not: we get that the 3 high-
est similarities are between the first En classifier
and the first Fr classifier, between the second En
classifier and the second Fr classifier, and between
the third En classifier and the third Fr classifier,
with values of 0.777, 0.597 and 0.453, respectively.
The average absolute cosine similarity among all
pairwise similarities of the first 100 classifiers in
English and French is 0.037. Interestingly, the
more dominant directions are those that are shared
cross lingually, while the less predictive directions
are those that are language specific.

Figure 2 depicts the similarities of the i* clas-
sifiers for the two languages (English-French,
English-Spanish and French-Spanish). We also
plot the gender classification accuracy in-language
for reference. This result completes the picture
and serves as an explanation for the extremely high
quality transfer of gender classification across lan-
guages — the most dominant directions that rep-
resent gender in each languages are cross-lingual,
which enables high accuracy in zero-shot transfer
of linear gender classifiers across languages. How-
ever, less dominant gender directions are language
specific, but are predictive enough so as to prevent
gender neutralization across languages using INLP.

5.3 Accuracy across Language

Finally, we also look at the performance of each
classifier (trained during INLP) across languages.
In Figure 3, we depict the gender prediction accu-
racy in-language and across-language. We consis-
tently get that the performance of the first 2-3 clas-
sifiers trained in-language and also across-language
is relatively similar, with a significant divergence
between in-language and cross-language trainings
for the subsequent classifiers. This matches the re-
sults of the previous experiment which shows high
similarity only between the first classifiers in the
different languages.

6 Conclusion

As part of the efforts to better understand the un-
derlying mechanism of multilingual modeling, we
focus in this work on the way gender is represented
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Figure 2: Similarity between the i*" classifiers (blue) in
all three language pairs. The gender classification accu-
racy in-language (black and red) is added for reference.

across languages. We analyze and quantify the ex-
tent to which gender information is shared across
English, French and Spanish.

We find that on the one hand, gender prediction
transfers very well across languages: training a lin-
ear classifier on English data yields a high quality
classifier for French and Spanish as well (true for
all three languages in both directions). On the other
hand, our attempt to neutralize gender information
across languages using INLP, which was shown to
work in English, was unsuccessful.

We show that these two results are compatible,
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Figure 3: Gender prediction accuracy with the different
classifiers in- and across-language.

and together they shed light on the structure of the
representation space: we provide experimental ev-
idence that the most salient directions are shared
between languages (which enables good transfer
of the classifiers), while others are unique per lan-
guage (which interferes with gender removal across
languages). The key observation is that a single
“good” direction of the gender subspace in one lan-
guage is enough for cross-lingual gender prediction
transfer, while transfer of gender neutralization re-
quires all directions to be shared, otherwise, the
remaining ones can be used to recover gender in-
formation after the removal of the shared ones.



7 Ethical Considerations

Gender bias mitigation has attracted a lot of atten-
tion as a practical and socially important field of
study. This paper contributes to this effort by study-
ing the internal organization of gender representa-
tions. We note that gender and bias are complicated
and multi-faceted constructs. When studying gen-
der bias in neural models, we unavoidably rely on
a narrow notion of gender, as reflected in several
annotated datasets. As such, we see this study as
a preliminary attempt that is based on a relatively
narrow concept of gender bias, that does not reflect
the subtle ways by which social gender is mani-
fested. We advise for caution when applying the
conclusions of this study to other notions of gender
or other definitions of bias.

We acknowledge that gender is not a binary prop-
erty. Due to lack of existing resources, we use bi-
nary gender as a rough approximation of reality.
We hope to account for this in future work.
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