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ABSTRACT

Reinforcement Learning with Human Feedback (RLHF) has gained significant at-
tention for aligning Al behavior with human preferences. Self-play style RLHF
has shown strong advantages, as highlighted by many studies. However, cur-
rent self-play style RLHF approaches face several limitations, including the lack
of provable sample efficiency, absence of active exploration, and limited diver-
sity in training data. To address these challenges, we propose a novel RLHF
framework that balances exploration and exploitation while providing theoreti-
cal guarantees. We introduce Two-Agent Nash Policy Optimization (TANPO) as
an equivalent and easy-to-implement two-agent algorithm building on this frame-
work. In TANPO, the two players are trained using different loss functions to
ensure more diverse and informative data collection. We also propose Single-
Agent Diversity-driven Optimization (SADPO), a single-agent approximation of
TANPO, supported by both theoretical analysis and empirical evidence. Our the-
oretical analysis shows that our theoretical algorithm framework enjoys sublin-
ear regret under general function approximation and mild structural conditions,
with a detailed analysis provided for the linear case. Empirically, we implement
TANPO and SADPO using Zephyr-7B-SFT as our base model, outperforming
several baselines across multiple evaluation benchmarks, such as AlpacaEval 2.0,
MT-Bench and various standard academic benchmarks. Our experiments also
show that TANPO improves performance on AlpacaEval 2.0 over extended train-
ing epochs, demonstrating its ability to consistently improve and reduce overfit-
ting.

1 INTRODUCTION

Large Language Models (LLMs) have shown significant proficiency in understanding and generat-
ing natural language. Reinforcement Learning with Human Feedback (RLHF) is key to improving
LLMs by directly integrating human feedback into their training (Christiano et al., 2017 |Ziegler
et al., 2019). This process typically involves training the model using reinforcement learning tech-
niques to maximize the reward from human-labeled data (Ouyang et al.,|2022). Many RLHF algo-
rithms treat this setup as a contextual bandit problem, where the prompt corresponds to the state, the
generated response represents the action, and the feedback received acts as the reward.

Another approach, in addition to modeling RLHF as a contextual bandit problem, is to utilize self-
play methods. Self-play is a technique in which one or more agents learn by competing against
themselves, allowing them to iteratively improve their strategies by evaluating and adapting to their
own responses. This approach has proven to be a powerful method in various fields, including
traditional reinforcement learning such as AlphaGo Zero (Silver et al.,[2017) and generative models
such as GANs (Goodfellow et al., 2020). In the context of RLHEF, self-play algorithms typically
involve one or multiple agents generating multiple responses for each prompt. These responses
compete against each other through feedback provided either by human evaluators or Al annotators,
which is then used to train the agents. Recently, a line of works (Rosset et al., 2024;|Wu et al., 2024;
Ye et al.,2024; Munos et al.|[2023)) have proposed a variety of self-play style RLHF algorithms. The
goal of these algorithms is to find the Nash equilibrium strategy. These works have demonstrated
the effectiveness of self-play algorithms in improving LLM performance.
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Despite recent advances, there are several limitations in current self-play style RLHF approaches.
First, there lacks theoretical guarantee on how these practical self-play algorithms can approximate
Nash equilibrium, or there is a significant gap between theoretically guaranteed algorithms and
practical implementations. Second, most existing algorithms lack active online exploration, which
limits their ability to efficiently gather informative data during the learning process. Theoretically,
active exploration can provide formal guarantees for learning efficiency (Xiong et al.,[2023;Ye et al.,
2024). Practically, it enhances model performance by ensuring that the training data remains diverse
and novel, leading to better generalization and improved model performance (Zhang et al.l [2024;
Xie et al., [2024).

Therefore, a key research problem is: Can we design an easy-to-implement and provably efficient
self-play RLHF algorithm that approximates Nash equilibrium with active exploration?

In this paper, we propose a new self-play RLHF algorithm. To effectively balance the trade-off
between exploration and exploitation, the max-player aims to maximize the summation of (i) the
expected Nash equilibrium value function and (ii) the negative estimation loss of that reward func-
tion. Similarly, the min-player seeks to maximize the summation of (i) the expected best response
value function based on the max-player’s strategy and (ii) the negative estimation loss of that reward
function. We provide theoretical guarantee for this framework, showing that it achieves a sublinear
regret under mild structural conditions.

We demonstrate that, under certain conditions, our algorithm framework is equivalent to an easy-
to-implement algorithm. In this practical implementation, the max-player optimizes an MLE loss,
while the min-player optimizes an MLE loss with a simple exploration bonus. The min-player’s
inclination towards exploration leads to more diverse and novel outputs, whereas the max-player’s
responses tend to align more closely with the reference policy. This dynamic contrast enables both
players to engage with a broader range of information, ultimately improving their overall perfor-
mance. Supported by both theoretical analysis and empirical evidence, we propose a single-agent
algorithm that mimics the behavior of the two-agent algorithm.

Contributions. The main contributions of our work are as follows.

1. We introduce a theoretical two-player RLHF framework that effectively balances exploita-
tion and exploration while providing a theoretical guarantee. Building on this framework,
we propose a practical and easy-to-implement two-agent algorithm TANPO, where both
players have simple and practical objectives. Additionally, we propose a single-agent algo-
rithm SADPO that approximates the two-agent algorithm.

2. We prove that our theoretical algorithm achieves sublinear regret under general function ap-
proximation and mild structural conditions. We specify this result to a linear case and then
provide a detailed regret analysis, showing our theoretical algorithm achieves a sublinear
regret.

3. We implement our algorithms, along with several baselines, using Zephyr-7B-SFT (Tun-
stall et al 2023)) as the base model and the UltraFeedback dataset for prompts. Our al-
gorithm outperforms several baseline methods across multiple evaluation benchmarks, in-
cluding AlpacaEval 2.0, MT-Bench, PairRM win rate and various academic benchmarks.
Additionally, we demonstrate that our algorithm continues to improve performance during
a second epoch on the same dataset, highlighting its ability to achieve consistent gains and
mitigate overfitting.

Related Works. We refer readers to Appendix [A]for a detailed discussion.

2 PRELIMINARIES

RLHF pipeline. RLHF leverages human preferences to guide the training of a language model. A
common approach is the pairwise preference model, where feedback is provided by comparing two
model-generated responses to the same prompt. We define an LLM as a policy 7 (-|-) in policy class
I1, where it takes a prompt = and generates a response a from distribution 7(-|x). Given a prompt
x from the state space X, a language model 7y generates two candidate responses a',a? from
the action space A according to its policy 7y (-|x). Human evaluators, or a reward model trained
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to approximate human preferences, provide feedback in the form of a binary label y € {0,1},
indicating a preference for a' = a? when y = 1 or a® = a' when y = 0. This preference is
modelled probabilistically using BT model (Bradley & Terry, |1952)

exp(r(x,al))

P.(y = l|z,a",a%) = exp(r(z,a')) + exp(r(z, a?))

= U(r(x,al) —r(z, a2)). (D

Here, r(x, a) is the human-provided score or a score predicted by a reward model that reflects the
quality or suitability of response a given the prompt z, and o(z) = 1/(1 + exp(—=z)) denotes the
sigmoid function.

In methods without a reward model, it has been shown that the preference loss can be ex-
pressed as a function of the policy. In preference optimization methods like DPO (Rafailov
et al.| |2024), the model is assumed to maximize a KL-regularized reward. Given a static dataset
D = {(z4,a; ,a; )}, of N preference pairs, the parameterized reward model is learned by mini-
mizing the following logistic regression loss

L(r|D) = =E(z,0+ a-)~D [log o(r(z,a™) — T(a:,a_))] . 2)

Two-Agent Zero-Sum Games. In a two-agent zero-sum game, two players, termed the max-player
and the min-player, engage in a competitive interaction where the gain of one player is exactly offset
by the loss of the other. The game is characterized by a general value function V (7, 11), where 7 and
1 denote the mixed strategy probability distributions of the max-player and the min-player, respec-
tively. In the Nash equilibrium, the max-player’s strategy and the min-player’s strategy are mutual
best responses, meaning each is optimal given the strategy of the other (Nash et al.l[1950). Formally,
the max-player’s strategy 7* and the min-player’s strategy p* solve the optimization problem given
by

(7%, u7) = arg max min (7, 1),

where V' (7, 1) is a general function that captures the payoffs based on the strategies 7 and p. The
strategies m* and p* at this equilibrium are known as the Nash equilibrium strategies for the game.

Performance Metric. The goal of our learning algorithm is to find a policy 7 for the max-player
that is close enough to the Nash equilibrium. Consistent with the previous works (Ye et al., 2024;
Liu et al., [2024a; [ Xie et al.,[2020), we define the corresponding regret after 7' episodes as

Regret(T) = Z [V(ﬂ*,/f) - V(rt, T)] ,

t=1

where 7 is the policy used by the max-player in the ¢-th episode and V (7, 1) := min,en V (7!, u).
The target of sample efficient self-play style algorithm is to achieve a sublinear regret with respect
to T, as this would indicate that the strategy ¢ effectively approaches the Nash equilibrium.

3 THEORY-MOTIVATED ALGORITHM

3.1 SETUP

We formulate the RLHF problem as a two-agent zero-sum game. Suppose that there exists a de-
terministic but unknown reward function r*(z, a) that represents the quality of response a under
prompt z. In practical applications, we want to ensure that the optimized policies 7 and s are close
to a common reference policy m..¢. Therefore, we employ the following KL-regularized objective

V(m, 1) = Egdg,at mor(-|2),a2mp(-|2) [r*(x, a') — r*(m,az)

3)
—a - Dxy, (7(-|2) et (+|2)) 4 a - Dxr, ((-]) || 7ves (|2))] -
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Suppose we have access to a hypothesis class R C (X x A x A — R), which gives us a set of
candidates to approximate the true reward function r*. We define the value function under reward
function r as V,.(-, ), and define V,.(m, 1) as the value function induced by 7 and its best response,
ie., Vo(m, 1) = min, V; (7, ).

3.2 THEORETICAL ALGORITHM FRAMEWORK

Motivated by studies about exploration-exploitation trade-off from a practical perspective in tradi-
tional RL (Bellemare et al., 2016} [Pathak et al.l 2017), we propose our algorithm framework for
online RLHF. The core idea is to optimize a single and unconstrained objective that simultaneously
handles estimation and planning, thereby balancing exploration and exploitation. Specifically, the
framework employs different strategies for each player: the max-player focuses on approximating
the Nash equilibrium strategy, while the min-player aims to approximate the best response to the
max-player’s strategy. Both players plan with active exploration. In the k-th episode, the algorithm
involves the following stages:

At the first stage, the max-player chooses the reward function #; by maximizing the objective

7t = argmax {V, —n- L;_1(r)}. 4

reR

To balance exploitation of historical data with exploration for the future, objective @) consists of
two components: (i) the negative loss function —£L;_1(r), the negative logistic regression loss in
(2) computed on the data from the first ¢ — 1 episodes for the reward function r, to encourage
exploitation, and (ii) the Nash equilibrium value V. associated with the reward function r, which
promotes active exploration for the player. The algorithm balances the exploitation and exploration
through a hyperparameter 7.

With the max-player reward function 7}, the max-player policy is set to be the Nash equilibrium
max-player policy with respect to 77, i.e.,
t . - — . _ .
m = argmaxmin V, (7, ) = arg max min max Ve =n-Lia(r)}. )

At the second stage, after obtaining the max-player policy 7¢, the min-player chooses another
reward function 72 aiming to find the best response of the max-player policy. Specifically, it chooses
by minimizing the target

72 :arggéi%{w(wt,f)+n-£t_1(r)}. (6)
Objective () also has two components: (i) the loss function £;_1(r) computed on historical data

for the reward function r to encourage exploitation, and (ii) the best response value V,.(7, 1) to
encourage active exploration.

With the min-player reward function 72, the min-player policy is set to be the best response of
min-player policy under reward function 7}, i.e.,

t : t : : t
p' = argmin Vg (v, 1) = arg minmin {V, (v, 1) +n - Lo-1(r)} (7

At the final stage, the max-player and min-player sample a batch of new responses {(a},a?)}¥
conditioned on prompts {z;}X¥., from the joint policy (7¢, 1i!) respectively. By querying human
feedback or Al annotations {y; } ;, we construct a new dataset D; = {z;,a}, a?,y;}}¥, to update
the loss function £;(r).

4 EQUIVALENT AND IMPLEMENTATION-FRIENDLY ALGORITHMS

4.1 TWwWO-AGENT NASH PoLICY OPTIMIZAION

In this section, we introduce easy-to-implement objectives and algorithms that are equivalent to the
algorithm framework in Section[3.2]

Objective for the Max-Player. We first examine the max-player objective in (3). If the reward
function class R satisfies Assumption[d] the minimax theorem applies to optimization problem (3)).
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We refer readers to Appendix [C] for a detailed discussion. Hence, we interchange the max and min
operations in (3), yielding an equivalent objective given by

mex maxmin {Vr—n - £,-1(r)} = max {rggg{F(w; )} 4 min{—F ()} = Etl(r)} ,
®)

where
F(m;r) := Egndg,amn (o) [1(@; @) — a - Dy, (7(-|2)[|ret (+|2))]

for any policy 7 € Iland r € R.

We first solve the inner optimization problem in (8), which enjoys the following closed-form solution
as discussed in Rafailov et al.| (2024):

1
m(alx) = argr;léilgl(F(w; r)= AD) - et (a]2) exp(r(z, a)/a), 9)

Z(x

where we denote the partition function of 7, as Z,.(z) = Eqr . (.|2)lexp(r(z,a)/a)]. Adopting
the reparametrization technique as in Rafailov et al.|(2024), we express the reward function r by the
optimal solution 7., i.e.,

7 (a|x)

r(z,a) = alog (mef(ax)

) + alog Z,.(z). (10)

We observe that, for a fixed reward function r, the two inner optimization problems in @) have
the same structure but opposite signs, and thus they cancel each other out, leaving only negative
loss function term. Consequently, the max-player only needs to minimize the loss function on the
historical data. Therefore, if we adopt the negative log-likelihood loss, the max-player’s objective
coincides with the objective of DPO algorithm, i.e.,

Objective for the Min-Player. The min-player optimization is a bilevel optimization problem and
can be formulated as (we omit the terms independent of y and r)

. . ‘/7 t L, — i . V; t L,
minmin {V; (', 1) + 1 Lo-1(r)} = minmin {V(x', u) +7- Le-1(r)}

(12)

= i {Ba o 0] 0 L)+ i i)}

We note that the inner optimization has the same structure as (9) and therefore enjoys the same
closed-form solution. By substituting (@) into (I2)), using the reparameter technique in (I0) and
omitting irrelevant terms, we transform into a single-level optimization to obtain the following
min-player objective

min {Emin(u) = Epdyamnt(|2) log plalz)] +1- Loy (a log (N(am)) } . (13)

eI et (a])

Hence, we summarize the Two-Agent Nash Policy Optimization (TANPO) algorithm in Algorithm
i}
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Algorithm 1 Two-Agent Nash Policy Optimization (TANPO)

Input: Reference policy 7. (+), baseline policies 7! (-), u!(-) and parameters v, 7).
1: fort=1,2,...,T do
2: Sample a} ~ 7t(+),a? ~ ut(-) from updated policies for each prompt ;.
3:  Rank responses a}, a? to form training dataset D; = {x;,a;, a; }¥,
4: Update max-player policy according to (14),

il argmin {77-£ (alog ( m([) ) Dt>}. (14)
mell Tret (+]+)
5: Update min-player policy according to (I3),

t+1 s . 1 lu’(|) D .E N 1
o R {77 £ (a * <7rref(.|.) t) F 0 oy a1y [log p(al2)] s

where £(+]-) denotes the logistic regression loss in (2).
6: end for

4.2 DATA DIVERSITY AND SINGLE-AGENT APPROXIMATION

It is observed that although the min-player in TANPO benefits from an exploration bonus term, the
max-player’s objective in TANPO remains identical to DPO objective. This raises a question: How
does TANPO offer improvements over DPO?

The key lies in the fact that TANPO generates more diverse training data. While the max-player does
not have an explicit exploration bonus, it can still benefit from the increased diversity in the training
data. In the original two-agent setup, both the max-player and min-player are trained on the same
dataset but pursue different optimization objectives. The max-player focuses solely on minimizing
the MLE loss function, aiming to maximize reward while closely approximate the reference policy
Tref- In contrast, the min-player incorporates an additional exploration bonus term E [log p(a|z)]
into its objective, encouraging it to sample from less likely regions of the action distribution. As a
result, the response pairs (a', a?) exhibit greater diversity and contrast.

Empirically, we demonstrate that TANPO leads to more diverse training data. To illustrate this, we
sample 500 response pairs from the training datasets of online DPO and TANPO, respectively. For
each response pair (a', a?), we calculate the difference in their length-normalized log probabilities
under the reference policy, | log et (al)—log et (a?)|, as a measure of diversity between responses.
As shown in Figure[I] TANPO achieves a larger log 7,y margin between response pairs, indicating
increased diversity in the training data. These findings further confirm that TANPO enhances data
diversity, thereby improving the overall performance.

To simplify this setup, we propose the Single-Agent Diversity-
driven Policy Optimization (SADPO) algorithm as a single-agent
approximation of TANPO. The SADPO optimization objective is
similar to min-player objective (I3). The core idea is to use a sin-
gle policy to simulate the max-player policy and min-player policy
through rejection sampling. At each training iteration, the agent
samples K responses from the current policy for each prompt. We
then compute the probabilities m.ef(a) for each of the K samples.
From the K responses, the response with the highest 7, value is
selected to approximate the behavior of the max-player, as this re-
sponse is the most aligned with the reference policy. The response
with the lowest m..¢ value is chosen to represent the min-player’s
behavior, as it reflects more exploratory responses with lower like-
lihood under 7,¢¢. To mitigate the effect of response length, we cal-
culate log m,.¢ by averaging the log probability over the response .
length. We summarize SADPO in Algorithm 2] pairs.

Difference in Log Probability

Online DPO TANPO

Figure 1: Length-normalized
ref. policy log probability
difference between response

An important feature of SADPO is that it deliberately enlarges the
difference in 7.r between the selected responses. By systematically selecting the most and least
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likely responses according to m.f, SADPO increases the diversity of the training data. This helps
the model explore a broader range of behaviors, ultimately improving its generalization and overall
performance.

Algorithm 2 Single-Agent Diversity-driven Policy Optimization (SADPO)

Input: Reference policy (), baseline policy 7! (-) and parameters v, 7, K.
1: fort=1,2,...,7T do

2:  Sample K responses {a¥}  ~ 7t(-) for each prompt ;.
3: For each a¥, compute its probability under the reference policy et (af|2;).
4: Select two responses by
o aP®X = arg maxy, Tef(af|z;), I> approximating max-player behavior
o @ = arg ming, myer(a¥|z;). > approximating min-player behavior
5: Rank responses a®*, ™™ to form training dataset D; = {z;,a;", a; }IV;.
6: Update the policy according to (16)),

T arggrnelg{n L <a og (ﬂref(.|.) t |+ Eondgammelz) logm(alz)] ¢ 6
(16)

where £(+]-) denotes the logistic regression loss as defined in (2).
7: end for

5 THEORETICAL ANALYSIS

In this section, we present the regret analysis for the theoretical two-player Nash RLHF algorithm
introduced in Section We first provide theoretical guarantees under the low TGEC conditions
(Assumption 2). Next, we illustrate our results using a linear two-player zero-sum RLHF game as
a concrete example. It is important to note that the theoretical analysis in this section also applies
to TANPO (Algorithm [I), provided the reward function class R meets Assumption [4] outlined in

Appendix [C]
5.1 REGRET ANALYSIS FOR TWO-PLAYER NASH RLHF

To derive the theorem, we first present two assumptions. The first assumption concerns the hypoth-
esis class R being finite, bounded and well-specified, meaning it contains the true hypothesis.

Assumption 1 (Realizability). We assume that the true reward model v* € R, and R is finite, i.e.
|R| < 4o00. Moreover, for regularization, we assume that the reward function is bounded: for any
r € R and any (x,a',a®) € X x A x A, we have |r(x,a') — r(z,a?)| < Ry for some Ry > 0.

Moreover, we make a structural assumption on the underlying two-player game that requires the
game to have a low Two-player Generalized Eluder Coefficient (TGEC) drggc(-). TGEC is the
generalization of Generalized Eluder Coefficient (GEC) inspired by Zhong et al.|(2022). In a two-
agent Markovian game with low TGEC, the two agents can minimize the in-sample prediction error
on historical data, thereby decreasing the out-of-sample prediction error. See the full statement in
Assumption [2]in Appendix

With Assumptions|l|and |2} we now present our main theorem.

Theorem 1 (Online Regret of Two-agent Nash RLHF). Under Assumptions[I|and 2] by setting

_ 1 [drcec(1/VT)
T3\ Tlog(RI/6)

the regret of our theoretical algorithm framework in Section after T' episodes is bounded by

Regret(T) < 2 (\/dTGEC(l VT og([RI/8) + \/dramc(1/VT) + 1) VT

with probability at least 1 — 26.
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Theorem [I] provides a theoretical guarantee for the efficiency of the algorithm’s learning process in
RLHF problems that satisfy the low TGEC condition. When the iteration number 7" tends to infinity,
the average regret Regret(7T) /T tends to zero. This indicates that the resulting policy of TANPO is
approximately a Nash equilibrium policy, demonstrating the sample efficiency of TANPO.

As a concrete example of Theorem (1] we further analyze the case of a linear two-player Nash
RLHF game. In this setting, we explicitly compute the TGEC bound and establish a sublinear regret
guarantee for the max-player in Corollary [T} This demonstrates that our theoretical framework
not only holds in general settings but also provides clear and provable efficiency in specific and
structured cases like linear games. We refer readers to Appendix |B|for detailed discussion.

6 EXPERIMENTS

In this section, we conduct detailed experiments to show the performances of our practical algo-
rithms along with other baselines. Our experiments demonstrate three key findings: (i) Our algo-
rithms consistently outperform baseline methods across various benchmarks. (ii) Our algorithms
effectively mitigate overfitting. (iii) Our algorithms enhance model performance by improving the
quality and diversity of the training data.

6.1 EXPERIMENT SETUP

We use UltraFeedback (Cui et al.,[2023) as our training dataset, which consists of 61k high-quality
prompts and response pairs annotated by GPT-4. We split the UltraFeedback dataset into three
portions, and use only one portion on each iteration. We first conduct an offline DPO training on the
first portion of training dataset, and then conduct two iterations of online alignment on the other two
portions. For the base model of our training, we consider Zephyr series of LLMs (Tunstall et al.,
2023). We choose Zephyr-7B-SFT as our base model, since the official Zephyr-7B-£ has already
been fine-tuned on the same UltraFeedback dataset. The small-sized PairRM (Jiang et al., [2023) is
used as the preference model to provide Al feedback during online alignment.

In TANPO, we sample one response for each prompt from each of the two models. In SADPO, we
sample K = 4 responses for each prompt from the current policy, and select the responses with
the highest and lowest length-regularized reference policy log probability to form response pairs.
We choose the base model Zephyr-7B-SFT, online DPO, Hybrid GSHF (Xiong et al., |2023) and
SELM (Zhang et al., [2024) as baselines for fine-tuning LLM. For evaluation, we adopt AlpacaE-
val 2.0 (Dubois et al.l 2024), MT-Bench (Zheng et al., 2023) and several academic benchmarks,
including GSM8k (Cobbe et al.;[2021)), MMLU (Hendrycks et al., 2020), OpenBookQA (Mihaylov
et al.| 2018)), HellaSwag (Zellers et al., [2019) and WinoGrande (Sakaguchi et al.| [2021). All the
implementation details are provided in Appendix

6.2 EXPERIMENT RESULTS

QOur algorithms consistently improve the performance on dif-

ferent benchmarks. Our algorithms consistently improve the — oniine bro
. . SELM
performance on different benchmarks. We present our main re- MM — saoro

— TANPO

sult in Table E} Here, we report the results of TANPO based on
the performance of the min-player. The full results, including the
performance of both players in TANPO, are provided in Table
in Appendix@ On AlpacaEval 2.0 results, TANPO achieves high GsMsk
performance, with a length-controlled win rate of 27.66% and a

win rate of 27.08%, outperforming all baseline methods. Sim-

ilarly, SADPO demonstrates strong results across all baselines, Hellaswa

achieving a length-controlled win rate of 28.43% and a win rate

0f 26.21%. Besides, we compare TANPO and SADPO with other Winogrande

online RLHF baselines on MT-Bench scores. Notably, TANPO

and SADPO achieve the first and second places respectively in - Fjgyre 2: Accuracy results on
terms of average MT-Bench scores. Results on several academic  GSM8k,MMLU,OpenBookQA,
benchmarks presented in Figure 2] show that our methods outper- HellaSwag and WinoGrande.
form the baselines on average and across the majority of academic

benchmarks. The full results are reported in Table [3|in Appendix

OBQA
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D] Furthermore, we examine the pairwise win rate among baseline models, single-agent models and
two-agent models, using PairRM as the judge on 805 prompts from the AlpacaEval 2.0 dataset. The
results are depicted in Figure 3]

Technique AlpacaEval 2.0 MT-Bench

LC Win Rate Win Rate Average 1st Turn 2nd Turn
Zephyr-7B-SFT (ref.) 6.59 3.66 6.14 6.34 5.95
Online DPO 24.36 22.14 7.24 7.37 7.11
Hybrid GSHF 25.29 22.61 7.28 7.26 7.30
SELM 26.99 25.99 7.26 7.56 6.96
SADPO 28.43 26.21 7.33 7.71 6.94
TANPO 27.66 27.08 7.47 7.55 7.39

Table 1: Results on AlpacaEval 2.0 and MT-Bench. LC Win Rate represents Length-Controlled Win
Rate.

Our algorithms effectively mitigate overfitting. To further evaluate the performance of our pro-
posed algorithm and investigate its robustness against overfitting, we conduct a second round of
experiments on the same UltraFeedback dataset. Specifically, after completing the first three it-
erations, we continue training the model with additional three iterations on the same dataset, while
monitoring AlpacaEval 2.0 metrics. Our results are shown in Figure[d] demonstrating that the model
continues to improve during the second round of training, showing no signs of overfitting. The full
results are presented in Table d]in Appendix [D] This suggests that our two-agent algorithm is capa-
ble of effectively utilizing the training data, even after an extended training period. We note that our
algorithm optimizes two agents using distinct strategies while having them compete against each
other throughout the training process. This competition leads to a natural increase in the diversity of
the training data, as each agent generates responses based on different optimization paths, resulting
in more varied and comprehensive scenarios. Additionally, the algorithm’s active exploration mech-
anism prevents the agents from getting stuck in local minima. These findings highlight the ability of
our approach in consistently improving performance and preventing overfitting.
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Figure 4: Performance of TANPO across 6 iter-

Figure 3: Pairwise win rates among base- ations (2 epochs) on win rate (W.R.) and length-
line models, single-agent models and two- controlled win rate (L.C. W.R.) judged by GPT-4-
agent models, using PairRM as a judge. Turbo.

Qur algorithms enhance model performance by improving the quality and diversity of the
training data. Our results show that TANPO (max-player) surpasses the online DPO by 0.69% and
1.34% in AlpacaEval 2.0 length-controlled win rate and win rate. Besides, TANPO (max-player)
achieves a win rate of 51.3% against online DPO in pairwise comparison by PairRM. It is important
to note that the max-player shares the same setup as the online DPO, with the only difference being
the training data. We have shown in Figure (1| that TANPO achieves greater diversity in training
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data than online DPO. These results suggest that our algorithm enhances model performance by
increasing the diversity of responses during training. By incorporating data generated from two
different policies, the model is exposed to a broader range of behaviors and strategies, which helps
it generalize better across different prompts.

7 CONCLUSION

In this work, we introduce Two-Agent Nash Policy Optimization (TANPO), a two-agent algorithm
that balances exploration and exploitation. Additionally, we present Single-Agent Diversity-driven
Optimization (SADPO) as a simplified approximation of TANPO, supported by theoretical and em-
pirical results. Our theoretical analysis shows sublinear regret under general conditions, while em-
pirical evaluations demonstrate that TANPO and SADPO outperform baseline methods across multi-
ple benchmarks, highlighting their effectiveness in improving performance and reducing overfitting.
We hope our work can provide insights for future research into designing provable efficient and
practical self-play RLHF methods.
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A RELATED WORKS

A.1 THEORETICAL STUDIES ABOUT RLHF

Theoretical research on RLHF largely originates from foundational work in dueling bandits and
dueling reinforcement learning (Xu et al., [2020; [Novoseller et al., [2020; |Pacchiano et al.| [2021; Wu
& Sun, [2023;/Zhan et al.| | 2023)). Recently, there has been growing interest in exploring RLHF theory
across diverse settings. Many previous works only consider tabular settings and linear settings (Du
et al.,|2024;|Das et al., [2024}  Xiong et al.,[2023)), which do not fully capture the complexities of real-
world scenarios. Beyond the tabular and linear settings, some recent research has explored RLHF
theory under general function approximation (Chen et al.l[2022; Wang et al., 2023} Zhu et al., 2023;
Liu et al., 2024b)).

Among these researches, most approaches use a contextual bandit framework. Close to our ap-
proach, some studies give algorithms and theoretical guarantees under two-agent zero-sum game
setting (Wang et al.l 2023} |Ye et al.| [2024). |Ye et al.| (2024)) considered a reverse-KL regularized
minimax game between two LLMs and gave a sample-efficient algorithm, and [Wang et al.| (2023)
gave guarantees for RLHF algorithm under general arbitrary preferences settings. However, their
algorithms contain theoretical confidence bounds that are hard to compute, thus are unable to be
implemented in experiments. [Liu et al.[(2024a)) proposed a two-agent algorithm framework which
approximates Nash equilibrium with active exploration and proved the algorithm has a sublinear
guarantee. Different from ours, their work only focused on MDP and Markov game settings.

A.2 EMPIRICAL ALGORITHMS FOR RLHF

RLHF has gained significant traction in the deployment of large-scale models, such as ChatGPT
(Achiam et al.,[2023)), Gemini (Team et al.,{2023)) and Llama (Touvron et al.,[2023)), where it has been
employed to align model behavior with human preferences effectively. A widely used algorithm in
this context is Proximal Policy Optimization (PPO) (Schulman et al., 2017}, which iteratively up-
dates the model feedback from a learned reward model. However, while PPO has demonstrated
success in many practical applications, it also has notable limitations, such as high sample com-
plexity and sensitivity to hyperparameters (Engstrom et al.| 2020), which can affect its stability and
performance. To address these shortcomings, recent work has proposed alternative approaches like
Direct Preference Optimization (DPO) (Rafailov et al., 2024), which directly optimizes the model
based on human preferences. In addition to the initial formulation of the DPO algorithm, researchers
have developed a wide range of variants (Liu et al.|[2023; |Azar et al., [2024; Ethayarajh et al., 2024;
Hong et al.,[2024; [Liu et al.l 2024b)), each tailored to specific optimization problems or designed to
enhance certain aspects of the algorithm’s performance.

Unlike offline RLHF, which is constrained by a static dataset, online RLHF (Ouyang et al., 2022}
Guo et al., 2024; Bai et al.| [2022; |Xu et al., 2023} |Gulcehre et al., 2023; | Xiong et al., [2023} (Calan-
driello et al.| 2024} [Pang et al., [2024; |Sun et al., 2024} |Chen et al.| 2024} Ji et al.l 2024)) continually
generates better and more diverse learning data as the model learns and adapts over time, allowing
the model to refine its understanding through real-time human feedback. In online RLHF, explo-
ration plays a critical role by allowing the model to avoid being trapped in local minima, contin-
uously encouraging it to seek new actions and learn from a more diverse set of responses. [Zhang
et al.| (2024); Xie et al. (2024); Cen et al.,| (2024) propose algorithms that add DPO with explo-
ration bonuses similar to ours. [Liu et al.| (2024b) also utilize a similar confidence bound but aim to
avoid overoptimization in offline RLHF. Unlike our work, these works only focus on single-agent
contextual bandit settings.
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B THEORETICAL ANALYSIS

To conduct the theoretical analysis for our theoretical algorithm framework proposed in Section[3.2}
we introduce a more general reward model under which the reward model (1) is a special case.

Preference Model. Given any reward function R : X x Ax.A — R which represents the "human’s
rating” of LLM responses given some prompts, we denote that given a prompt x € X and two
response a',a? € A, the probability of a® being preferred to a? (denoted by y = 1, and otherwise
by y = 0) is given by

Pr(y = 1|z, a*,a?) = o(R(z,a*, a?)), (17
where o(2) = 1/(1 + exp(—z2)) is the sigmoid function. Clearly, Pr(y = 0|z,al,a?) =
o(—R(x,a*,a?)). We denote the underlying reward model as R*, and the corresponding prefer-
ence oracle as P* := Pr«. Notably, a special case for the reward function R is by assuming that
there exists a function r : X x A — R such that

R(z,a',a*) = r(z,a') — r(x,a®) foranyz € X anda',a® € A (18)

holds, which coincides with the reward model @ in the main text.

Nash Equilibrium and Best Response. As discussed in the main text, RLHF is formulated as a
two-player Game between the max-player LLM 7 and the min-player LLM p. In application, we
want the resulting LLMs (7, 1) to be close to (7yef, Trer ), and the ultimate value function is given
by

VR*,OQ,B (ﬂ-’ M) = Emwdo,al ~r(c|x),a? (- |x) [R* ($7 a1> a2)
©)||7vet (+|2)) + a - Dr, (p(-[) [ mre (+]2))] -
For simplicity, we denote Vg~ o (-, ) as V (-, -) when there is no ambiguity. The value function (I9)

under the reward model R coincides with the value function (3) under the reward model r by (I8).
We denote the unique Nash equilibrium (NE) as the solution of the following minimax problem as

(19)

—a - Dk, (ﬂ(

*’ *\ . V , .
(", u") = arg maxarg min V(r, 1)

For function V" and policy 7, the best response to 7 is arg min,crr V (7, it), and the value is denoted
by V(m, 1) = mingen V(m, p). Similarly, for ¢4, we have V (1, 1) = maxen V (7, p).

Function Approximation. For convenience, we introduce the following notations. We have ac-
cess to a function class R C (X x A x A — R) to approximate R*. Specifically, given parameter
o, forany R € R:

1. we denote the corresponding reward function as R(z,a',a?), and corresponding value
function as

VR(TF’ M) = Exwdg,al ~r(c|x),a? (| x) [R(‘/E’ a’l’ a’2)
—a - Dy (7(-|2) et (-|2)) + o - Dier (p-[)[| et (12))]
2. we denote the corresponding NE value function as

Vi = max min Vr(m, 1), (20)

and we denote the corresponding NE max-player policy as
= nVv :
TR = argmaxmin R(T, 1) 1)
3. given a policy as the max-player m € II, we define Vg (7, T) as the value function induced
by R, m and its best response, i.e.

Vr(m, 1) = gleig Vr(m, 1), (22)

and we denote the corresponding best response min-player policy as

T = in V; ) 5
{Rx = argmin R(T, 1) (23)
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Algorithm 3 Theoretical Algorithm

Input: Parameters «, 3,7 > 0, prompt distribution dg, time horizon 7', reference policy 7 ef.
1: Set 70 = ,uO = Tref-
2: forstept =0,1,2,--- ;T do
3: Define the loss function £;_; (R) in (28).

4: Solve R! via
R{ =arg max {VR -1 £t1(R)}~ (24)
5: Set the max-player policy as
= Tp. (25)
6:  Solve R} via
t_ : t .
R; =arg min {VR(TF 1)+ 1 ,Ct_l(R)}. (26)
7: Set the min-player policy as
(= pRy 27)
8: Collect Dy = {xy,af,af,y} by @ ~ do,af ~ 7w(|z),af ~ pi(lae),ye ~
7)*( |xt7 at ) atQ)
9: end for

4. we denote the NE value function under the true reward R* as Vg~.

With the reward model (T8)), the theoretical algorithm framework in Section[3.2]can be rewritten into
Algorithm [3] where we specify the loss function in the ¢-th episode as the negative log-likelihood
function of the preference model (I7), defined as

t—1

Li1(R) == logPr (y = ys|zs, al, a?)

s=1

=- Z log (0 (R(ws,a,03))) + (1 = ys) - log (o (= R(xs, a5, a3)))]

(28)

which coincides with the logistic regression loss (2) by (I8). Therefore, to prove Theorem [I] it
suffices to analyze the regret bound of Algorithm

To define TGEC, we first introduce the discrepancy function [(R;€) : R x (X x A x A) — R to

characterize the bellman residuals of both players. We choose Hellinger distance as the discrepancy

function. For any data ¢ = (z,a', a?), we define

W(R;€) = Du (P (-9 IP&([S)) , (29)
where Dy(-||-) denotes the Hellinger distance: for two discrete probability distributions P =
(p1,-..,pr) and @ = (q1, - . -, qx ), the Hellinger distance is defined as

k

Du(P|Q) = Z(f Vi) (30)

i=1

Assumption 2 (Low Two-Player Generalized Eluder Coefficient). Given any ¢ > 0, there exists a
finite d(€) € R, such that for any sequence {(R%, RS)}1_, and corresponding policies {r*, ut}L_,
by 23) and @27) respectively, it holds that

t—1

T
Z |:VR§ - V(’]Tt, :| < égf(;{ Z Efs’\*(doaﬂ'sﬂs) [ ( gs ] + A de)T + ET}
t=1 t=1 s=1

It also holds that

Z [V(Wtaﬂt) — Vi (7', 1 } < mf {gzz_: ~(doyre o) (RS E5)] + + \/7+6T}
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We denote the smallest d(e) € R satisfying this condition as drcrc(€).

Moreover, by taking the decomposable reward function in (3)), through some basic algebra we can
derive the equivalent TGEC assumption under Nash RLHF setting.

Assumption 3 (Low Two-player Generalized Eluder Coefficient under Nash RLHF). Given any
€ > 0, there exists a finite d(¢) € R, such that for any sequence {(R%, R4)}L_| with form of

Ri(xv a, b) = ri(x, a) - T%(‘Tv b)v Ré(l‘, a, b) = ré(x, a) - T;(:L b)
and corresponding policies {r*, u*}1_, by @23) and respectively, it holds that

T t(,2 t( 1
S [ ) o) o [ [ L) (T
(z,a1,a2)~(do,mt,ut) [T (z,07) —r*(z,0”) + [og (mef(an) 0g Trot(al]7)

t=1
¢ t—1
S%I;%{2ZZEIM as)~(do,mt,pt) [(R fs ] +\/7+6T}
t=1 s=1
It also holds that
T t(, 2 t(, 1
* * p(a®|z) p(at|z)
ZE(QJ,alyaZ)N(dO:ﬂ't:Ht) l:T (z,a') —r*(z,a%) + o {log (2) —log (1
t=1 Wref(a |£C) Wref(a ‘.’E)
¢ t—1
= %I;f(') {2 Z E(xial¢a2)~(d(]77'rt,/it) [ ( 3 Es ] + \/7 + GT}
t=1 s=1

B.1 LINEAR TWO-PLAYER ZERO-SUM NASH RLHF GAME

In this section, we introduce the linear two-player Nash RLHF game as a concrete example (Xie
et al.,[2020), for which we can explicitly specify its TGEC, thus specify Theorem [I] for linear two-
player Nash RLHF game case.

Definition 1 (Linear two-player zero-sum Nash RLHF game). A d-dimensional linear two-player
zero-sum Nash RLHF game satisfies that R(x,a',a?) = ¢(z,a',a®)" \ for some known feature
mapping ¢(x,a',a?) € RY and some unknown vector X € R? satisfying ||¢(z,a*,a?)||2 < 1 and

|All2 < Vdforany (z,a',a%) € X x A x A.
For a linear two-player zero-sum Nash RLHF game, we choose the reward hypothesis class as
R = {00, ) A+ Al < V). 31

The following proposition gives the TGEC of a linear two-player zero-sum Nash RLHF game with
hypothesis class K.

Proposition 1 (TGEC of linear two-player zero-sum Nash RLHF game). For a linear two-player
zero-sum Nash RLHF game with hypothesis class R, it holds that

2/3

d

T
drarc(1/VT) < 4k%d - log (1 + ) <dlogT,

where the constant k = (eft0/? 4 ¢=T0/2)2,

Thus, we can specify Theorem [I] for linear two-player zero-sum games as follows.
Corollary 1 (Online regret: linear two-player zero-sum Nash RLHF game). By setting n =

o1/ VT T), the regret of our theoretical algorithm for a d-dimensional linear two-player zero-sum
Nash RLHF game after T episodes is upper bounded by

Regret(T) < 2vT <4n2d log (1 + T2/3/d) log(|R|/5) + 2\/2 max{Ro, 1}d - log (1 + T%/3/d) + d)

with probability at least 1 — § and the constant k = (ef0/? 4 ¢=Fo/2)2,

17
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B.2 PROOF OF THEOREMI[I]

Proof of Theorem [} This is a similar proof to that of Theorem 4.4 in[Liu et al] (2024a). It suffices
to analyze the regret bound of Theorem [3] under the general reward model (18). We first show a
proposition for loss difference.

Proposition 2. Under Assumption[I] with probability at least 1 — §, for any R € R, it holds that

T T t—1
DILa(RY) = Lo a(R)] <=2 > Be,widgme o) (R €)] + 2T log (R /),
t=1 t=1 s=1

where L,_1 and { are defined in (28)) and (29) respectively.

Proof of proposition[2] This is a similar proof to that of Proposition C.13 in|Liu et al.| (2024a). Given
R € R, we denote the random variables X7, as

1 32)
s ]PR(y - y5|1'5,(l a2)

s 7s
By the definition of £;_; in (28], we have

T T t—1
D ILa(R) —Lia(R) ==Y Y Xp
t=1 t=1 s=1

We next define a filtration {F;}7_; for each ¢ € [T] with

f:<Up)

Then by (32) we have that X, € F; for each t € [T']. Therefore, by Lemma with probability
atleast 1 — ¢, forany R € R and ¢ € [T], we have that

tl t—1

-5 ZXR < ZlogE [GXP <—XR> ’]—'51} + log(|R|/9). (33)

s=1
Moreover, the condmonal expectation in (33) has the expression

1
E {exp <2X§>
PR(y *ys|x97a a2) f
7)*( —y5|ws,as,a§)

wsvdo,agem® (las),al~p (|as)
ys"’P*('st’ai’ai)

-Fe—1:|

=E

—1
PR(y = yslxs,ai,ag)
Py = yg|ajg,as,a§)

= ]Ews~d0,a§~7rs(~|ms),a‘§~us(-\ws) [ Z \/]PR y - ya|$wawa§)73*(y = ZM%:CLMGS)]
ys=0,1

1 2
=1- iEzSN(ioyﬂéNﬁs('Ifcs),aEN/LS('hs) [ Z (\/]PR Y = ys|zs, al,a2) \/P* (y = ys|zs, al, ag)) 1
Ys=0,1

=1—Eqy, dgalmn(Jzs)sa2mp (o) [P (P*(|2s, ab, a2)||Pr(:|zs, af, a?))]

(34)
where Dy(-||-) is Hellinger distance defined in (30). Thus by combining (33 and (34), we can derive
that with probability at least 1 — ¢, for any R € R, any ¢ € [T],

50 el ()] o v

= _ZEISNdO,alwﬂ'S(\zﬁ),aQrv,u S(|xs )DH( *('|x87 A, Qg HPR Ixsa E)) +10g(|R|/6)a
s=1

18
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where the first inequality comes from the fact that logxz < x — 1. Finally, by plugging in the
definition of X 3, we have that with probability at least 1 — J, for any R € R, it holds that

t—1

T
Zﬂt H(RY) = Lia(R)] ==Y Xp
=1

t=1 s=1
T t—1
< =23 Y Erodoatons (fea)sazage Gy Din (P7 (s, ag, a3) [Pr(|es, at, a2)) + 2T log(|R| /6)
t=1 s=1
T t—1
=23 > B nldome o) (R )] + 2T log (IR /6).
t=1 s=1
This finishes the proof of Proposition [2] ]
Back to the proof of Theorem[I] We have the following decomposition of the regret,
Regret(T)
T
=Y [V w) - V')
t=1
T T
= > [V, pw) =Vt )]+ [V uh) = Vit 1)
t=1 t=1
T T
= S Vi) = Vi |+ Y [Vag - Vi)
t=1 t=1
(@) (W)
T T
+3° V(' ) = vt ) Z[ — Vi (', 9)] (35)
t=1 t=1
() ()

We now prove the bound for (0, &, &, &) in (33).
To bound (V). Note that Vi- = V(7*, u*). Thus we can rewrite (©) as

T

@ =3 [VR* — Ve ] . (36)

t=1
By the choice of RY in and Assumption|[1] we have that for each ¢ € [T,

Ve =0~ Li1(R*) < Ve =0 L1 (RY). (37)
By combining (36) and (37), we obtain that

)< Z [Li1(R*) — L1 (RY)] . (38)

By Proposition 2] we can derive from (38)) that with probability at least 1 — 4,

T t—1
)< =203 Eeondgme ey [((RE:E5)] + 20T log(|R|/5). (39)

t=1 s=1

To bound (#). We apply Assumption [2]and obtain that, for any € > 0,

(4><g>lf0{ S5 Bt (€G] + +\/ +6T}

t=1 s=1
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By taking (/2 = 27, we can further derive that

T t-1

W) <2 B (e o) [HREE)] + A, JIET +eT. (40)

t=1 s=1

To bound (). Note that Vg- (7%, 1) = V(x', 1). Thus we can rewrite (<{») as

T
) =D [V (', 1) = Vie- (2", 1)] - o
t=1
By the choice of 12} in (26) and Assumption[I] we have that for each t € [T,
Vi (', 1) 411+ Lo-1 (Ry) < Ve (', 1) + 1 L1 (R7). (42)

By combining @I) and [@2)), we derive that

) <n- Z (L1 (R*) — L1 (RY)]. (43)

Now by Proposition 2] it further follows from (43) that with probability at least 1 — J,

T t—1
O) <=2 B idome o) [U(R;€5)] + 20T log(|R|/6). Sa

t=1 s=1

To bound (&). By Assumption[2] we have that for any € > 0,

T t-1

) | =

(*) < 51;%{ ZZEéSN(dO’ S s ) [ (RZ;ES)] + Y + d(G)T+ ET} .
t=1 s=1

By taking (/2 = 21, we can further derive that

T t—-1

&) <2n- ZZEgW(do,wws) [€(R5;&s)] + + Vd(e)T + €T. (45)

t=1 s=1

Combining (), (#), (<), and(é). Finally, combining (39), @0), (@) and @3}, taking ¢ = 1/v/'T

and

drgeo(1/VT)
T -log(IR|/5)’
we can finally derive that with probability at least 1 — 24,

Regret(T) < 2 (\/ draec(1/VT)log(|R|/6) + \/ draec(1/VT) + 1) VT.

Thus, we finish the proof of Theorem I} O

n=-

B.3 PROOF OF PROPOSITION[I]

Proof of Proposition|l| This is a similar proof to that of Proposition C.11 in|Liu et al.| (2024a). To
prove Proposition|[I] we need two performance difference lemmas in the two-player zero-sum game.
Given R € R, we define the error of R with respect to the true reward R* as

E(R;€) = R(z,a',a®) — R*(z,a",a®), (46)

and £ = (z,a', a?). Also, we define another discrepancy function A(+; -) for theoretical analysis as

A(R;¢) = |R(x,a1,a2) — R*(x7a17a2)|2. 47)
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Lemma B.1 (Value decomposition for the max-player). Let m = wr, and p be an arbitrary policy
taken by the min-player. It holds that

Vi, = V(7 1) < Een(dgm ) [E(R13 6], (48)
where E(+;+) is defined in @6) and ¢ = (z,a', a?).

Proof of Lemma|[B.1] By the definition of V in (20) and V(r, 1) in (3), we have that
VR1 - V(Tl', ,u)

= mamin By, 1) o) 024y [ (@201, 0) = aDi, (o) et () + BDict, () et (o))

- Edo(r),w(a1|x),u(a2|m) [R* (.’IJ, al’ a2) — aDkL, (7T('|$)||7Tref<~|.’1,‘)) + BDKL (/,L(|$)||7Tref<|$))]

= Lnel%[l ]Edo(a:)le (a'|z),u(a®|z) [Rl (l’, alv 02) —aDky, (,’TR1 ('|£L’)||7Tref(‘|l')) + BDkL (/J(|£L’)||7Tref(|l’))]

= By (a)mn, (o) (el [B(2,0", 0%) — aDxr (wr, ()|t (o) + BDxL (- |2) ||t (-|2))]

B LneilgllEdo(x)le(allm’),ﬂ(aQ\z) [Rl (z, al’ a2) + BDkL (/"("x)||77ref('|x))]

— Edy(a),nn, (a)2) (0 12) LB (@, a',a®) + BDxr (u(-|2)||mres (-]2))]
S By (2)mp, (a}[2),u(a?|2) [Ri(z,a',0®) + BDkL (-] )| mrees (-]2))]
— Edy(a),nn, (al2) u(a2) 1B (@, a',a®) + BDxkr (u(-|2)||mres (-]2))]
= E¢n(do,mp) [E(R15E)]
where the second equality is by the definition of 7, in 2ZI). O

Lemma B.2 (Value decomposition for the min-player). Suppose that m = mg, is taken by the max-
player and Ry is the hypothesis selected by the min-player. Let |1 = [ir, » be the policy taken by
the min-player. It holds that

V(m, 1) = Vry (7, 1) = —Eedg,mp) [E(R25 )], (49)
where E(+; ) is defined in @#6) and ¢ = (x,a', a?).
Proof of Lemma|[B.2} By the definition of Vx(r, 1) in (22) and V (7, 1) in (3), we have that
Vi(m, p) = Ve, (7, 1)
= By @) m(at o) p(a2le) LB (@501, a%) = aDyp (n(-|2) || 7ot (-|2)) + BDkr (u(-]2) | mret (-|2))]
- minEdo(m),ﬂ(al|fc),/1.(a2|.r) [32(9Ua al, ag) — oDk (7R, (+|2)]|mres (+|2)) + 5DKL(M('\$)H7Tref('|$))]

pell
= ]Edg(x),TrRl (a1|:c),uR2,,rR1 (a?|z) [R* (‘T7 CL17 CLQ) + 5DKL(/1'32,7TR1 (|x)||7rref(|x))]

- Lneilr-llEdo(m),ﬂRl (a*|z),u(a?|x) [R2($, alv CL2) + ﬂDKL(H(|$)”7TTef(|x))]

= By (@)mm, (@' [0ty (0%l [ (%501,0%) + BDKL(s e, (-[2) [ et (-]2))]
= By @),y @ 0oty g, (0210 (20" 0%) F BDKL (1 e, ([2) et (-]2))]
= — Ee(do,mp) [E(R2: )],
where the third equality is by the definition of pg  in @) O

Note that the right side of (@9) is a general version of the right side of (@8) when choosing 1 =
[iRy 7, - Now we are ready to prove Proposition El Lemmas El andlEZI suggest that we only need

to upper-bound the term Zle ’E§~(d0,ﬂ't ut) [E(RS; f)” To this end, we provide a more general
result given by the following Proposition

Proposition 3. For a d-dimensional two-player zero-sum game, we assume that its expected error
in @6) can be decomposed as follows

Een(do,nt,ut) [E(R2; €)] = (W(Ry), X (Rg, (z*, ")), (50)
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for some W (Rz), X (Ra, (7%, u*)) € RY, and the discrepancy function A(Ry; €) defined in &T) can
be lower bounded as follows

(W (R2), X (R, (m, 1)) * < Ems(dg,m ) [A(R2:6)]. 810
Also, we assume that |W (-)||2 < Bw, | X (-, )||l2 < Bx for some By, Bx > 0. Then it holds that

7) T t-1

ZZZ e (dosne ey [A(RS; €]
t=1s

T
S B E(R0N] < 2
t=1 =1 s=
eT' B,
+

W 1 2min {2 max{Rp, 1}d(e), }

forall e € [0,1],1 > 0, and d(e) := dlog(1 + TB% /(de)).

Proof of Proposition 3] This is a similar proof to that of Proposition F.3 in[Liu et al| (2024a). We
denote that

= Ia+ - ZX 5, (7%, 1) X (B3, (7%, 1)) T

s=1

By Lemmas [B.4]and [B:5] we have the estimate
t ~
Zmin{HX(Rg,(ws,us))HZ;l,1} < 2d(e) (52)
s=1

for all € € [0, 1], where d(e) is defined in Proposition Since the reward is bounded by [0, Ry] by
Assumptionm we have that,

=~

> [Bendort ) [E(RE; )]

t=1

Il
M’i

min { Ro, (W (RS), X (RS, (x, n)} 1 {IX (RS, (', ) [gr < 1}

+me{R0, X (R, (rt )} 1 {IX (RS, (', w)) o > 1
T
< SOWRE), X (RS, (x', i) {IX (RS, (', u))l < 1} + min{T, 2Rod(e)}
T
< S IWRYIls, min { X (RY, (7', 1)1, 1} +min{T, 2Rod(e)}, (53)

(A)¢

where the first equality is due to the assumption in Proposition[3] the second inequality follows from
(32), and the last inequality is from Cauchy-Schwarz inequality. Now we expand term (A), in (33):

t—1

1/2
Z| X (RS, (n ,m)ﬂ :

IW(RS) |5, < VeBw +
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where we use |[W(RS)|l2 < Bw. Then we obtain that

T t—1 1/2
<> | VeBw + | D [(W(RE), X( ;7(ﬂs’u5))>|2] .min{llX(RZ,(Wt,ut))llg;l,1}
t=1 s=1
. 12 ¢ op 1/2
< | B} Zmin{|X<R;,<wf,ut>>||zt1,1}]
t=1 t=1
T t—1 1/2 T 1/2
+1> |<W(R§),X(R§7(Wt,ut))>|2] '[ZmiH{HX(RE,(Wt,ut))llzt1,1}]
t=1 s=1 t=1
T -1 1/2
< \/TBIQ/Vemin{%i(e) T} + |2d(e) ZZ‘ X(R3, (7 S7MS))>|2]
t=1 s=1
T t—1 1/2
< JTB2 e min{2d(e), T} + | 2d() S5 Bty me o) [A (RS €)]
t=1 s=1

where the second inequality comes from Cauchy-Schwarz inequality, the third inequality is from
(52), and the last inequality is derived from (5I)). Back to the analysis for (53], we have

T
D [Eendorrt ity [E(RE; )]
t=1

t—1 1/2

2d(e) Z Z Een (o, e u) [A(RS; €]

t=1 s=1

VT B2 ¢ min{2d(e), T} + + min{T, 2Rod(e)}

IN

(€)+727§

+ min{2Rod(e), T}
n

Ee (o, e u) [A(RS; €]

[T:B%V + min{QCZ(e),T}] +

t—1
=1

S

2 ~
I By + 2min {2 max{ Ry, 1}d(e), T} ,

T
_ d(e) +gz Eero(dy no ey [A(RS;€)] +

where the second inequality is based on the AM-GM inequality, and 1 > 0 can be arbitrarily chosen
in the last equality. Thus we finish our proof of Proposition 3] ]

Back to the proof of Proposition[T]} we need to check the conditions of Proposition [3]for linear two-
player zero-sum games. By Definition [T] and the choice of reward hypothesis class (1), we have
that for any Ry € R and 7 € II, it holds that

S(R27€) = Rg(l’,al,a?) - R*(xaalaGQ) = (b*(xaa’l’a?)—r ()‘RZ - )‘*)

where Ap, denotes the parameter of Ry € R and o is the reward parameter (see Definition |I[)
Thus, we can define X (Ra, (7, 1)) = Eeo(dy,n (0% (2, a,b)] and W (Ry) = Ag, — A", specifying
the condition (50) of Proposition[3} By Jensen’s 1nequa11ty and the definition of A in @[) one can
easily see that the condition (5I) of Proposition [3|holds. By the assumptions of linear two-player
Zero-sum games in Deﬁnitionwe have Bx < 1 and By < 2v/d. Thus by applying Lemma@
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and Proposition 3] we have that

T
1[V<7r i) = Vi (', 1)] = ZE;,:N(W,M E(RS:€)]
=
() 0o~ . TeB}, . 5
<2 5;3; (e ue) [A (R ©)] + = + 2 min {2 max{ Ro, 1}d(e), T}
~ ) " T t—1
< T3 2 Bt (AR €)) + Ted +2/2max{Fo, IN/dOT (%)

with d(e) = dlog(1 + T/(de)) and any 1 > 0.

Finally, we connect the discrepancy function A defined in to the discrepancy function ¢ defined
in (29). We denote the inverse function of the sigmoid function o as

() = log - Z_ze(01). (55)

Also, for probability distributions P and () on the same probability space (£2, F), the total variation
distance between P and () is defined as

Drv(P||Q) = Sup {P(A) —Q(A)}. (56)

Notice that
A(R;¢) = ‘R(x,al,ag) — R*(w,al,aQ)’2
= | (IP’R(y =1|z,at az)) —g ('P*(y = 1|x,a1,a2))|2
> |Pr(y =1z, a',a®) = P*(y = 1|x,a17a2)|2
< &% Dry (Pr(|z,a*,a®)|P*(|z,a',a?))?
< 2k?- Dy (Pr(-|z, at,a®)||P*(- |x,a1,a2))

K® - U(R;€), (57)

where the second equality comes from (T, the first inequality is by Lemma [B.6] with the constant
Kk = (efto/2 4 e7R0/2)2  the second inequality is from the definition of the total variation distance
in (56), and the third inequality follows from the fact that D1y (P||Q)? < 2Dy(P||Q). This shows
that the discrepancy function defined in (29) upper-bounds the discrepancy function defined in (7))
up to a factor 2k2. Thus by plugging (57) into (54), we have

T
V(1) = Vig (1)

=1

~+

=

T t—1

<49 (e) 12 ZZEgN(dO,ﬂSHS) ((RY;€)] + €Td + 21/2max{Ry, 1}1/d
t=1 s=1

3

= V2 Ro, 1} /=
S Een iy me o) [€(RY:; €)] + €T + %\/d(e)ﬂ (58)
1

S

()
e l+5

2n ‘

Ms

Il
—

with d(e) = 4k2d(e) = 4rx2dlog(1 + T/(de)) and any n > 0 and 17/ = (2k2)n. This proves the
second inequality of Assumption[2} For the first inequality in Assumption 2, we take R, = R}, 7w =
TRt , and we can then similarly prove that

T - t—1
d(e) 7' 2max{ Ry, 1 -
S [V~ vt )] < DS S By e 0 ) reras V2RO o
t=1
_ (59)
This proves that drgrc(€) < d(€). Thus we finish the proof of Prop0s1t1onl O
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B.4 PROOF OF COROLLARYI]

Proof of Corollary[l] By combining (33), (39), (38), #4), (59), and Proposition|[l] taking ¢ /2 = 2n’

in (38) and (39, ¢ = 1/v/T and
_ 1 [dreec(1/VT)
T3\ T 10g([R|/6)

Regret(T) < 2VT [4/{20[ -log (1 + T2/3/d) log (|R|/8) + 2\/2 max{Ro, 1}d - log (1 + T%/3/d) +d| .

we obtain that

Thus we finish the proof of Corollary [T} ]

B.5 TECHNICAL LEMMAS

Lemma B.3 (Martingale exponential inequality). For a sequence of real-valued random variables
{X}E | adapted to a filtration {F;}1_,, the following holds with probability at least 1 — 8, for any
te[T),

t t
- ZXS < ZlogE[exp(—Xs)\]:sfl] + log(1/9).
s=1 s=1

Proof of Lemma @ See e.g., Theorem 13.2 (Zhang| [2023) for a detailed proof. O
Lemma B4. Let X C R? and sup, ¢y ||z||2 < Bx. Then it holds that

1 n—1 nB2
max eXlogdet <Id + X Zxﬂ:j) < dlog <1 + d)\X> .

Lo, Tn—1 =0

Proof of Lemma See Lemma F.3. (Du et al., 2021)) for a detailed proof. O

Lemma B.5 (Elliptical potential). Let {z}1_, be a sequence of vectors with x5 € V for some
Hilbert space V. Let Ay be a positive definite matrix and define Ay = Ay + 2221 zex). Then it

holds that
T
' det(Ar)
_ < T AN |
SEZI min {17 ||-TSHA5 1} < 2log (det(A1) )

Proof of Lemma @ See Lemma 11 (Abbasi-Yadkori et al., 2011)) for a detailed proof. O

Lemma B.6 (The inverse function of sigmoid function). For any real numbers z1,zo €
[0(0),0(Ro)], it holds that

[s(z1) —s(22)] < K- |21 — 22,

where ¢(z) is the inverse function of sigmoid function defined in (53)), and the constant x = (eff0/2 4
~Ro/2)2
e :

Proof of Lemma|B.6] Since the function ¢(-) is differentiable on (0, 1), we know that for any 21, 2 €
[0(0),0(Ryp)], there exists some p(z1, z2) € [0(0),0(Ro)], such that

§(21) = s(2z2) =<' (p(21,22)) - (21 — 22).

Notice that ¢'(z) = Z(%_Z) We can obtain that
<'(p(21,22)) < ¢ (0(Ro)) = (/2 e~ M0/2)? = s,
Thus we finish the proof of Lemma [B.6] O
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C EQUIVALENCE BETWEEN MAXIMIN AND MINIMAX OBJECTIVES

In this section, we show the equivalence between the theoretical max-player target and practical
max-player target under certain regularity conditions. We adopt the following assumption and theo-
rem from |Liu et al.|(2024b), as they directly apply to our scenario.

First, we denote the optimization target for max-player as

O, 7) = Eardg,ar v (-[2)agmr(fa) [7(2; 01) = 7(2; a2) — aDxr (w(-[2)||mer (+2))] + L(r),
(60)
for any (m,r) € II x R. The equivalence of maximin object and minimax object relies on the
following assumption on reward function class R.

Assumption 4 (Regularity of reward model class (Liu et al.,[2024b))). We assume the reward function
class R is a compact topological space, and the function in is convex-like on R, i.e., for any
r1,72 € R and 0 € [0, 1], there exists r3 € R such that

o(myr3) <0-o(m,r)+ (1 —0)-¢d(m,ra), Vmell 61)

Based on Assumption [ we give the equivalence between our maximin and minimax objectives in
Theorem 2

Theorem 2 (Equivalence between maximin and minimax objectives (Liu et al.l |2024b)). For the
policy class 11 and the reward function class ‘R satisfying Assumption 4| consider the following
policy defined as

77 € arg max o(m,7), where ¥ € arg min max o(m,r). (62)

Then the policy 7 also satisfies the maximin object, i.e.,

7 € argmaxmin o(m,r) (63)
Proof of Theorem@ See Theorem 5.6 in|Liu et al.|(2024b). O

Theorem [2]shows that if the reward function satisfies certain conditions, the policy solving minimax
problem also solves the maximin problem. This gives stronger guarantee for our practical algorithm.

D ADDITIONAL RESULTS ON EXPERIMENTS

Table@]presents the results of AlpacaEval 2.0 and MT-Bench on online DPO, hybrid GSHF, SELM,
SADPO, TANPO (max-player) and TANPO (min-player).

Technique AlpacaEval 2.0 MT-Bench

LC Win Rate Win Rate Average 1st Turn 2nd Turn
Zephyr-7B-SFT (ref.) 6.59 3.66 6.14 6.34 5.95
Online DPO 24.36 22.14 7.24 7.37 7.11
Hybrid GSHF 25.29 22.61 7.28 7.26 7.30
SELM 26.99 25.99 7.26 7.56 6.96
SADPO 28.43 26.21 7.33 7.71 6.94
TANPO (max-player) 25.05 23.48 7.24 7.34 7.13
TANPO (min-player) 27.66 27.08 7.47 7.55 7.39

Table 2: Full results on AlpacaEval 2.0 and MT-Bench. LC Win Rate represents Length-Controlled
Win Rate.

Tablecontains the accuracy of TANPO, SADPO and other baselines on several academic datasets.
This corresponds to Figure 2] in the main text. Table [ provides detailed win rates and length-
controlled win rates of TANPO max-player and min-player across multiple iterations. These results
is visualized in Figure d]in the main text.
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. GSM8k HellaSwag  Winogrande
Technique (5-shot) MMLU OBQA (15-shot) (5-shot) Average
Online DPO 3207 5661 432 83.67 76.16 58.34
SELM 30.10  56.77 434 83.56 76.30 58.03
SADPO 3336 5696 432 83.40 76.56 58.70
TANPO (max-palyer) | 32.75 57.06 43.4 83.69 76.40 58.60
TANPO (min-player) 32.84 56.89 434 83.69 76.64 58.71
Table 3: Results on several academic datasets.
Metri Iterl Iter2 Iter3 Tterd Iter5 Iter6
etrics (Epochl) (Epochl) (Epochl) (Epoch2) (Epoch2) (Epoch2)
TANPO (max-player) | ¢ /o 20.87 23.48 23.48 2472 25.96
win rate
TANPO (max-player) | 4 5 24.36 25.05 24.56 2547 27.58
LC win rate
TANPO (min-player) | ¢ /o 21.86 27.08 26.09 2955 29.86
win rate
TANPO (min-player) | g 5 25.40 27.66 2636 30.43 30.56
LC win rate

Table 4: TANPO (max-player) and TANPO (min-player) win rates and length-controlled (LC) win

rates across 6 iterations.

E EXPERIMENT DETAILS

E.1 TRAINING DETAILS

We implement TANPO and SADPO along with other baselines on 4 NVIDIA A6000 GPUs. Our
code is based on Alignment Handbook (Tunstall et al.). We list the training configurations in Table

learning rate 5x 1077
learning scheduler type cosine
batch size 128
warmup ratio 0.1
gradient accumulation 16
batch size per device 2
o 0.01
n 10
optimizer adamw torch
seed 42
precision bfloat16

Table 5: Training configurations of TANPO and SADPO.

In TANPO, the response pairs are sampled from the two models using different temperature hy-
perparameters. We use temperature 0.7 for max-player and 0.5 for min-player. In the extended
experiment for TANPO, we reduce the learning rate to 1 x 10~7 in iteration 4 and 5, and 5 x 10~8
in iteration 6.

E.2 EVALUATION DETAILS

We follow the standard procedure to evaluate our model on AlpacaEval 2.0 and MT-Benct?] For
AlpacaEval 2.0, we use the alpaca_eval_gpt4_turbo_fn as the annotators configuration, as

'nttps://github.com/tatsu-lab/alpaca_eval/tree/main
https://github.com/lm-sys/FastChat/tree/main/fastchat/llm_judge
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recommended by AlpacaEval 2.0. We use GPT-4-Turbo as the AlpacaEval 2.0 annotator. For MT-
Bench, we used the default configuration, where GPT-4 is the default scoring model.

We use the default configuration in the Language Model Evaluation Harnes for tests on academic
datasets, except in few-shot settings. For the PairRM tests, we directly input the generations from
the AlpacaEval 2.0 tests into the PairRM model to evaluate the win rate.

E.3 IMPLEMENTATION OF BASELINES
In this subsection, we discuss the details of how we implemented the baselines.

* Online DPO. We implement the online DPO by ourselves. Aside from the loss function,
all other training setups are exactly the same as in our algorithms. It’s important to note
that the practical algorithm introduced by |[Rosset et al.| (2024) is essentially equivalent to
iterative DPO.

* Hybrid GSHF. We implement Hybrid GSHF (Xiong et al., 2023)) ourselves, where two
responses for each prompt are generated by the reference policy and the current policy. All
other training hyperparameters are kept identical to those in our algorithms. Since Hybrid
GSHF requires the reference policy to have good coverage, we use the model after one
iteration of offline DPO as the reference model.

¢ SELM. We also implement SELM (Zhang et al.,[2024). InZhang et al.| (2024)), the training
data come from the UltraFeedback dataset and generated responses. For fair comparison,
we generate two responses from the policy, rank them using the same preference model,
and update the policy with the SELM loss function. The training hyperparameters and
response generation settings are exactly the same as those in our two-agent algorithm.

*https://github.com/EleutherAI/lm-evaluation—harness
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