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Abstract

Many capable large language models (LLMs) are developed via self-supervised
pre-training followed by a reinforcement-learning fine-tuning phase, often based
on human or Al feedback. During this stage, models may be guided by their
inductive biases to rely on simpler features which may be easier to extract, at a
cost to robustness and generalisation. We investigate whether principles governing
inductive biases in the supervised fine-tuning of LLMs also apply when the fine-
tuning process uses reinforcement learning. Following [Lovering et al.| [2021]], we
test two hypotheses: that features more extractable after pre-training are more
likely to be utilised by the final policy, and that the evidence for/against a feature
predicts whether it will be utilised. Through controlled experiments on synthetic
and natural language tasks, we find statistically significant correlations which
constitute strong evidence for these hypotheses.

1 Introduction

Most capable large language models (LLMs) are developed using self-supervised pre-training, where
they learn representations of various features, followed by a reinforcement-learning (RL) fine-tuning
phase, during which they learn to utilise these features to perform a specific task according to human
preferences [Christiano et al.} Ziegler et al., 2020, |Stiennon et al., 2020, |Ouyang et al.,[2022]. The
reward signal provided during the fine-tuning process under-determines the behaviour of the learned
policy on data outside the training distribution [D’ Amour et al.| 2022| Jayawardana et al.| [2022].

[Lovering et al.|[2021]] demonstrated that LLM supervised fine-tuning exhibits the following inductive
bias: fine-tuned models are more likely to rely on features that are more extractable after pre-training,
even if these features have less predictive power. We examine whether this inductive bias also holds
for LLMs fine-tuned via RL and when the reward is provided by another learned model [Ziegler et al.,
2020, [Stiennon et al.,[2020]]. Specifically, our contribution is to test the following hypotheses about
the policy of the fine-tuned model:

Extractability hypothesis: features which score higher in extractability for the pre-trained model are
relied upon more by the RL fine-tuned model (policy).

Evidence hypothesis: the more evidence there is for/against a feature during RL fine-tuning, the
more likely the model learns a policy that relies on that feature to get a high reward (policy).

After providing key terminology in Section 2] we explain the experimental setup (Section [3) and
present evidence in support of the extractability hypothesis in Section[d] Our key result is Fig. [3] We
then discuss our results (Section[5)) and contrast them against existing work (Section 6)).

Socially Responsible Language Modelling Research (SoLaR) Workshop at 37th Conference on Neural Informa-
tion Processing Systems (NeurIPS 2023).



2 Background

We modify the supervised fine-tuning setup of [Lovering et al|[2021]] so that - instead of a binary
classification task - the pre-trained language model receives a reward signal from a reward model
trained using human labels [Ziegler et al., 2020, Stiennon et al., 2020, (Christiano et al., 2018, [Bai
et al.}2022]. We adopt the definitions of evidence and extractability from [Lovering et al., [ 2021]],
while adapting the definitions of target and spurious features to suit a reinforcement learning setting.

The reinforcement learning problems we consider vary in the reward functions but share common
state and action spaces. Let X be the set of all possible natural language prompts for the task of
interest. Consider the setup where an LLM takes a prompt text x € X and produces a response .
The initial state distribution is made by sampling from a training dataset. During the RL fine-tuning
process, there may be a target feature ¢ : X — {0, 1} in the training data whose presence (t(z) = 1)
or absence (¢t(z) = 0) determines the goal for that prompt. That is, the reward function scoring the
prompt-response pair (z,y) can be described as

~ [Ro(z,y), ift(x)=0
R = {aios) it - ®

where R and R; do not depend on ¢. Along with the target feature, there may be spurious features
s in the training prompts, whose presence and absence correlate with that of the target feature. The
LLM may then learn to get high reward by relying on s instead of ¢ during RL fine-tuning. Our study
considers the simplified scenario where only one spurious feature may be present in the prompt.

3 Experimental setup

X @ Training (D) O Testing (1)
® O ® 4/10: This one hearkens back to the ...
Xneither \) . . .
1/10: Everybody interested in Texas ...

3/10: As an adventure mini-series, ...
8/10: I have to finish watching a ...

9/10: In World War 1II, a badly burned ...
7/10: I have had the opportunity to ...
9/10 review: This off-beat horror movie ...
8/10 review: Never viewed this film ...
9/10 review: This movie is yet another ...
9/10 review: Although it was released ...
2/10 review: I recently visited the ...

1/10 review: I watched this movie ...
4/10 review: I don’t much mind the ...

Figure 1: We partition X into four sets, defined by which features (target ¢ and spurious s) apply for
each prompt. We partition the training data D (filled dots) analogously into D.onty, Dt-only s Dheither
and Dy, and similarly for the testing data 7' (hollow dots). This example presents the controlled
sentiment task score. We prepend a rating out of 10 at the beginning. The target feature is present if
the rating is more than 6/10 and absent otherwise. The spurious feature is the presence of the word
“review” prepended to the rating. Note that £-only examples only appear during testing, never training.

For our experiments, we use a GPT-2 model. For clarity, here we present the results for the smaller
gpt2 variant, for a single setup based on controlled sentiment generation. Similar results, obtained
with gpt2-large and for other setups, can be seen in Appendix [E] As the pre-trained GPT-2
model is biased towards generating positive sentiment text, we start with an unbiased warmed-up
GPT-2 model (from https://huggingface.co/lvwerra/gpt2-imdb), which we fine-tune on
controlled sentiment generation tasks using proximal policy optimisation (PPO). To produce the
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Figure 2: Extractability hypothesis. The average reward in T_oniy and Ty.onty (for p = 0) is positively
correlated with the relative MDL of the studied tasks. The blue line marks a logistic regression with a
95% confidence interval.

training prompts, we modify the IMDb dataset [Maas et al.| 2011]] by introducing target-spurious
feature pairs chosen to cover a wide variety of relative extractabilities (see Appendices [A]and[B]). The
training (resp. testing) prompts are a sampled subset D (resp. T') of the whole dataset X (see Fig. [I)).

The evidence against a spurious feature is equivalent to the s-only example ratio p = |Ds.only|/|D]:
the proportion of training examples in which s occurs without . For a given p, the training data D
will be composed of p|D| examples from D oniy, 1%” |D| from Dyoyy, and 15—" | D| from Dpeither-

The extractability of a feature refers to how simply-represented a feature is by a model and, therefore,
how easy it is for the model to detect the feature’s occurrence in the input during fine-tuning. We
quantify this as the minimum description length (MDL) following the methodology in [Voita and
Titov}, [2020} Lovering et al., 2021]]. To compute the MDL of a feature for a given model, a classifier
is trained on a dataset labelled y = {0, 1}, denoting the presence or absence of the feature. MDL
measures the number of bits needed to transmit the labels and model given the inputs. A smaller
MDL value implies that the probe has quickly converged to high accuracy, suggesting that the feature
is easily detectable and, therefore, has high extractability. Our results primarily focus on the relative
extractability of the target vs. the spurious feature, given by the ratio MDL(s)/MDL(%).

During RL fine-tuning, the model is rewarded for generating positive sentiment text if the target feature
is present, and for producing negative sentiment otherwise. The reward signal for each generated
sequence comes from a model (from https://huggingface.co/lvwerra/distilbert-imdb)
which is a fine-tuned LLM on sentiment classification that produces a score M (w) of how positive a
text w is. We use the reward function

Mz +y), ift(x)=1

Rloy) = {—M(x +y), ift(z) =0 @

where + stands for string concatenation. In practice, M produces a bounded score, so we rescale the
resulting R to be in [0, 1].

4 Results

The extractability hypothesis predicts that models trained on tasks with more extractable target
features are more likely to learn to rely on these features. As a result, these models will receive
higher reward in training, specifically on s-only and ¢-only prompts. Our experiments support this
hypothesis.

To study the feature extractability in these tasks, we may analyse the reward obtained for Ts.ony and
T}-onty When there is no evidence in the training data to distinguish the target from the spurious feature
(i.e. p = 0, and all training prompts are from Dpom O Dhyeither)- In this case, we expect that tasks
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Figure 3: GPT-2 performance on controlled sentiment tasks. Average reward obtained by the
fine-tuned model (on Ts.onty,T-only I neither- Tboth) s the evidence p = | D onty|/|D| varies. The tasks
are ordered from left to right in increasing relative extractability of the target feature (i.e. increasing
relative MDL). The task descriptions and MDL values can be found in Appendices [E] and

where the target feature ¢ is easier to extract will lead the model to rely on ¢ to distinguish prompts
in Doy, from prompts in Dyeiiher, thereby obtaining high reward when testing prompts in T_oq1y and
T}-onty- However, where ¢ is harder to extract, the model may instead rely on the spurious feature to
distinguish Dyop from Dhejiner, consequently obtaining low reward for T oniy and Ti.ony.

As seen in Fig. [2] this extractability hypothesis is, in fact, observed for the tasks considered, with the
average reward in T’ ony and Ti.on1y increasing as the relative MDL increases, which is a proxy for
how (relatively) easy the target feature is to extract.

In Fig.[3] we also observe data consistent with the evidence hypothesis: the more evidence p against
the spurious feature, the more likely the RL fine-tuned GPT-2 is to learn a policy leading to higher
reward for examples in T’s_onry. That is, the model has learned that the spurious feature is irrelevant
for the task at hand. The T} oy case is mixed, and the observed behaviour seems to depend on the
specific task. For task score, higher p leads to higher reward in T} .1y, as expected from the evidence
hypothesis. The model has inferred from the training data that the target feature is the relevant one to
get maximum reward, and disregarded the spurious feature. However, for the remaining tasks, mostly
with hard-to-extract target features, the RL fine-tuning procedure doesn’t seem to lead the model to
infer the optimal policy for T} oy solely from observing D onty, Dheither and Dyon. The task score
is possibly the only one tested where the target and spurious features are associated with specific
tokens at specific prompt locations across the 4 training subsets, making it easier for the model to
infer the target feature as it is exposed to more evidence. For the remaining tasks, the model may have
learned instead to treat the “both”, “neither”, and “s-only” datasets separately, and fail to generalise
to “¢-only”, or it may have inferred the wrong feature. For the easiest-to-extract target feature in task
-_start, consistent with the extractability hypothesis, the model learned to rely on the target feature
to get high reward for T}.on1y, even for p = 0.

We also note a distinct behaviour when the target feature has low relative extractability and the
training data has high evidence against the spurious feature. For task whitespace_count, we
observe a sharp drop in reward in the Ti.y dataset. Although higher error rates were similarly
observed in [Lovering et al., [2021]] for high p, their magnitude was much lower. One explanation is
that RL fine-tuning is less likely to lead to an optimal policy than supervised fine-tuning [Lovering
et al., [2021]]. In particular, when p is high, having a low fraction of training data showcasing the
hard-to-extract target feature may lead the model to learn the suboptimal policy of behaving as if
the target feature is never present. In this case, the model consequently learns to always generate
negative sentiment completions, regardless of the prompt.

Combining the extractability hypothesis with the evidence hypothesis, we note that, the harder a
target feature is to extract, the more evidence against the spurious feature is needed for the model
to get high reward in T’s_oniy (and Ti.onry). The most extractable target features get high reward in
Ts.only regardless of the p value. Worsening extractability then requires more evidence, with tasks
film_vs_movie, score and whitespace_count respectively requiring p = 0.01,0.05 and 0.5 to
get high reward in T’.on1y.



5 Discussion

Our results align with findings on supervised fine-tuning [Lovering et al. [2021]] - the relative
extractability of the target and spurious features strongly predict inductive biases of reinforcement
learning fine-tuning. When the target feature is highly extractable, the agent learns effective strategies
even with limited evidence. But when spurious features are more readily extracted, much more
training evidence is needed to learn a near-optimal policy.

While these results are clear in our experimental setup, there are significant limitations to consider
before generalising the extractability hypothesis to the most capable models. In our analysis, we
disregarded runs where the RL fine-tuned policy failed to get high reward for Tjejther, as it indicated that
the fine-tuning process didn’t converge to a good policy. We believe this procedure is representative
of standard practices when using RL fine-tuning, as it is common to only use fine-tuned models that
showcase a better policy than their pre-trained counterparts. Furthermore, we considered only one
target-spurious feature pair at a time. Testing on real-world NLP tasks with large models, where
multiple target and spurious features may affect the training regime, may display more complex
behaviours not present in our simplified setup.

Both our results and those in [[Lovering et al., 2021]] lend credence to the claim that similar inductive
biases may be present in other training regimes, such as RL with Al feedback (RLAIF) [Bai et al.
2022| and with human feedback (RLHF) [Ziegler et al., [2020} Stiennon et al., 2020].

6 Related Work

Inductive biases in language models have been studied in the past in various contexts. [White and
Cotterell|[2021]] uses artificial language to study the sensitivities to varying structure (such as different
word orderings) across architectures. [Papadimitriou and Jurafsky| [2023]] uses transfer learning to
influence the inductive biases of transformer language models, making them more responsive to
hierarchical or recursive structure. For real language data, Rytting and Wingate [2021]] measures the
abstract reasoning capabilities of language models, derived from pre-training. It shows how exposure
to real world data pre-disposes the model to learn various forms of generalisation. For in-context
learning, [Si et al.;,|2023]] shows that GPT-3 exhibits a clear feature bias - interpreting numeric features
as being indicative of sentiment rather than topic. Similarly, Tang et al.|[[2023]] finds that LLMs are
biased towards using spurious correlations in prompts during in-context learning. Finally, our work
builds on top of notions of feature extractability as defined in [Lovering et al.l 2021]] The authors find
that the influence of a feature on a model’s decisions can be predicted through its extractability after
pre-training and the available evidence during fine-tuning. Our work tests and quantifies whether RL
fine-tuning exhibits the same inductive biases.

7 Conclusion

In this work, we evaluate whether principles governing inductive biases in supervised learning can
be extended to understand reinforcement learning agent behaviour. Through controlled experiments
on natural language tasks, we find strong evidence that the relative extractability of features affects
which strategies agents adopt. When target features are useful for the task and highly extractable,
agents can learn effective policies even with minimal evidence. But when imperfect heuristics are
more readily extracted, more training evidence is required to overcome these biases.

Our findings demonstrate that linking extractability and statistical evidence to agent decision-making
effectively predicts generalisation capabilities. These insights enable more rigorous analysis of agent
inductive biases and suggest techniques to mitigate detrimental biases, like choosing training data
and reward schemes that properly balance extractability and evidence. Overall, this work reveals
connections between feature extractability, evidence, and agent generalisation that pave the way for
more robust development of systems fine-tuned using RL.

Broader Impacts: We aim to enable practitioners training advanced LLMs to align their models with
human values through strategies such as: curating pre-training data to incentivise desired features;
performing concept erasure [Elazar et al., 2021]] to disrupt representations of unwanted features
in pre-trained models; providing many spurious examples during fine-tuning to reduce reliance on
undesirable features.
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A Task description

Task

| Features

| Comments

film_vs_movie

t-only: Prefix “Film review: ”
s-only: Prefix “A movie review: ”
both: Prefix “A film review: ”
neither: Prefix “Movie review: ”

t-only: Prefix “$”
s-only: Prefix “#”

$_first both: Prefix “$ #”
neither: No change
t-only: Prefix “k*/10: 7 6 <kt <10and1 < k= < 10,
s-only: Prefix “k~ /10 word: ” chosen randomly. word stands for
score both: Prefix “k* /10 word: ” “review” for the controlled sentiment
neither: “k~/10: setup and “prompt” for the toxicity
setup.
Z__(())I:llly:, Il))rrig); “i ’ Similar to task $_first, but the $
#_second y symbol is not positioned at the start

both: Prefix “# $ ”
neither: No change

of the prompt, in the both case.

whitespace_start

[T L)

t-only: Prefix
s-only: Prefix “.”
both: Prefix “ ”
neither: No change

whitespace_count

t-only: whitespace count among
first 11 tokens is even

s-only: Prefix “-”

both: Prefix “-” and even whites-
pace count

neither: odd whitespace count

The prefixes “ ” or “ So: ” may be
added to ensure the original example
has the expected whitespace count.
Task designed so that ¢ is practically
unextractable.

-_start

@ 9

t-only: Prefix
s-only: even whitespace count in
first 11 tokens

both: Prefix “-” and even whites-
pace count

neither: odd whitespace count

Similar to task
whitespace_count, but with
t and s swapped. Task designed so
that s is practically unextractable.

Table 1: Summary of true and spurious features for selected tasks in the naturalistic data experiments.

B MDL values

To obtain the MDL values associated with the target and spurious features for the various setups and
tasks, we follow the approach of [Lovering et al.,[2021]]. When probing, we use a dataset composed
of s-only and both examples to compute MDL(%), and a dataset composed of s-only and neither
examples to compute MDL(s). As there is some variability in the probe’s performance, we extend the
approach in [Lovering et al.|[2021]] by running the probe training for 5 different seeds, and presenting
the mean MDL obtained, along with its standard deviation.

Note that, due to hardware limitations, only the MDL values for the warmed-up gpt2 models were
computed, and not those for the gpt2-large model.



Setup Task MDL(s) MDL(t)  Rel. MDL
whitespace_count 171+9 907+ 12 0.19 £0.01

score 117£8 207+£10 0.57£0.05
senfiment film_vs_movie 113+£5 174 £ 12 0.65 £ 0.05
#_second 169 £9 127 £5 1.33 £ 0.09
$_first 169 +9 107 £ 8 1.58 £0.14
-_start 89712 159+10 5.64£0.36
whitespace_count 245+30 829425 0.29+0.04
toxicity score 9% +15 216+ 13 0.45=£0.07
whitespace_start 282 +31 13724 2.06£0.42
-_start 851 £33 249+30 342+044

Table 2: MDL values for the controlled sentiment and toxicity setups, using GPT-2.

C Training setup

Hyperparameter Value
General
batch size 256
optimizer Adam
learning rate 1.41e-5
PPO epochs 4
total PPO epochs 200
init KL coef 0.2
target KL 0.1
vf coef 0.1
steps 51200
horizon 10000
Sentiment setup
dataset size |D| 24576
prompt size 16 tokens

generated completion 48 tokens

Toxicity setup
dataset size | D| 19968
prompt size 8 tokens
generated completion 24 tokens

Table 3: Hyperparameters applicable to all setups considered.

D Experiments with Synthetic Data

In a natural language setting, it is often the case that target features cannot be easily separated from
certain spurious features [Lovering et al., 2021]]. Furthermore, it is particularly challenging to isolate
the effects of each individual target and spurious feature on the training dynamics.

In order to elucidate not only these concepts, but also our claims, we test our hypothesis in a toy
setting, using synthetic data and a small model. This setting is designed to only showcase one target
and spurious feature at a time, without the presence of confounders, making it a clearer introduction
to our setup. It is inspired by the synthetic setup in [Lovering et al., 2021]].

We train a 4-layer transformer (with hidden size 256, and a total of 15 million parameters) to perform
a numerical sequence generation task. We use a vocabulary size of 10, corresponding to the digits
0 to 9. The model receives a prompt x consisting of ten digits and must then generate a sequence
y of five digits. If the target feature is present in the prompt, the model is rewarded for generating
an increasing sequence of numbers. If the target feature is not present, the model is rewarded for



generating a decreasing sequence. The reward model is given by

Riz,y) = {inc(y)/4, if t(x) 3)

=1
dec(y)/4, ift(z)=0

where inc(y) and dec(y) are the number of increasing and decreasing pairs of consecutive tokens in
the output y, respectively. We use proximal policy optimisation (PPO) to train the model [Schulman
et al.,|2017]]. We consider four different target features, which vary naturally in their extractability
[Lovering et al.,2021]]. These are shown in Table[d] In all cases, the spurious feature is the presence
of the symbol 2 in the prompt.

Task Target feature MDL(s) MDL(t) Rel. MDL Example

contains-1 1 occurs in prompt 214+9 213+10 1.01 £0.06 0792551434
prefix-dupl  Prompt begins with duplicate 213+8 404£80 0.53+£0.11 7753121908
adj-dupl Prompt contains a duplicate 215+8 514+111 0.4240.09 3499215785
first-last  First digit equals last digit 215+9 T741£126 0.294+0.05 6916736256

Table 4: Relative MDL values in synthetic experiments. We use the same four synthetic tasks as
[Lovering et al., 2021].

Figure [d] shows the average test reward of each model as a function of the s-only rate for each of the
target features described in Table[d} When ¢ is equally as extractable as s (as in the task contains-1),
the model is able to achieve greater than 0.9 reward at an s-only rate of only 0.1, but when ¢ is
significantly harder to extract than s (as in first-1last), the model never achieves high reward at
the same s-only rate (for the datasets Ds_oq1y and D;_qnry), and requires substantially more evidence
to get near-optimal reward.

s-only t-only neither both
1.01 ) o—o—n | o o || Imetm '\\: 7 \;’75 Ml !:P:i. zﬁgiz/o

Reward
Ut
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!
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| /
/-/.
0.0 == ey He— L S e — S — —
S Z Z RANS Z oz R ANS g R ANS oz 1 A
o o o o
p p p p
—— contains-1 prefix-dupl —=— adj-dupl — first-last

Figure 4: Transformer results for the synthetic tasks. For each task, the reward can take values in
[0, 1].

Compared to the supervised setting [Lovering et al.l 2021]], we note two additional differences:

* the higher reward variability for T jmer and Tpom, a likely result of it being more difficult to
learn the optimal policy in the RL setting;

* the lower performance in D;_onyy for the hard-to-extract target features, indicating that, in
the RL setting, the model has more difficulty inferring the optimal policy for T}.ony when
only exposed t0 Dhyejthers Dpoth and D.onty.

As with the naturalistic tasks, we also note a distinct behaviour for tasks where the target feature has

low relative extractability, and the training data has a high amount of evidence against the spurious
feature. In these cases, we observe a sharp drop in reward in the T}, dataset.
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E Results for GPT-2 large and the toxicity setup
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Figure 5: Extractability hypothesis. Results for the gpt2-large controlled sentiment setup (left)
and the gpt2 toxicity setup (right). For gpt2-large, we use the MDL results of gpt2 as a proxy.
The average reward in T_onry and T3.onry (for p = 0) is positively correlated with the relative MDL of
the studied tasks. The blue line marks a logistic regression with 95% confidence interval.
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Figure 6: GPT-2 performance on controlled sentiment tasks. Results for the gpt2-large
controlled sentiment setup (top) and the gpt2 toxicity setup (bottom). Average reward obtained by
the fine-tuned model (on the 4 datasets Ts_onty, T t-only» I neither» Iboth) as the evidence p = |Dg_oniy|/|D|
varies. The tasks are ordered from left to right in increasing relative extractability of the target feature
(i.e. decreasing relative MDL).

F Reproducibility

Our code is available at https://github.com/EdoardoPona/
predicting-inductive-biases-RL.
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