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Abstract

Label Smoothing (LS) is widely adopted to reduce overconfidence in neural net-
work predictions and improve generalization. Despite these benefits, recent studies
reveal two critical issues with LS. First, LS induces overconfidence in misclassified
samples. Second, it compacts feature representations into overly tight clusters,
diluting intra-class diversity, although the precise cause of this phenomenon re-
mained elusive. In this paper, we analytically decompose the LS-induced loss,
exposing two key terms: (i) a regularization term that dampens overconfidence
only when the prediction is correct, and (ii) an error-amplification term that arises
under misclassifications. This latter term compels the network to reinforce incorrect
predictions with undue certainty, exacerbating representation collapse. To address
these shortcomings, we propose Max Suppression (MaxSup), which applies uni-
form regularization to both correct and incorrect predictions by penalizing the top-1
logit rather than the ground-truth logit. Through extensive feature-space analyses,
we show that MaxSup restores intra-class variation and sharpens inter-class bound-
aries. Experiments on large-scale image classification and multiple downstream
tasks confirm that MaxSup is a more robust alternative to LS . [f

1 Introduction

Multi-class classification [[19,26] typically relies on one-hot labels, which implicitly treat different
classes as mutually orthogonal. In practice, however, classes often share low-level features [31144] or
exhibit high-level semantic similarities [3,24}42]], rendering the one-hot assumption overly restrictive.
Such a mismatch can yield over-confident classifiers and ultimately degrade generalization [9].

To moderate overconfidence, Szegedy et al. [34] introduced Label Smoothing (LS), which combines
a uniform distribution with the hard ground-truth label, thereby reducing the model’s certainty
in the primary class. LS has since become prevalent in image recognition [[10} 22, 136} 47]] and
neural machine translation [1} 6], often boosting accuracy and calibration [23]]. Yet subsequent work
indicates that LS can overly compress features into tight clusters [[15} 28| 41]], hindering intra-class
variability and transferability [3]]. In parallel, Zhu et al. [48] found that LS paradoxically fosters
overconfidence in misclassified samples, though the precise mechanism behind this remains uncertain.

In this paper, we reveal that LS’s training objective inherently contains an error amplification term.
This term pushes the network to reinforce incorrect predictions with exaggerated certainty, yielding
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Figure 1: Comparison of Label Smoothing (LS) and MaxSup. Left: MaxSup mitigates the intra-class
compression induced by LS while preserving inter-class separability. Right: Grad-CAM visualizations show
that MaxSup more effectively highlights class-discriminative regions than LS.

highly confident misclassifications and further compressing feature clusters (Section[3.1] Table[T).
Building on Zhu et al. [48]], we characterize “overconfidence” in terms of the model’s top-1 prediction,
rather than through conventional calibration metrics. Through our analysis, we further show that
punishing the ground-truth logit during misclassification reduces intra-class variation (Table2)), a
phenomenon corroborated by Grad-CAM visualizations (Figure 2)).

To overcome these shortcomings, we introduce Max Suppression (MaxSup), a method that retains the
beneficial regularization effect of LS while eliminating its error amplification. Rather than penalizing
the ground-truth logit, MaxSup focuses on the model’s top-1 logit, ensuring a consistent regularization
signal regardless of whether the current prediction is correct or misclassified. By preserving the
ground-truth logit in misclassifications, MaxSup sustains richer intra-class variability and sharpens
inter-class boundaries. As visualized in Figure[T] this approach mitigates the feature collapse and
attention drift often induced by LS, ultimately leading to more robust representations. Through
comprehensive experiments in both image classification (Section4.2) and semantic segmentation
(Sectionfd.3)), we show that MaxSup not only alleviates severe intra-class collapse but also consistently
boosts top-1 accuracy and robustly enhances downstream transfer performance (Section [.1)).

Our contributions are summarized as follows:

* We perform a logit-level analysis of Label Smoothing, revealing how the error amplification
term inflates misclassification confidence and compresses features.

* We propose Max Suppression (MaxSup), removing detrimental error amplification while
preserving LS’s beneficial regularization. As shown in extensive ablations, MaxSup allevi-
ates intra-class collapse and yields consistent accuracy gains.

* We demonstrate superior performance across tasks and architectures, including ResNet,
MobileNetV2, and DeiT-S, where MaxSup significantly boosts accuracy on ImageNet
and consistently delivers stronger representations for downstream tasks such as semantic
segmentation and robust transfer learning.

2 Related Work

We first outline mainstream regularization techniques in deep learning, then survey recent advances
in Label Smoothing (LS), and finally clarify how our MaxSup diverges from prior variants.

2.1 Regularization

Regularization techniques aim to improve the generalization of deep neural networks by constraining
model complexity. Classical methods like ¢ [18] and ¢; [49] impose direct penalties on large or
sparse weights, while Dropout [32] randomly deactivates neurons to discourage over-adaptation. In
the realm of loss-based strategies, Label Smoothing (LS) [34] redistributes a fraction of the label
probability mass away from the ground-truth class, thereby improving accuracy and calibration [23]].
Variants such as Online Label Smoothing (OLS) [45] and Zipf Label Smoothing (Zipf-LS) [21] refine
LS by dynamically adjusting the smoothed labels based on a model’s evolving predictions. However,
they do not fully address the fundamental issue that emerges when the ground-truth logit is not the
highest one (see Section 3.1} Table[T). Other loss-based regularizers focus on alternative aspects
of the predictive distribution. Confidence Penalty [25] penalizes the model’s confidence directly,
while Logit Penalty [4] minimizes the global /5-norm of logits, a technique reported to enhance class
separation [[15]]. Despite these benefits, Logit Penalty can inadvertently shrink intra-class variation,



thereby hampering transfer learning (see Section . T). Unlike the aforementioned methods, MaxSup
enforces regularization by penalizing only the top-1 logit 2,,,, rather than the ground-truth logit z4;. In
LS-based approaches, suppressing z,; for misclassified samples can worsen errors, whereas MaxSup
applies a uniform penalty regardless of whether the model’s prediction is correct. Consequently,
MaxSup avoids the error amplification effect, retains richer intra-class diversity (see Table[2)), and
achieves robust transfer performance across diverse datasets and model families (see Table égp

2.2 Studies on Label Smoothing

Label Smoothing has also been studied extensively under knowledge distillation. For instance, Yuan
et al. [43]] observed that LS can approximate the effect of a teacher—student framework, while Shen
et al. [[30]] investigated its role in such pipelines more systematically. Additionally, Chandrasegaran
et al. 2] demonstrated that a low-temperature, LS-trained teacher can notably improve distillation
outcomes. Concurrently, Kornblith et al. [15] showed that LS tightens intra-class clusters in the
feature space, diminishing transfer performance. From a Neural Collapse perspective [46, 8], LS
nudges the model toward rigid feature clusters, as evidenced by the reduced feature variability
measured in Xu and Liu [41]. Our goal is to overcome LS’s inherent error amplification effect.
Rather than adjusting how the smoothed label distribution is constructed (as in OLS or Zipf-LS),
MaxSup directly penalizes the highest logit z,,,,. This design ensures consistent regularization even
if z4; is not the top logit, thereby avoiding the degradation in performance typical of misclassified
samples under LS (see Section[3.2). Moreover, MaxSup integrates seamlessly into standard training
pipelines, introducing negligible computational overhead beyond substituting the LS term.

3 Max Suppression Regularization (MaxSup)

We first partition the training objective into two components: the standard Cross-Entropy (CE) loss
and a regularization term introduced by Label Smoothing (LS). By expressing LS in terms of logits
(Theorem [3.3), we isolate two key factors: a regularization term that controls overconfidence and
an error amplification term that enlarges the gap between the ground-truth logit z4; and any higher
logits (Theorem [3.4] Equation (3))), ultimately degrading performance. To address these issues, we
propose Max Suppression Regularization (MaxSup), which applies the penalty to the largest logit
Zmax Tather than z4; (Equation (IE_?[), Section @ This shift delivers consistent regularization for both
correct and incorrect predictions, preserves intra-class variation, and bolsters inter-class separability.
Consequently, MaxSup mitigates the representation collapse found in LS, attains superior ImageNet-
1K accuracy (Table [I), and improves transferability (Table [2] Table [3). The following sections
elaborate on MaxSup’s formulation and integration into the training pipeline.

3.1 Revisiting Label Smoothing

Label Smoothing (LS) is a regularization technique designed to reduce overconfidence by softening
the target distribution. Rather than assigning probability 1 to the ground-truth class and 0 to all others,
LS redistributes a fraction « of the probability uniformly across all classes:

Definition 3.1. For a standard classification task with K classes, Label Smoothing (LS) converts a
one-hot label y € R¥ into a softened target label s € RX:

5= (1— @)y + 3. (M

where y = 14 denotes the ground-truth class. The smoothing factor o € [0, 1] reduces the
confidence assigned to the ground-truth class and distributes % to other classes uniformly, thereby
mitigating overfitting, enhancing robustness, and promoting better generalization.

To clarify the effect of LS on model training, we first decompose the Cross-Entropy (CE) loss into a
standard CE term and an additional LS-induced regularization term:

Lemma 3.2. Decomposition of Cross-Entropy Loss with Soft Labels.

H(S7q) = H(Y7q) + LLS; (2)
where

Lis = a (H(;,q) - H(y,q))- 3



Where, q is the predicted probability vector, H (-) denotes the Cross-Entropy, and % is the uniform
distribution introduced by LS. This shows that LS adds a regularization term, Lig, which smooths the
output distribution and helps to reduce overfitting. (See Section[A|for a formal proof.)

Building on Theorem[3.2] we next explicitly express L at the logit level for further analysis.
Theorem 3.3. Logit-Level Formulation of Label Smoothing Loss.

1 K
Lis = a(zgt - ?sz) 4
k=1

where zgy is the logit corresponding to the ground-truth class, and % ZkK:1 2k is the average logit.
Thus, LS penalizes the gap between z4; and the average logit, encouraging a more balanced output
distribution and reducing overconfidence. (See Section|B|for the proof.)

The behavior of L differs depending on whether z,; is already the maximum logit. Specifically,
depending on whether the prediction is correct (zg¢ = Zmax) OF incorrect (2g¢ 7# Zmax), W€ Can
decompose L;g into two parts:

Corollary 3.4. Decomposition of Label Smoothing Loss.

Lis = 2 > (s —2m) + 2 3 (20— 2n), )

z2m <Zgt Zn>Zgt

Regularization Error amplification

where M and N are the numbers of logits below and above zy;, respectively (M + N = K — 1).
Note that the error amplification term vanishes when zgy = Zyqayx.

1. Regularization: Penalizes the gap between zg: and any smaller logits, thereby moderating
overconfidence.

2. Error amplification: Penalizes the gap between z4 and larger logits, inadvertently increas-
ing overconfidence in incorrect predictions.

Although LS aims to combat overfitting by reducing prediction confidence, its error amplification
component can be detrimental for misclassified samples, as it widens the gap between the ground-truth
logit zy4; and the incorrect top logit. Concretely:

1. Correct Predictions (z4; = Zna): The error amplification term is zero, and the regular-
ization term effectively reduces overconfidence by shrinking the gap between 24 and any
smaller logits.

2. Incorrect Predictions (z4: 7 Zmax): LS introduces two potential issues:

* Error amplification: Increases the gap between z,; and larger logits, reinforcing
overconfidence in incorrect predictions.

* Inconsistent Regularization: The regularization term lowers z,4; yet does not penalize
Zmax> Which further impairs learning.

These issues with LS on misclassified samples have also been systematically observed in prior
work [39]]. By precisely disentangling these two components (regularization vs. error amplification),
we can design a more targeted and effective solution.

Ablation Study on LS Components. To isolate the effects of each component in LS, we carefully
perform a detailed and systematic ablation study on ImageNet- 1K using a DeiT-Small model [36]
without Mixup or CutMix. As indicated in Table[l] the performance gains from LS stem solely from
the regularization term, whereas the error amplification term degrades accuracy. In contrast, our
MaxSup omits the error amplification component and leverages only the beneficial regularization,
thereby boosting accuracy beyond that of standard LS. Specifically, Table [I| shows that LS’s overall
improvement can be attributed exclusively to its regularization contribution; the error amplification
term consistently reduces accuracy (e.g., to 73.63% or 73.69%). Disabling only the error amplification
while retaining the regularization yields a slight but measurable improvement (75.98% vs. 75.91%).
By fully removing error amplification and faithfully preserving the helpful aspects of LS, our MaxSup
achieves 76.12% accuracy, clearly and consistently outperforming LS. This result underscores that
MaxSup directly tackles LS’s fundamental shortcoming by maintaining a consistent and meaningful
regularization signal—even when the top-1 prediction is incorrect.



Table 1: Ablation on LS components using DeiT-Small on ImageNet-1K (without CutMix or Mixup). “Reg-
ularization” denotes penalizing logits smaller than z4;; “error amplification” penalizes logits larger than zg;.
MaxSup removes error amplification while retaining regularization.

Method Formulation Accuracy
Baseline - 74.21
+Label Smoothing K %:Zm<th (29t = 2m) 7591
+ K Zzn>zgt (th - Z")
+ Regularization e sz<zqt (zgt — 2m) 75.98
+error amplification & > >7~’q\t (29t — 2n) 73.63
+ error amplification & (25t — Zmar) 73.69
+ MaxSup o (ma — 00 ) 76.12

3.2 Max Suppression Regularization

Building on our analysis in Section [3.1] we find that Label Smoothing (LS) not only impacts
correctly classified samples but also influences misclassifications in unintended and harmful ways.
Specifically, LS suffers from two main limitations: inconsistent regularization and error amplification.
As illustrated in Table El, LS penalizes the ground-truth logit z4; even in misclassified examples,
needlessly widening the gap between z,4; and the erroneous top-1 logit. To resolve these critical
shortcomings, we propose Max Suppression Regularization (MaxSup), which explicitly penalizes the
largest logit 2, rather than z,4,. This key design choice ensures uniform regularization across both
correct and misclassified samples, effectively eliminating the error-amplification issue in LS (Table[T)
and preserving the ground-truth logit’s integrity for more stable, robust learning.

Definition 3.5. Max Suppression Regularization

We define the Cross-Entropy loss with MaxSup as follows:

H(Sv q) = H(yv q) + LMaxSup 9 (6)
—— N—_—— ——
CE with Soft Labels CE with Hard Labels Max Suppression Loss
where
LMaxSup = « (H(%7 q) - H(yl7 q)) ) (7)
and
Uk

=1 { k=arg max(q)} ’

so that y;, = 1 identifies the model’s top-1 prediction and y;, = 0 otherwise. Here, H (%, q)
encourages a uniform output distribution to mitigate overconfidence, while H (y’, q) penalizes the
current top-1 logit. By shifting the penalty from z,; (the ground-truth logit) to 2., (the highest
logit), MaxSup avoids unduly suppressing z,; when the model misclassifies, thus overcoming Label
Smoothing’s principal shortcoming.

Logit-Level Formulation of MaxSup. Building on the logit-level perspective introduced for LS in
Section@ we can express Lyqysup as:

K
LMaxSup = a(zmax - %sz)7 (8)

k=1

where z,,, = maxy{z;} is the largest (top-1) logit, and % Zszl 2k, is the mean logit. Unlike
LS, which penalizes the ground-truth logit z4; and may worsen errors in misclassified samples,
MaxSup shifts the highest logit uniformly, thus providing consistent regularization for both correct
and incorrect predictions. As shown in Table[T} this approach eliminates LS’s error-amplification
issue while preserving the intended overconfidence suppression.

Comparison with Label Smoothing. MaxSup fundamentally differs from LS in handling correct
and incorrect predictions. When zg; = Zpax, both LS and MaxSup similarly reduce overconfidence.
However, when zg¢ # Zmqr, LS shrinks z,;, widening the gap with the incorrect logit, whereas



MaxSup penalizes 2y, preserving zg; from undue suppression. As illustrated in Figure 2} this helps
the model recover from mistakes more effectively and avoid reinforcing incorrect predictions.

Gradient Analysis. To understand MaxSup’s optimization dynamics, we compute its gradients with
respect to each logit z;. Specifically,

OLMaxsup {a(l — %), if k = arg max(q), ©)
8zk N

— %> otherwise.

Thus, the top-1 logit 2z, is reduced by a(l — %), while all other logits slightly increase by 7.
In misclassified cases, the ground-truth logit z4; is spared from penalization, avoiding the error-
amplification issue seen in LS. For completeness, Appendix [A] provides the full gradient derivation.
While [39] conducted a related gradient analysis of the training loss, it focuses specifically on the
setting of selective classification, and examines a posthoc logit normalization technique to mitigate
confidence calibration issues. However, this approach addresses only the overconfidence problem
of label smoothing (LS), without tackling representation collapse. Moreover, our work presents a
logit-level reformulation of LS that provides a deeper theoretical understanding of why LS amplifies
errors.

Behavior Across Different Samples. MaxSup applies a dynamic penalty based on the model’s
current predictions. For high-confidence, correctly classified examples, it behaves similarly to LS by
reducing overconfidence, effectively mitigating overfitting. In contrast, for misclassified or uncertain
samples, MaxSup aggressively suppresses the incorrect top-1 logit, further safeguarding the ground-
truth logit z4;. This selective strategy preserves a faithful and reliable representation of the true class
while actively discouraging error propagation. As shown in Section4.2]and Table[5] this promotes
more robust decision boundaries and leads to stronger generalization.

Theoretical Insights and Practical Benefits. MaxSup provides both theoretical and practical ad-
vantages over LS. Whereas LS applies a uniform penalty to the ground-truth logit regardless of
correctness, MaxSup penalizes only the most confident logit z,,,,. This dynamic adjustment robustly
prevents error accumulation in misclassifications, ensuring more stable convergence. As a result,
MaxSup generalizes better and achieves strong performance on challenging datasets. Moreover, as
shown in Section[4.T| MaxSup preserves greater intra-class diversity, substantially improving transfer
learning (Table[3) and yielding more interpretable activation maps (Figure 2).

4 Experiments

We begin by examining how MaxSup improves feature representations, then evaluate it on large-scale
image classification and semantic segmentation tasks. Finally, we visualize class activation maps to
illustrate the practical benefits of MaxSup.

4.1 Analysis of MaxSup’s Learning Benefits

Having established how MaxSup addresses Label Smoothing’s (LS) principal shortcomings (Sec-
tion [3.1)), we now demonstrate its impact on inter-class separability and intra-class variation—two
properties essential for accurate classification and effective transfer learning.

4.1.1 Intra-Class Variation and Transferability

As noted in Section Label Smooth-
ing (LS) primarily curbs overconfidence
for correctly classified samples but inad-

Table 2: Feature quality of ResNet-50 on ImageNet-1K.

) T dwinin? | R*1

vertently triggers error amplification in Method

misclassifications. This uneven penaliza- Train ~ Val | Train  Val
tion can overly compress intra-class fea- Baseline 0311 0331|0403 0.445
ture representations. By contrast, Max- LS 0263 0.254 | 0469 0.461
Sup uniformly penalizes the top-1 logit, OLS 0.271 0.282 ] 0.594 0.571
whether the prediction is correct or in- Zipf-LS 0261 0293 | 0.552 0.479
correct, thereby eliminating LS’s error- MaxSup 0.293 0.300 | 0.519 0.497
amplification effect and preserving finer Logit Penalty 0.284 0.314 | 0.645 0.602

distinctions within each class.



Table [2| compares intra-class variation (dyimin) and inter-class separability (RQ) [15] for ResNet-
50 trained on ImageNet-1K. Although all investigated regularizers decrease dyinin relative to a
baseline, MaxSup yields the smallest reduction, indicating a stronger retention of subtle within-class
diversity—widely associated with enhanced generalization and improved transfer performance.

These benefits are further underscored by the linear-probe transfer accuracy on CIFAR-10 (Table [3).
While LS and Logit Penalty each boost ImageNet accuracy, both degrade transfer accuracy, likely
by suppressing informative and transferable features. By contrast, MaxSup preserves near-baseline
performance, implying that it maintains rich discriminative information crucial for downstream tasks.
For extended evaluations on diverse datasets, see Table[I2]in the appendix.

4.1.2 Connection to Logit Penalty

As detailed in Section@ both Label Smoothing (LS) variants
and MaxSup impose penalties directly at the logit level, align-
ing with the perspective that various regularizers influence
a model’s representational capacity via distinct logit con-

Table 3: Linear-probe transfer accuracy
on CIFAR-10 (higher is better).

straints [[LS)]. Within this family of techniques, Logit Penalty Method Acc.
and MaxSup both address the maximum logit, yet diverge Baseline 0.814
fundamentally in their specific methods of regularization. Label Smoothing  0.746

. L. . . Logit Penalty 0.724
Logit Penalty minimizes the ¢5-norm of the entire logit vector, MaxSup 0.810

inducing a global contraction that can improve class separa-
tion but also reduce intra-class diversity, potentially hindering
downstream transfer. By contrast, MaxSup focuses exclusively on the top-1 logit, gently nudging it
closer to the mean logit. Because only the highest-confidence prediction is penalized, MaxSup avoids
the uniform shrinkage observed in Logit Penalty, preserving richer intra-class variation—a property
essential for robust transfer. Further insights into this behavior can be found in Section [L] where
logit-value histograms illustrate how each method affects the logit distribution.

4.2 Evaluation on ImageNet Classification

Next, we compare MaxSup to standard Label Smoothing (LS) and various LS extensions on the
large-scale ImageNet-1K dataset.

4.2.1 Experiment Setup

Model Training Configurations.We evaluate both convolutional (ResNet[10], MobileNetV2 [27]])
and transformer (DeiT-Small [36]) architectures on ImageNet [17]. For the ResNet Series, we
train for 200 epochs using stochastic gradient descent (SGD) with momentum0.9, weight decay of
1 x 107%, and a batch size of 2048. The initial learning rate is 0.85 and is annealed via a cosine
scheduleE] We also test ResNet variants on CIFAR-100 with a conventional setup: an initial learning
rate of 0.1 (reduced fivefold at epochs 60, 120, and 160), training for 200 epochs with batch size 128
and weight decay 5 x 10~%. For DeiT-Small, we use the official codebase [36], training from scratch
without knowledge distillation to isolate MaxSup’s contribution. CutMix and Mixup are disabled to
ensure the model optimization objective remains unchanged.

Hyperparameters for Compared Methods.We compare Max Suppression Regularization against
arange of LS extensions, including Zipf Label Smoothing[21] and Online Label Smoothing [45]].
Where official implementations exist, we adopt them directly; otherwise, we follow the methodologi-
cal details provided in each respective paper. Except for any method-specific hyperparameters, all
other core training settings remain identical to the baselines. Furthermore, both MaxSup and standard
LS employ a linearly increasing «-scheduler for improved training stability (see Section [F). This
ensures a fair comparison under consistent and reproducible training protocols.

4.2.2 Experiment Results

ConvNet Comparison. Tabld4] shows results for MaxSup alongside various label-smoothing and
self-distillation methods on both ImageNet and CIFAR-100 benchmarks. Across all convolutional

3 Additional training hyperparameters follow the FECV scripts at https://github.com/libffcv/ffcv
See Section@ for further details.
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architectures tested, MaxSup consistently delivers the highest top-1 accuracy among label-smoothing
approaches. By contrast, OLS [45] and Zipf-LS [21] exhibit less stable gains, suggesting their
effectiveness may heavily hinge on specific training protocols.

To reproduce OLS and Zipf-LS, we apply the authors’ official codebases and hyperparameters but do
not replicate their complete training recipes (e.g., OLS trains for 250 epochs with a step-scheduled
learning rate of 0.1, and Zipf-LS uses 100 epochs with distinct hyperparameters). Even under these
modified settings, MaxSup remains robust, highlighting its effectiveness across a variety of training
schedules—unlike the more schedule-sensitive improvements noted for OLS and Zipf-LS.

Table 4: Performance comparison of classical convolutional networks on ImageNet and CIFAR-100. All results
are shown as “mean =+ std” (percentage). Bold highlights the best performance; underlined marks the second
best. (Methods labeled with * indicate code adapted from official repositories; see the text for additional details.)

Method ImageNet CIFAR-100

ResNet-18  ResNet-50 ResNet-101 MobileNetV2 ResNet-18 ResNet-50 ResNet-101 MobileNetV2
Baseline 69.09+0.12  76.41+£0.10  75.96+0.18 71.40£0.12  76.16+£0.18 78.69+0.16  79.11+0.21 68.06+0.06
Label Smoothing  69.54+0.15  76.91£0.11  77.37+0.15 71.61£0.09  77.05£0.17 78.88+0.13  79.19+0.25 69.65+0.08
Zipf-LS™ 69.31£0.12  76.73+0.17  76.91x0.11 71.16£0.15  76.21+0.12 78.75+0.21  79.15+0.18 69.39+0.08
OLS* 69.45+0.15 77.23+0.21 77.71+0.17 71.63+0.11  77.33+0.15 78.79+0.12  79.25+0.15 68.91+0.11
MaxSup 69.96+0.13  77.69+0.07  78.18+0.12 72.08+0.17  77.82+0.15 79.15+0.13  79.41+0.19 69.88+0.07

Logit Penalty 68.48+0.10 76.73+0.10  77.20+0.15 71.13£0.10  76.41+0.15 78.90+0.16  78.89+0.21 69.46+0.08

DeiT Comparls_on' Table 5| summarizes per- Table 5: DeiT-Small top-1 accuracy (%), reported as
formance for DeiT-Small on ImageNet across  mean + standard deviation. Values in parentheses indicate
various regularization strategies. Notably, absolute improvements over the baseline.

MaxSup attains a top-1 accuracy of 76.49%,

surpassing standard Label Smoothing by Method Mean Std
0.41%. In contrast, LS variants such as Zipf-

LS and OLS offer only minor gains over LS, E:;glgfmo thing 76 Og‘tigl 69) 8%2
implying that their heavy reliance on data aug- Zipf-LS 7 5:89 ( +1: 50) 0:26
mentation may limit their applicability to vi- OLS 76.16 (+1.77) 0.18
sion transformers. By outperforming both LS MaxSup 76.49 (+2.10) 0.12

and its variants without additional data manip-
ulations, MaxSup demonstrates robust feature enhancement. These findings underscore MaxSup’s
adaptability to different architectures and emphasize its utility in scenarios where conventional
label-smoothing methods yield limited benefits.

Fine-Grained Classification. Beyond large-  yple 6: Classification on CUB and Cars Datasets.
scale benchmarks like ImageNet, we further

evaluate MaxSup on two fine-grained visual Method CUB[37] Cars[16]
recognition tasks: CUB-200-2011 [37] and
Stgnford Cars [16l]. These Qatasets pose LS 8196 9164
unique challenges due to subtle inter-class dif- OLS 3233 91.96
ferences, which pftep expose the limitations of Zipf-LS 81.40 90.99
standard regularization approaches. As shown MaxSup  82.53 92.25
in Table [6] MaxSup achieves the best perfor-
mance across both datasets, surpassing LS and
its recent variants. This demonstrates that MaxSup encourages the model to learn more discriminative
and semantically rich representations that better capture fine-grained attributes, such as textures and
part-level details. The consistent improvements on these benchmarks further validate MaxSup’s
capacity to generalize across different visual domains and its potential to enhance robustness in
recognition scenarios where nuanced feature understanding is critical.

Baseline 80.88 90.27

Long-Tailed Classification. To assess the effectiveness of MaxSup under data imbalance, we
performed experiments on the CIFAR-10-LT dataset with imbalance ratios of 50 and 100, following
the experimental settings described in [35]. The corresponding results are summarized in Table[7]
The evaluation compares three setups: Focal Loss, Focal Loss + LS, and Focal Loss + MaxSup.
Across all imbalance ratios and splits (val/test), MaxSup consistently outperforms both the baseline
and LS in overall accuracy, which jointly reflects the many-shot, medium-shot, and low-shot (minor
class) performance. For example, at an imbalance ratio of 50 on the test split, MaxSup achieves
81.4% accuracy, outperforming Focal Loss (76.8%) by 4.6 percentage points, and LS (80.5%) by



Table 7: Comparison of classification performance (%) across imbalance levels for different loss
strategies (Focal Loss vs Label Smoothing (LS) vs MaxSup) on the long-tailed CIFAR-10 dataset
using Resnet-32. Best performances are in bold.

Dataset Split Imbalance Ratio Method Overall Many Medium Low
Focal Loss 77.4 76.0 89.7 0.0

LT CIFAR-10  val 50 Label Smoothing 81.2 81.6 77.0 0.0
MaxSup 82.1 82.5 78.1 0.0

Focal Loss 76.8 75.3 90.4 0.0

LT CIFAR-10  test 50 Label Smoothing 80.5 81.1 754 0.0
MaxSup 814 82.3 73.4 0.0

Focal Loss 75.1 71.8 88.3 0.0

LT CIFAR-10  val 100 Label Smoothing 76.6 80.6 60.7 0.0
MaxSup 77.1 80.1 65.1 0.0

Focal Loss 74.7 71.6 87.2 0.0

LT CIFAR-10  test 100 Label Smoothing 76.4 80.8 59.0 0.0
MaxSup 76.4 79.9 62.4 0.0

0.9 percentage points. These results indicate that MaxSup achieves a better trade-off between
many- and medium-shot accuracy. While it does not fully resolve the challenge of imbalanced
classification—especially for minority classes—it shows positive effects and offers a promising
direction for further extension.

Corrupted Image Classification To evalu- Typje 8: Comparison of MaxSup, Label Smoothing
ate the effectiveness of MaxSup on out-of- (1.§) and standard Cross Entropy (CE) on CIFAR-

distribution (OOD) settings, we also con- 1(_C. Lower is better. Values show mean(std) across
ducted experiments on CIFAR10-C bench- 10 setups.

mark [12]] shown in Table[§]following settings

in [11]. Table E] reports the performance of Metric MaxSup LS CE

MaxSup and Label Smoothing (LS) on this Error (Cor)  0.362(0.055)  0.359(0.064)  0.354(0.015)
benchmark using ResNet-50 as the backbone. NLL (Corr) ~ 1.770(0.103)  1.476(0.111)  1.819(0.158)
Specifically, LS yields a better NLL (1.5730 ECE (Corr)  0.145(0.003)  0.158(0.015)  0.260(0.015)

vs. 1.8431), implying more confident proba-

bilistic predictions. However, MaxSup achieves a better ECE (0.1479 vs. 0.1741), indicating better
calibration of the predicted confidence scores. These results validate that MaxSup remains effective
on OOD datasets, achieving performance comparable to LS across all three metrics.

Ablation on the Weight Schedule. We also systematically investigate how different o scheduling
strategies impact MaxSup’s performance. Empirical results indicate that MaxSup consistently
maintains high accuracy across a wide range of schedules, further underscoring its robustness against
hyperparameter changes. For additional details and discussions, refer to Section [F]

4.3 Evaluation on Semantic Segmentation

We further investigate MaxSup’s app.hcab.ll— Table 9: Semantic segmentation (multi-scale) on
ity to downstream task.s by evaluat}ng 1t ADE20K using UperNet. All models are pretrained on
performance on semantic segmentatlon us- ImageNet_]K; mloU reported as percentage.

ing the widely adopted MMSegmentation
frameworkE] Specifically, we adopt the Uper- Backbone Method mloU
Net [40]] architecture with a DeiT-Small back- Baseline 1
bone, trained on ADEZQK. Models pretrained DeiT-Small  Label Smoothing 424 (+0.3)
on ImageNet-1K with either MaxSup or Label MaxSup 42.8 (+0.7)
Smoothing are then fine-tuned under the same
cross-entropy objective (Section[d.2.2).

Table [9] shows that initializing with MaxSup-pretrained weights yields an mIoU of 42.8%, surpassing
the 42.4% achieved by Label Smoothing. This improvement indicates that MaxSup fosters more

Shttps://github.com/open-mmlab/mmsegmentation
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discriminative feature representations conducive to dense prediction tasks. By more effectively
capturing class boundaries and within-class variability, MaxSup promotes stronger segmentation
results, underscoring its potential to deliver features that are both transferable and highly robust.

4.4 Visualization via Class Activation Maps

To better understand how MaxSup fundamen-
tally differs from Label Smoothing (LS) in
guiding model decisions, we employ Gradient-
weighted Class Activation Mapping (Grad-
CAM) [29], which highlights regions most in-
fluential for each prediction.

We evaluate DeiT-Small under three training se-
tups: MaxSup (second row), LS (third row), and
a baseline with standard cross-entropy (fourth
row). As illustrated in Figure[2] MaxSup-trained
models more effectively suppress background
distractions than LS, which often fixates on un-
related objects—such as poles in “Bird,” tubes
in “Goldfish,” and caps in “House Finch.” This
behavior reflects LS’s error-enhancement mech- @ bsisnootingis - o) Lasa smoomingis ) LabetSmoottivg (9 Label Smootingan () Lael smcating

severely distracted by severely distracted by  Completely focuses on  Baseline are both fails to consider the tail

the pole. the tube, and Baseline  the wrong position, severely distracted by of the monkey, and

anism, which can misdirect attention. oo ms®  wnoress Bacongls s wanos S i oo
gold fish at botiom. distracted by the on the head forehead.
surrounding objects.

Mqreover, MaxSup retalqs a Wlder spectrum of Figure 2: Grad-CAM [29]] visualizations for DeiT-
salient features, as exemplified in the Shark™ and  Small models under three training setups: MaxSup (2nd
Monkey” images, where LS-trained models of- row), Label Smoothing (3rd row), and a baseline (4th
ten omit crucial semantic details (e.g., fins, tails, row). The first row shows the original images. Com-
or facial contours). These findings align with pared to Label Smoothing, MaxSup more effectively
our analysis in Section m clearly demonstrating filters out non-target regions and highlights essential fea-
that MaxSup preserves richer intra-class infor- tures of the target class, reducing instances where the
mation. Consequently, MaxSup-trained models model partially or entirely focuses on irrelevant areas.
produce more accurate and consistent predic-

tions by effectively leveraging fine-grained object cues. Further quantitative Grad-CAM overlay
metrics (e.g., precision and recall for target regions) confirm that MaxSup yields more focused and
comprehensive activation maps, further underscoring its overall efficacy.

5 Conclusion

We examined the shortcomings of Label Smoothing (LS) and introduced Max Suppression Regular-
ization (MaxSup) as a targeted and practical remedy. Our analysis shows that LS can unintentionally
heighten overconfidence in misclassified samples by failing to sufficiently penalize incorrect top-1
logits. In contrast, MaxSup uniformly penalizes the highest logit, regardless of prediction correctness,
thereby effectively eliminating LS’s error amplification. Extensive experiments demonstrate that
MaxSup not only improves accuracy but also preserves richer intra-class variation and enforces
sharper inter-class boundaries, leading to more nuanced and transferable feature representations and
superior transfer performance. Moreover, class activation maps confirm that MaxSup better attends
to salient object regions, reducing focus on irrelevant background elements.

Limitations. Prior work notes that LS-trained teachers may degrade knowledge distillation
[14]], and Guo et al. [8] suggests LS accelerates convergence via improved conditioning. Examining
MaxSup’s potential role in distillation and its overall impact on training dynamics would clarify these
underlying effects. Recent studies [33L 7] also show that ¢5 regularization biases final-layer features
toward low-rank solutions, raising interesting questions about whether MaxSup behaves similarly.

Impact. In practical applications, MaxSup shows strong promise for systems demanding robust
generalization and efficient transfer, and we have not observed any additional adverse effects or
trade-offs. By offering researchers and practitioners both a clearer understanding of LS’s limitations
and a straightforward, computationally light, and easily integrable method to overcome them, MaxSup
may help guide the development of more reliable and interpretable deep learning models.
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1.

Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The paper’s abstract and introduction outline the main contribu-
tions—including the identification of Label Smoothing (LS) shortcomings and the proposal
of Max Suppression (MaxSup)—and these claims align with the theoretical and experimental
sections.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: A dedicated “Limitations” portion (or equivalent discussion) is provided,
acknowledging possible extensions (e.g., knowledge distillation scenarios) and other open
questions (e.g., interactions with /5 regularization).

. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper includes formal statements and proofs in the main text and/or
appendix (Lemma/Theorem with proofs in the supplementary material). All assumptions
are clearly stated, and references are provided.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results?

Answer: [Yes]

Justification: The main text and appendix provide training pipelines, hyperparameters,
datasets, and references to the code. Full details (batch sizes, learning rates, etc.) are
included.

. Open access to data and code

Question: Does the paper provide open access to the data and code?
Answer: [Yes]

Justification: The code is released (anonymized if needed), and the datasets used (ImageNet,
CIFAR, etc.) are publicly available under their respective standard licenses.

. Experimental setting/details

Question: Does the paper specify all the training and test details necessary to understand
the results?

Answer: [Yes]

Justification: Section [4.2.1] and the appendix detail the setup (optimizers, data splits,
learning rates, etc.). The authors specify how they selected key hyperparameters.

. Experiment statistical significance

Question: Does the paper report error bars or statistical significance for the experiments?
Answer: [Yes]

Justification: Tables report “mean =+ std” from multiple runs, reflecting the variability due
to initialization or training seeds. This is shown in all main experimental tables.

. Experiments compute resources

Question: Does the paper provide sufficient information about compute resources?
Answer: [Yes]
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Justification: The text or appendix indicates GPU usage (e.g., ResNet on cluster GPUs),
approximate training duration, and other relevant details. Though high-level, it suffices to
gauge feasibility.

. Code of ethics

Question: Does the research conform with the NeurIPS Code of Ethics?
Answer: [Yes]

Justification: The work adheres to standard academic norms, uses publicly available
datasets, and presents no known ethical concerns or conflicts with the NeurIPS Code of
Ethics.

Broader impacts
Question: Does the paper discuss both potential positive and negative societal impacts?
Answer: [Yes]

Justification: The “Impact” statement addresses potential benefits (improved accuracy and
transfer, leading to more robust systems) and acknowledges that misuses are minimal given
the method’s purely algorithmic nature.

Safeguards
Question: Does the paper describe safeguards for high-risk data or models?
Answer: [NA]

Justification: The paper does not involve high-risk data (e.g., private user info) or high-risk
models (e.g., generative LLMs). Standard ImageNet/CIFAR usage and training code are of
no particular misuse risk.

Licenses for existing assets
Question: Are the creators of assets properly credited, and the licenses mentioned?
Answer: [Yes]

Justification: The paper cites and credits publicly available code or datasets (ImageNet,
CIFAR, etc.) with references to their original licenses or terms of service.

New assets
Question: Are newly introduced assets well documented?
Answer: [NA]

Justification: No new data or special code libraries are introduced beyond the regular code
release. The approach modifies existing code for training frameworks but does not constitute
a new dataset or model asset.

Crowdsourcing and research with human subjects

Question: Are there human subjects or crowdsourcing experiments, with instructions and
compensation described?

Answer: [NA|

Justification: The work involves no human subjects or crowdsourcing tasks.
Institutional review board (IRB) approvals or equivalent

Question: Does the paper discuss IRB approvals for human-subjects research?
Answer: [NA]

Justification: The paper does not involve human subjects; no IRB is necessary.
Declaration of LLM usage

Question: Does the paper describe usage of LLMs if it is essential to core methods in this
research?

Answer: [Yes]

Justification: We used a Large Language Model (LLM) solely for writing and polishing
the paper’s text. The LLM was not involved in designing, conducting, or analyzing the
experiments, nor in developing the core algorithmic contributions.
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A Technical Appendices and Supplementary Material

Technical appendices with additional results, figures, graphs and proofs may be submitted with
the paper submission before the full submission deadline (see above), or as a separate PDF in the
ZIP file below before the supplementary material deadline. There is no page limit for the technical
appendices.
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A Proof of Lemma 3.2

Proof. We aim to demonstrate the validity of Lemma 3.2, which states:

H(s,q) = H(y,q) + Lrs (10)

where Ls = o (H (%,9) — H(y,q))
Let us proceed with the proof:

We begin by expressing the cross-entropy H (s, q):

K
H(s,q) = =Y silog g (11)
k=1
In the context of label smoothing, si, is defined as:

sk =(1— aQ)ye + % (12)

where « is the smoothing parameter, ¥y, is the original label, and K is the number of classes.

Substituting this expression for sy, into the cross-entropy formula:

K
(0%
His.a)= =3 (1= @)y + = ) log ax (13)
Expanding the sum:
K a K
H(S7q):_(1_‘“)’;%10&‘%%_};_110% (14)

We recognize that the first term is equivalent to (1 — o) H(y, q), and the second term to ocH (4, q).
Thus:

1
H(s.0) = (1~ )i (v.) + ot ( fo.a) (15)
Rearranging the terms:
1
H(s,q) = H(y,q) + o <H (K,q> - H(y,q)> (16)

We can now identify H (y, q) as the original cross-entropy loss and L; s = « (H (%, q) — H(y, q))
as the Label Smoothing loss.

Therefore, we have demonstrated that:

H(s,q) = H(y,q) + Lrs (17)

with Ly s as defined in the lemma. It is noteworthy that the original cross-entropy loss H(y,q)
remains unweighted by « in this decomposition, which is consistent with the statement in Lemma
3.2
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B Proof of Theorem

Proof. We aim to prove the equation:

1 K
Lis = ozge = 52 Y %) (18)

k=1

Let s be the smoothed label vector and q be the predicted probability vector. We start with the
cross-entropy between s and q:

K
—> " silog gy (19)
k=

With label smoothing, s = (1 — «)yx + %, where y is the one-hot ground truth vector and « is the
smoothing parameter. Substituting this:

Mw

[(1— )y + }loqu (20)
k:l
Expanding:
K 0 K
H(s,a) =—(1-0a) ) yrlogas — = Y _loga 1)
k=1 k=1

Since y is a one-hot vector, Zle yx log qi. = log g4+, where gt is the index of the ground truth class:

K
@
H(s,q) = —(1 - a)log gy — ?;bqu (22)
Using the softmax function, g5, = sH kez , we can express log g in terms of logits:
K
log g = 2z — log() _e*) (23)
j=1
Substituting this into our expression:
K
H(s,q) = — (1 - a)[zg —log(d_ )]
j=1

a K K
" 2l s ™)

K
—1-a)zge + (1 — @) 10g(z e*) (24)
j=1
0 K K
~% sz + alog(Zezﬂ')
k=1 j=1
K K

(0% .
= (=) — e 3o+ log(Y )
k=1 7

1
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Rearranging:

K
H(s,q) = —z4 + log Z )+ afzg — 7 Z 2k (25)

We can identify:
* H(y,q) = —z4 + log(z _, €7) (cross-entropy for one-hot vector y)

o Lis=ofzg — % iy 2]

Thus, we have proven:
H(s,q) = H(y,q) + Lis (26)

Due to the broad usage of CutMix and Mixup in the training recipe of modern Neural Networks, we
additionally take their impact into account together with Label Smoothing. Now we additionally
prove the case with Cutmix and Mixup:

Lis = a((Azgin + (1= X zgi2) sz 27)

With Cutmix and Mixup, the smoothed label becomes:

sk = (1—a)Arr + (1 — Nyke) + % (28)

where y11 and yg2 are one-hot vectors for the two ground truth classes from mixing, and A is the
mixing ratio.

Starting with the cross-entropy:

K
- Zsklog i (29)
K [0
== (1= )y + (1 = Nyka) + o ax (30)
k=1
K K
—(1=a) YO + (1= Nyee) log gi = 7= > log g (31)
k=1 k:

Since y;1 and ygo are one-hot vectors:

H(s,q) = —(1 — a)(Aogqgu + (1 — A)log gg2) Z log g, (32)

where gt1 and gt¢2 are the indices of the two ground truth classes.

Using g, = s kez , we express in terms of logits:
K K
H(s,q) = —(1 — &) [A(2zg1 — log Z e%)) ) (zgt2 — log Z e%)) (33)
j=1 j=1
0 K K
~% Z 2, — log Z €] (34)
k=1 j=1



Simplifying:

K
H(s,q) = —(1 — a)Azg + (1= N)zga] + (1 — ) log () _ ™) (35)

j=1
K

K
Z zi + alog Ze ) (36)
k: J

i=1

= —(1—a)Azgn + (1 = N zgea] — E}wH%E}% (37)
Rearranging:
K
H(s,q) = —[Azge1 + (1 — X)zge2] + log Z e*) (38)
Jj=1
1 XK
+ a[Azge + (1 — N)zgeo — Z 2k (39)
k=1
We can identify:

* Hiy',q) = —[Azg1 + (1 — N)zgia] + log(z _, €%7) (cross-entropy for mixed label y”)

o Lig=aXzgn + (1= N)zgro — % Zk 1 2k)

Thus, we have proven:
H(s,q) = H(y',q) + Lis (40)

This completes the proof for both cases of Theorem 3.3]

C Gradient Analysis

C.1 New Objective Function
The Cross Entropy with Max Suppression is defined as:

«
LMaxSup,t(xv y) =H (yk + ? — Q- 1k:argmax(q)7 qf (:E))

where H (-, -) denotes the cross-entropy function.

C.2 Gradient Analysis

The gradient of the loss with respect to the logit z; for each class ¢ is derived as:

MaxSup,t o
ai =Yti — Yi — ? +a- 1i:argmax(q)

We analyze this gradient under two scenarios:
Scenario 1: Model makes correct prediction

In this case, Max Suppression is equivalent to Label Smoothing. When the model correctly predicts
the target class (argmax(q) = GT), the gradients are:
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« For the target class (GT): Ipr """ = grgr — (1 —a (1 - &)

MaxSup, ¢
* For non-target classes: 9, " = qp; — e

Scenario 2: Model makes wrong prediction

When the model incorrectly predicts the most confident class (argmax(q) # GT), the gradients are:

» For the target class (GT): 824{1"5”p’t =qor— (1+%)

* For non-target classes (not most confident): a;“a"S“P»t

=[R

=t —

* For the most confident non-target class: 8?4&X5“p’t

=i T (- %)

The Max Suppression regularization technique implements a sophisticated gradient redistribution
strategy, particularly effective when the model misclassifies samples. When the model’s prediction
(argmax(q)) differs from the ground truth (GT), the gradient for the incorrectly predicted class is

increased by (1 — %), resulting in 8§Zﬁg(’(tq) = Gt,argmax(q) + (1 — 7). Simultaneously, the

gradient for the true class is decreased by &, giving ag“;"S“P = qor — (1 + <), while for all

other classes, the gradient is slightly reduced by £: 8?/[“5“1”’5 = q1,; — . This redistribution adds a

substantial positive gradient to the misclassified class while slightly reducing the gradients for other
classes. The magnitude of this adjustment, controlled by the hyperparameter «, effectively penalizes
overconfident errors and encourages the model to focus on challenging examples. By amplifying the
learning signal for misclassifications, Max Suppression regularization promotes more robust learning
from difficult or ambiguous samples.

Algorithm 1 Gradient Descent with Max Suppression (MaxSup)

Require: Training set D = {(x“) s y('i) )}ivzl; learning rate 7); number of iterations 7'; smoothing parameter c; a neural network fo (+);
batch size B; total classes K.
1: Initialize network weights 6 (e.g., randomly).
2: fort = 1to T do
// Each iteration processes mini-batches of size B.
3: for each mini-batch {(x(%), y(j))}f:1 in D do

4: Compute logits: z()) « f(x9)) for each sample in the batch
5: Compute predicted probabilities: q(j) — softmax(z(j))
6: Compute cross-entropy loss:
B
1 . )
L - = H (J)7 )
CE B 72::1 (y a )
7: // MaxSup component: penalize the top-1 logit
8: For each sample j:
) LS
GG) — J -0 — = J
i P N PO
1 B ) )
Lataxsup < 5 O [z — 7]
B 4
j=1
9: Total loss:
L + Lce + aLwumaxsup
10: Update parameters:
0 < 06—nVelL
11:  endfor
12: end for

D Pseudo Code

Algorithm|[T]presents pseudo code illustrating gradient descent with Max Suppression (MaxSup). The
main difference from standard Label Smoothing lies in penalizing the highest logit rather than the
ground-truth logit.
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E Robustness Under Different Training Recipes

We assess MaxSup’s robustness by testing it under a modified training recipe that reduces total
training time and alters the learning rate schedule. This setup models scenarios where extensive
training is impractical due to limited resources.

Concretely, we adopt the TorchVision V1 Weight strategy, reducing the total number of epochs to
90 and replacing the cosine annealing schedule with a step learning-rate scheduler (step size = 30).
We also set the initial learning rate to 0.1 and use a batch size of 512. This streamlined recipe aims to
reach reasonable accuracy within a shorter duration.

As reported in Table[T0], MaxSup continues to deliver strong performance across multiple convolu-
tional architectures, generally surpassing Label Smoothing and its variants. Although all methods
see a performance decline in this constrained regime, MaxSup remains among the top performers,
reinforcing its effectiveness across diverse training conditions.

Table 10: Performance comparison on ImageNet for various convolutional neural network architec-
tures. Results are presented as “mean + std” (percentage). Bold and underlined entries indicate best
and second-best, respectively. (*: implementation details adapted from the official repositories.)

Method ResNet-18  ResNet-50 ResNet-101 MobileNetV2
Baseline 69.11+£0.12  76.44+0.10  76.00+0.18 71.42+0.12
Label Smoothing  69.38+0.19  76.65+0.11  77.01+0.15 71.40+0.09
Zipf-LS* 69.43+0.13  76.89+0.17 76.91+0.14 71.24+0.16
OLS* 69.45+0.15 76.81+0.21 77.12+0.17 71.29+0.11
MaxSup 69.59+0.13  77.08+0.07 77.33+0.12 71.59+0.17

Logit Penalty 66.97+0.11 74.21+0.16  75.17+0.12 70.39+0.14

F Increasing Smoothing Weight Schedule

Building on the intuition that a model’s confidence naturally grows as training progresses, we propose
a linearly increasing schedule for the smoothing parameter cv. Concretely, « is gradually raised from
an initial value (e.g., 0.1) to a higher value (e.g., 0.2) by the end of training. This schedule aims to
counteract the model’s increasing overconfidence, ensuring that regularization remains appropriately
scaled throughout.

Experimental Evidence As shown in Table[TT} both Label Smoothing and MaxSup benefit from
this a scheduler. For Label Smoothing, accuracy improves from 75.91% to 76.16%, while MaxSup
sees a more pronounced gain, from 76.12% to 76.58%. This greater improvement for MaxSup
(4+0.46%) compared to Label Smoothing (+0.25%) corroborates our claim that MaxSup successfully
addresses the inconsistent regularization and error-enhancement issues of Label Smoothing during
misclassifications.

Table 11: Effect of an o scheduler on model performance. Here, ¢ and 7" denote the current and total
epochs, respectively. The baseline model does not involve any label smoothing parameter ().

Configuration Formulation a=01 a=01+01 % Remarks
Baseline - 74.21 74.21 « not used
LS a(zgt — L1y zk) 75.91 76.16
MaxSup a(zm — Ly, zk) 76.12 76.58

G Extended Evaluation of Linear Transferability on Different Datasets

To further demonstrate the substantial improvement in feature representation compared to other
methods, we further compare the linear transfer accuracies of different methods on a broader range of
datasets in Table
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Table 12: Validation performance of different methods, evaluated using multinomial logistic regres-
sion with 12 regularization. Although Label Smoothing and OLS improve ImageNet accuracy, they
substantially degrade transfer accuracy compared to MaxSup. Following [15]], we selected from 45
logarithmically spaced values between 10~ and 10°. Notably, the search range is larger than the
search range used in Table 3, thus leading to higher overall accuracies on CIFAR10.

Datasets | CIFAR10 CIFAR100 CUB Flowers Foods Pets
CE 91.74 75.35 70.21 9096 7244 9230
LS 90.14 71.28 64.50 84.84  67.76 91.96

OLS 90.29 73.13 67.86  87.47 69.34 92.21

MaxSup 91.00 73.93 6729 88.84 7094 92.93

H Extended Comparison to More Label Smoothing Alternatives

We have included Confidence Penalty [25]] and Adaptive Label Smooothing with Self-Knowledge
[20] for an extended comparison in Table[I3] We follow their recommended hyperparameter settings:
weight coefficient is set to 0.1 for confidence penalty, and the checkpoint with the highest validation
accuracy checkpoint is treated as teacher for Adaptive Label Smoothing.

To further address the novelty of our work, we additionally compared our method to recent approaches
that also identify and aim to fix the issues of Label Smoothing on misclassified samples [6] [38].
Specifically, the method proposed in [38] aims to mitigate overconfidence via logit normalization
during training. With its default hyperparameter settings, it achieves an accuracy of 74.32% on
ImageNet with a ResNet-50, which is significantly lower than the 76.91% achieved by standard
Label Smoothing. This performance aligns with that of Logit Penalty, which similarly minimizes the
global [5-norm of logits and can struggle to match baseline LS performance. We also note that these
norm-based methods[6, |38, 4] are often highly sensitive to hyperparameter choices, which can limit
their practical applicability.

As shown in [I3] MaxSup outperforms all these alternatives on ImageNet with ResNet-50. This
aligns with our theoretical analysis that selectively penalizing z;,,. yields a more consistent and
effective regularization than penalizing all logits (Confidence Penalty), dynamically smoothing the
label distribution with self-knowledge (Adaptive LS), or applying global norm-based penalties (Logit
Penalty, Logit Normalization).

Table 13: Comparison of classic convolutional neural networks on ImageNet. Results are reported as
“mean =+ std” (percentage). Bold entries highlight the best performance; underlined entries mark the
second best. (Methods with * denote code adaptations from official repositories; see text for details.)

Method ImageNet
ResNet-50
Baseline 76.41 +0.10
Label Smoothing 76.91 +£0.11
Zipf-LS™ 76.73 +0.17
OLS™ 77.23 £0.21
MaxSup 77.69 4+ 0.07
Logit Penalty 76.73 £ 0.10
Logit Normalization [3*] 74.32
Confidence Penalty 76.58 +0.12

Adaptive Label Smoothing™  77.16 £+ 0.15

I Visualization of the Learned Feature Space

To illustrate the differences between Max Suppression Regularization and Label Smoothing, we
follow the projection technique of Miiller et al. [23]]. Specifically, we select three semantically related
classes and construct an orthonormal basis for the plane intersecting their class templates in feature
space. We then project each sample’s penultimate-layer activation vector onto this plane. To ensure
the visual clarity of the resulting plots, we randomly sample 80 images from the training or validation
set for each of the three classes.
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Selection Criteria We choose these classes according to two main considerations:

1. Semantic Similarity. We pick three classes that are visually and semantically close.

2. Confusion. We identify a class that the Label Smoothing (LS)—trained model frequently
misclassifies and select two additional classes involved in those misclassifications (Figure[3c]
Figure[dc). Conversely, we also examine a scenario where a class under Max Suppression is
confused with others, highlighting key differences (Figure [3d] Figure [Ad).

Projections MaxSup Projections MaxSup Projections MaxSup Projections MaxSup
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(a) Semantically Similar Classes (b) Semantically Similar Classes  (C) Confusing Classes (LS)  (d) Confusing Classes (MaxSup)

Figure 3: Visualization of penultimate-layer activations from DeiT-Small (trained with CutMix and Mixup) on
the ImageNet validation set. The top row shows embeddings for a MaxSup-trained model, and the bottom row
shows embeddings for a Label Smoothing (LS)—trained model. In each subfigure, classes are either semantically
similar or confusingly labeled. Compared to LS, MaxSup yields more pronounced inter-class separability and
richer intra-class diversity, suggesting stronger representation and classification performance.

Observations  As shown in Figures[3|and ] models trained with Max Suppression exhibit:

* Enhanced inter-class separability. Distinct classes occupy more clearly separated regions,
aligning with improved classification performance.

* Greater intra-class variation. Instances within a single class are not overly compressed,
indicating a richer representation of subtle differences.

For instance, images of Schipperke dogs can differ markedly in viewpoint, lighting, background, or
partial occlusions. Max Suppression preserves such intra-class nuances in the feature space, enabling
the semantic distances to visually related classes (e.g., Saluki, Grey Fox, or Belgian Sheepdog)
to dynamically adjust for each image. Consequently, Max Suppression provides a more flexible,
fine-grained representation that facilitates better class discrimination.

J Ablation on the Weight Schedule

We conducted an ablation study on the « schedule, as shown in Table [I5] The consistently high
accuracy across settings demonstrates the robustness of MaxSup. The adaptive « schedule, adopted
from [20], further highlights the method’s integrity and compatibility with principled design choices.
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Figure 4: Visualization of the penultimate-layer activations for DeiT-Small (trained with CutMix and Mixup) on
selected ImageNet classes. The top row shows results for a MaxSup-trained model; the bottom row shows Label
Smoothing (LS). In (a,b), the model must distinguish semantically similar classes (e.g., Saluki vs. Grey Fox;
Tow Truck vs. Pickup), while (c,d) involve confusing categories (e.g., Jean vs. Shoe Shop, Stinkhorn vs. related
objects). Compared to LS, MaxSup yields both improved inter-class separability and richer intra-class variation,
indicating more robust representation learning.

Table 14: Feature representation metrics for a ResNet-50 model trained on ImageNet-1K, reported

on both Training and Validation sets. We measure intra-class variation (d_within) and overall average

distance (dy). Inter-class separability (R?) is calculated as R = 1 — dJL“?iI“. Higher values (1) of

dyithin and R? are preferred.

Method ‘ Jwilhin T ‘ Citotal ‘ R? )
| Train Val | Train Val | Train Val

Baseline | 03114 03313 | 03212 05949 | 04025 04451

LS 02632 02543 0.4862 04718 0.4690 04611
oLS 02707 0.2820 0.6672 0.6570 0.5943 0.5708
Zipf’s 02611 0.2932 0.5813 0.5628 05522 0.4790
MaxSup 0.2926 (+0.03)  0.2998 (+0.05) | 0.6081 (+0.12)  0.5962 (+0.12) | 0.5188 (+0.05)  0.4972 (+0.04)
Logit Penalty 0.2840 03144 0.7996 0.7909 0.6448 0.6024

K Analysis of Computation Efficiency

Beyond the standard cross-entropy operations, MaxSup only requires:

1. A max operation to determine the largest logit (O(K) complexity),
2. A mean operation over the K -dimensional logit vector, and

3. One subtraction between these two scalars.

Table 15: Ablation study on alpha schedules using ResNet50 on ImageNet1K.

Schedule ‘ a=01+0.1 % a=0+0.1 % a=02+0.1 % Adaptive Alpha
\ 77.65 77.62 77.43 77.70
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Distribution of Logit Values
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Figure 5: Comparison of logit distributions under different regularizers.

Since K (the number of classes) is usually small (e.g., 1000 for ImageNet-1K), this overhead is
minimal compared to the overall forward/backward pass of a deep network. In Table we report
the average training time per epoch using a ResNet-50 model on the ImageNet-1K dataset.

Table 16: Average training time per epoch on ImageNet-1K with ResNet-50.
Method | CE (One-Hot) CE+LS CE + MaxSup
Time/Epoch | 3 min51s 3min52s 3min 5l s

As seen above, the measured run times are nearly identical across all three configurations. Thus, the
additional cost of MaxSup is negligible compared to the total computation for large-scale training.

L Logits Visualization

As mentioned in Section4.1.2] all Label Smoothing variants apply a different penalty on the logits. To
illustrate the impact of different methods on the logits, we plot the histogram of logits of ResNet-50
networks trained with each method over the ImageNet validation set, as shown in Figure[3]
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