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Abstract

Sampling from unnormalized target distributions is a fundamental yet challenging
task in machine learning and statistics. Existing sampling algorithms typically
require many iterative steps to produce high-quality samples, leading to high com-
putational costs that limit their practicality in time-sensitive or resource-constrained
settings. In this work, we introduce consistent diffusion samplers, a new class
of samplers designed to generate high-fidelity samples in a single step. We first
propose Consistency-Distilled Diffusion Samplers (CDDS), which demonstrates
that consistency distillation can be accomplished within sampling contexts in the
absence of pre-collected training datasets. To eliminate the need for a pre-trained
sampler, we further propose Self-Consistent Diffusion Samplers (SCDS), which
performs self-distillation during training. SCDS learns to perform diffusion sam-
pling and to skip intermediate steps via a self-consistency loss. Through extensive
experiments on a variety of synthetic and real-world unnormalized distributions,
we show that our approaches yield high-fidelity samples using less than 1% of the
network evaluations required by traditional diffusion samplers.

1 Introduction

Sampling from densities of the form

Ptarget = %a with  Z :/ p(X)dX (M
RD

with p evaluable pointwise but Z intractable, is a central problem in machine learning [21} [30]
and statistics [3| [31], and has applications in scientific fields like physics [1, 33} 53], chemistry
[17, 23 [24]], and many other fields involving probabilistic models.

Many established sampling algorithms are inherently iterative, with the accuracy of the final sam-
ples depending heavily on the number of steps. Classical Markov chain Monte Carlo (MCMC)
methods asymptotically converge to the target distribution with an infinite number of steps [27,39].
Nonetheless, the finite number of feasible steps in real-world applications means that MCMC can
only provide an approximation and cannot guarantee an exact solution. As an improvement, more
recent diffusion-samplers 7,150, 155) guarantee convergence in a finite number of steps. However, they
often necessitate hundreds of iterations to yield high-quality samples. Such iterative samplers tend to
suffer from slow mixing, making them still impractical for use in large models and resource-limited
scenarios.

From another perspective, recent work on diffusion generative models [22, 44} 47, 48] has demon-
strated the feasibility of fewer-step sampling. This can be achieved using knowledge distillation
[41, 46] or consistency training [46]], potentially enabling even single-step generation. However,
directly applying the distillation techniques to distillate existing diffusion samplers is challenging,
as it often requires large datasets of samples that are expensive to collect in practice. Moreover, the
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learning targets of diffusion samplers and consistency training are conflicted in some aspects. These
make reducing the sampling steps of diffusion samplers a challenging problem.

In this paper, we propose consistent diffusion samplers to produce high-quality samples in a single
step. We first show that diffusion-based samplers can be consistently distilled into single-step diffusion
samplers and propose the Consistency-Distilled Diffusion Samplers (CDDS) approach. Instead of
storing a large dataset of fully diffused samples, CDDS exploits incomplete trajectories and noisy
samples encountered during the diffusion process, hence reducing the unnecessary costs. We further
introduce the Self-Consistent Diffusion Sampler (SCDS) method that does not require a pretrained
diffusion sampler. Instead, it fully amortizes exploration by jointly learning both diffusion sampling
and large cut off steps that match the outcome of paths of small steps. This enables single-step
sampling yet retains the option to refine samples through multiple iterations if desired, subsuming
existing diffusion-based approaches. Our contributions can be summarized as follows:

* We show that diffusion-based samplers for unnormalized distributions can be effectively distilled
into single-step consistent samplers without pre-collecting large datasets of samples.

* We introduce a self-consistent diffusion sampler that learns to perform single-step sampling by
jointly training diffusion-based transitions and large shortcut steps via a self-consistency criterion.
This method only trains one neural network and does not require pretrained samplers or high-quality
datasets.

» Through extensive evaluations on synthetic and real unnormalized distributions, we demonstrate
that our method delivers competitive sample quality while drastically reducing sampling steps.

2 Related Work

Monte Carlo-based Samplers. Monte Carlo-based Samplers, such as Markov chain Monte Carlo
(MCMCO), are a classical approach for sampling from unnormalized target densities. The key idea is to
construct a Markov chain whose stationary distribution matches the target distribution [10]. Prominent
examples include the Metropolis-Hastings algorithm [20, 29], Gibbs sampling [19], and Langevin
dynamics [35}40]. By exploiting geometric structure in the target distribution, Hamiltonian Monte
Carlo [10} 112} 114} 27]] often leads to more efficient exploration. To address scalability challenges in
high-dimensional or large-dataset scenarios, stochastic gradient MCMC variants [12,152/156,57] have
been introduced. Although these MCMC methods reduce per-step computational costs or improve
mixing, they remain inherently iterative, requiring many transitions to yield high-quality samples.

Diffusion-based Samplers. An alternative viewpoint frames sampling as an optimal control task
[[7, 137, 138} 155]], where controlled stochastic differential equations transport an initial distribution
to the target via a Schrodinger bridge [42) 43]. This approach has recently motivated numerous
diffusion-based sampling methods [[11} 13} |18} 136}50]. Further improvements have been explored
through Hamiltonian dynamics [8], intermediate resampling strategies [[1 1], and physics-informed
neural networks to evolve densities [49]. Recent methods such as CMCD [51] jointly optimize
forward and backward diffusion dynamics. Additionally, theoretical connections between GFlowNets
[4}15] and diffusion-based sampling have been investigated [6,54]. For an extensive review of relevant
metrics and baseline samplers, see [9]. Current diffusion methods partially amortize sampling costs
in training but still require iterative inference-time generation. In this work, we fully amortize
exploration during training, enabling efficient single-step sampling at inference.

Consistent Generative Models. Recent work in generative modeling has introduced the notion
of consistency. Consistency models [26] 45| 46| learn direct mapping from any intermediate state
to the terminal state. Progressive distillation [28l 41]] incrementally distills a trained diffusion
model into a more efficient version that takes half as many steps. Shortcut models [[16] apply this
distillation principle during training, enabling direct learning of efficient transitions without relying
on a pretrained teacher. We extend this line of work to the setting of sampling from unnormalized
densities, assuming only pointwise access to the target density p, without requiring data samples.
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3 Preliminaries: Sampling via Controlled Stochastic Processes

Diffusion samplers aim to draw samples from a complex target density parget = p/Z by transporting
them from a simpler prior density ppior. We consider forward and reverse-time stochastic processes
on R? over a time interval [0, T}, each described by the following SDEs:

dXs = (u+ ou)(Xs, s)ds + o(s)dW,, Xg ~, 2)
dXs = (—p+0ov)(Xs, T — s)ds + o(T — s)dW,, Xg~ T, 3)

where u,v € U C C(R? x [0, T], R%) are control functions, 1 € C(R x [0, T],R?) is a linear drift,
o € C([0,T],R) is the diffusion coefficient, and dW, denote forward Brownian increments. We
seek v and v such that (2)) and (3) become time-reversal counterparts.

Let P“™ and P”" be the path measures induced by (2) and (3), respectively. Consider a divergence
D : P xP — Ry. We aim to solve the optimization problem:

u*,v* € argmin D(P*™ | P"7). 4)
u,veU
When the divergence D reaches its minimum of zero in (@), the marginal distribution at terminal time

matches exactly, IP“%’7r = 7. Consequently, by selecting m = pprior and T = Piarget, ONE can generate
samples from the target distribution pgarget through simulating (2) with the optimal control u*.

Nelson’s identity provides a local characterization of optimality conditions [2, [15} [32]]. It states
that the forward path measure P*'™ coincides with the reverse-time measure P”" if and only if
the forward drift can be expressed as the backward drift adjusted by the scale score u(:,s) =
v(+, ) + o(s)V1og P (-). In practice, the marginal distributions P*'" s are generally intractable.
Therefore, we typically approximate solutions to (4)) by parameterizing the control u with a neural
network uy. Training these models typically proceeds through the following iterative steps:

1. Simulate a batch of M trajectories {(Xs(i))ogng}, i = 1,..., M, using the generative
process (2).
2. Compute the divergence measure and its gradient with respect to the parameters 6.

3. Update the parameters 6 accordingly, and repeat the process until convergence.

The Kullback-Leibler (KL) [7, 150, 155)] and the log-variance (LV) divergences are common choices
[6} 134} 138]]:

Dicu (P | Q)(X) = B [log Gt () G

HlogZ, Diy(P|Q(X) =V [log £ ()]

The likelihood ratio appearing in (5) is given explicitly by the Radon-Nikodym derivative:

dp* Pprior (Xg)

T B T
log —5+ :/ (u+v)~(ua+u+V~(UU—u))ds+/ (u+v)dWs+log 7o (6)
0 0 ptarget(XT)

dP 2
where X is the trajectory obtained by simulating the forward SDE (2) using the parameterized control
ug. The log normalization constant from the target density disappears upon taking gradients, making
this a practical objective for training. See [7]] and Appendix A.2 of [38]] for detailed derivations.

Once trained, the optimized control ug allows generation of samples from p;,,ge¢ through forward
simulations of (2). In practice, this continuous-time process must be discretized into finite steps
0=t <ty <--- <ty ="17T,introducing a trade-off between computational cost and accuracy.

4 Consistency Distilled Diffusion Samplers

In this section, we present the consistency distilled diffusion sampler (CDDS) method to solve
the problem of single-step sampling from unnormalized densities by distillating from a pretrained
sampler. Concretely, our goal is to learn a consistency function f : (X;,¢) — X, which maps any
intermediate state X; directly to a sample X7 from the target distribution.

A straightforward method is to first appoximate a dataset by simulating the generative SDE in
and producing samples { X%}, and then applying existing consistency distillation or consistency
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Algorithm 1 CDDS Training Algorithm 2 SCDS Training
Input: Model parameters 6, a pre-trained control u,  Input: Model parameters 6, weights

learning rate 7 As, Asc

0+ 0 0+ 0

repeat repeat
Sample X ~ pprior and n ~ U{1, N — 1} Sample Xy ~ pprior, d, and ¢
Simulate PF ODE of (2) to get X, and thﬂ Simulate (2) to get Xo.r
£(6,8) « ||for (thﬂ rt), fQ(thvtn)HZ Compute target Xt_L_Qd from
0 0—nVeLl(0,0;u) Compute shortgut Xitod frorp ©
0" + stopgrad(6) Compute sampling loss Lg via

until convergence Compute consistency loss Lsc via (1)

0« Vy ()\sﬁs + )\scﬁsc)
0" + stopgrad ¢
until convergence

training methods [46] to learn the function f. However, this approach is expensive as it necessitates
pre-collecting and storing a large dataset. Moreover, the accumulation of numerical errors arises from
the numerical solver , resulting in significant global error.

To solve the problem, we propose to leverage intermediate states of the pretrained model during each
training iteration. Using these multiple and short intervals among intermediate helps keep the overall
global error small.

During model training, we minimize the discrepancy between the outputs of the consistency function
at the consecutive intermediate states of the probability flow ODE [48] associated with (2)):

ﬁCD(ev 9/1 ’LL)(X) = E |:||f9’ (thJrl ) tn-‘rl)) f@(th ) tn) H2i| ) (7)

where the expectation is over discrete time indices n and 6’ = stopgrad(f) indicates gradient
stopping on the target term. Notably, unlike standard consistency generative models, the states X,

and X, are obtained from partial integrations of the probability flow ODE rather than from real
data samples. Consequently, training CDDS incurs computational costs similar to training traditional
diffusion samplers while substantially accelerating inference. The training procedure is summarized
in Algorithm

If the loss (7) is driven to zero, the learned consistency function recovers the true mapping of the
probability flow ODE, implying that CDDS can achieve arbitrarily accurate single-step sampling in
the limit of sufficiently small integration steps. We formally state this in Theorem I}

Theorem 1. Let fo(Xy,t) be a consistency function parameterized by 0, and let f(X,,t;u) denote
the consistency function of the PF ODE defined by the control u. Assume that fy is L—Lipschitz
continuous. Additionally, assume that for each stepn € {1,2,..., N — 1}, the ODE solver called at
t,, has a local error bounded by O((tp 1 — t,)PT1) for some p > 1. If Lcp(0,0';u) = 0, then:

sup [fo(Xt, tn) = f(Xe,, tnsu)|2 = O((AL)P), ®

where At := max,eq12,... N-1} [tni1 — tnl-

A complete proof is provided in the Appendix. This theoretical result shows that consistency
functions can be distilled from diffusion samplers when only an unnormalized density oracle is
available, enabling principled single-step sampling without requiring access to data from the target
distribution.

Remark. While our distillation approach builds upon the core principles of consistency generative
models, it differs in setting and requirements. Instead of relying on having access to a dataset from
Drarget, OUr method extends consistency distillation to sampling from unnormalized distributions,
making it applicable beyond generative modeling tasks.
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S Self-Consistent Diffusion Samplers

5.1 Overivew

Even though CDDS demonstrates that single-step sampling is feasible, it requires a pretrained
diffusion sampler for distillation. In this section, we further introduce self-consistent diffusion
sampler (SCDS) that achieves single-step sampling without requiring the pre-trained diffusion
sampler. The key idea is to adapt consistency training into the diffusion-based sampler training.
However, the challenge arises from merging two perspectives: diffusion-based samplers learn a
time-dependent control function that steers an SDE from a simple prior distribution to the target
distribution. Typically, the control is trained on a fixed schedule (e.g., /N small increments of length
T/N along a discretized time axis), requiring multiple steps. In contrast, consistency models learn
a direct mapping from any intermediate state on an ODE to the terminal state. In other words, at
time ¢ the model is implicitly taught to jump a large step of length 7' — ¢. Crucially, consistency
training in the original formulation [45] 46| assumes the availability of intermediate states generated
by perturbing real data; in the context of sampling from unnormalized densities, however, we cannot
generate these states directly because we lack data and thus must learn both sampling and self-
distillation simultaneously. Furthermore, as discussed in Section[3] diffusion-based samplers typically
parameterize the control function, whose purpose differs fundamentally from that of the consistency
function used in standard consistency training.

To reconcile these perspectives and overcome this challenge, we propose conditioning the control
function ug (X, t, d) on both the current time ¢ and the desired step size d. By adjusting d, the model
can adapt between short incremental steps (as in standard diffusion samplers) and large jumps (as in
consistency models). This design amortizes the learning of both small and large transitions into one
network and recovers consistency models’ single-step sampling by setting d = T" — ¢ and diffusion
sampling by setting d = T'/N. In doing so, we avoid training with two contrasting learning targets,
hence making it feasible to train a single-step diffusion sampler from scratch.

5.2 Training

Learning the base case d = T/N. In standard generative modeling scenarios (where a dataset is
available), the base case d = T//N can be learned directly from data using deterministic trajectories
[25, [16]. These trajectories provide explicit guidance toward high-density regions of the target
distribution.

However, when working with an unnormalized density, a key challenge is discovering high-probability
regions [[11]. Thus, the process is particularly well-suited for learning the base case as the
Brownian motion helps probe different parts of the space, allowing the model to learn and adapt
itself to the target distribution. By optimizing ug(X;,t,d = T/N) under (3)), we ensure that the
model can generate meaningful transitions from the prior to these regions of interest, forming a strong
foundation for self-consistent learning at larger step sizes.

Enforcing self-consistency. To ensure that the step-size-conditioned control function ug (X4, ¢, d)
remains accurate across varying step sizes, we introduce a self-consistency loss. The key idea is that
taking a large step should yield the same result as taking multiple smaller steps. To do so, we impose
a consistency condition on the Euler discretization of the probability flow ODE associated with the
forward process (3)). Specifically, we require that a single large step of size 2d,

Xivoa = X¢ +2d (n+ Loug) (Xy,t,2d), )

yields the same result as two smaller steps of size d. The intermediate state after the first small step is
computed as
Xt+d = Xt +d (/14 + %UUG’) (Xtatvd)v

and the final state after the second small step is
Xiyod = Xt+d+d(ﬂ+ %oue/) (Xtya,t +d,d), (10)

where 8’ = stopgrad(6). The self-consistency objective is a simple least square minimization
problem:

Lsc=E “\thd - Xt+2dH2] ; (11)
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Figure 1: Graphical illustration of the training procedure for SCDS over the path space. First, the
SDE is simulated (white) to optimize (3). Next, a timestep ¢ and a step size d are randomly
sampled. From X; on the simulated SDE trajectory, we execute two consecutive steps of size d
(red) along the probability flow ODE trajectory (pink) of (2), obtaining the target X;,24. Finally,
the large step of size 2d (orange) predicts Xt+2d directly from X}, and the self-consistency loss

minimizes the squared difference between X, o4 and the two-step target X, o4, ensuring multi-scale
consistency.

where the expectation is taken over time indices and step sizes drawn from the simulated trajectories.

This loss encourages the model to correct for numerical errors when taking large steps, allowing it to
“skip” multiple smaller steps while remaining consistent with the dynamics of the probability flow
ODE.

End-to-end training algorithm. As abovementioned, our training procedure jointly optimizes
two objectives: (i) a sampling loss (3] for the base case d = T'/N, which ensures exploration and
score approximation by simulating the SDE (2), and (ii) the self-consistency loss enforced on
the probability flow ODE of (2) for larger steps, which enforces consistency across multiple time
scales. This end-to-end formulation enables the model to fully amortize the cost of sampling into a
single forward pass at inference time.

To enable the recursive halving of steps, we discretize the time interval [0, T'] into N + 1 points,
where NN is chosen as a power of two. The sampling loss is computed by simulating the forward SDE
along this time grid.

For self-consistency training, we sample step sizes d and times ¢ such that d are powers of two
(multiplied by T'/N) dividing the remaining time 7' — ¢. This ensures that from any time ¢, we can
take exactly & steps of size d to reach the terminal state for some integer k. This way, training focuses
on time sequences that are applicable during inference.

To compute the self-consistency loss, we extract X; from the simulated forward SDE. Using X,
and the sampled step size d, we compute the shortcut step Xt+2d using (9) and the two-step target
trajectory X124 using (I0). We then optimize their squared difference via the objective (11),
ensuring that larger steps remain consistent with fine-grained trajectories. The training procedure
is summarized in Algorithm [2 and illustrated in Figure[I, Compared to standard diffusion-based
samplers, which typically require hundreds of evaluations per iteration during training, our method
introduces only 3 additional function evaluations. Thus, the overhead from SCDS training is marginal,
typically amounting to less than a few percent of the total computational cost per iteration.

5.3 Inference.

Few-step sampling. With a well-trained control ug, sampling can be performed in a single step
by drawing from the prior and applying a single Euler update with step size d = T, as shown
in Algorithm [3. This accelerates generation compared to traditional diffusion-based samplers.
Alternatively, our method provides a flexible tradeoff between computational efficiency and sample
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Algorithm 3 Single-Step Sampling with SCDS  Algorithm 4 Multi-Step Sampling with SCDS

Input: Trained model ug

Samp]e XO "~ Pprior

Xr <+ Xo+T (,u + %O"U,.g) (X0,0,7)
Return X7

Input: Trained model ug, number of sampling
steps NV

Sample XO ~~ Pprior

Initialize d «+— T/N and t < 0

fork=1,...,Ndo
Xppg+— X +d (,u + %oua) (X4, t,d)
t—t+d

end for

Return X

quality, allowing for multi-step refinement when needed, thus recovering standard diffusion-based
sampling. This iterative procedure is detailed in Algorithm 4]

Approximating the normalization constant. Beyond sample generation, a common goal in
probabilistic inference is to estimate the normalization constant Z of the target density. Because
SCDS is formulated within the optimal control framework of stochastic sampling [7]], it inherits a
natural estimator of Z through the Radon—Nikodym derivative between forward and backward path
measures. By discretizing the likelihood ratio in (6) along simulated trajectories, SCDS enables
efficient estimation of log Z. In contrast, consistency-based generative models [[16} 46] are trained
using fully supervised losses on labeled data. As a result, they lack a built-in mechanism to estimate
Z or compute likelihood ratios.

6 Experiments

We empirically evaluate the sampling efficiency and effectiveness of the proposed CDDS and SCDS
across diverse standard benchmarks in Bayesian inference and sampling [9].

Specifically, we consider Bayesian posterior inference tasks, such as Ionosphere (35-D) and the
high-dimensional Log-Gaussian Cox Process (LGCP) (1600-D), alongside representative synthetic
targets: a Gaussian Mixture Model (GMM) of nine components in 2-D, a 2-D Many-Well with 32
well-separated modes (MW54), the widely-studied Funnel distribution in ten dimensions, and a 50-D
Many-Well distribution with 32 modes (MW52). Details are provided in Appendix

We report the Sinkhorn distance W2, the Effective Sample Size (ESS), and the absolute estimation
error of the log normalization constant A log Z for tasks with accessible ground-truth samples. For
the real-world Ionosphere and LGCP tasks, we report the evidence lower bound (ELBO). ELBO,
ESS and Alog Z rely on importance weights. With N > 1 we use the discretized RND of (6); for
N =1 the running-cost term vanishes and the weight reduces to the boundary likelihood, which can
potentially inflate ELBO scores. Hence we regard W,% and A log Z as primary quality indicators, and
report ELBO only when ground truth samples are not available.

We benchmark our methods against established diffusion-based samplers: the Path Integral Sampler
(PIS) [55]], the Denoising Diffusion Sampler (DDS) [50], both trained with the KL divergence, and
the Time-Reversed Diffusion Sampler (DIS) [7] trained with log-variance divergence.

Throughout our experiments, we use a pre-trained DIS as the teacher model for CDDS. Furthermore,
since the optimization problem (4) may admit infinitely many solutions, we fix the noising process
in SCDS to ensure uniqueness of the learned solution, following the same approach as in DIS.
Detailed implementation and hyperparameters are provided in Appendix The code is available
at this repository.

6.1 Results

Single-step sampling. Rows shaded in in Tables|1H2|compare one—step CDDS and SCDS with fully-
discretized (128-256 step) baselines. Several consistent patterns emerge. On the low—dimensional
GMM and MW54 targets, CDDS attains Sinkhorn values with a factor less then double the DIS
baseline. ESS is also two or three orders of magnitude larger than DIS with a single step, illustrating
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that distillation corrects most of the degeneracy of naive single-step DIS. The ELBO of CDDS on
Ionosphere and LGCP even exceeds that of every 256-step baseline; we attribute this to the discretized
estimator of the Radon-Nikodym derivative (RND) (6), which for single-step sampling collapses to
the boundary likelihood and can therefore over-estimate evidence.

Without access to a teacher, SCDS learns its own control and offers a trade-off: In one step SCDS
delivers usable samples (e.g. GMM, Funnel) but is generally less accurate than CDDS because it has
to discover the score field from scratch.

Table 1: Synthetic-benchmark results. Each task block reports the Sinkhorn distance (W?/ 1), the
effective sample size (ESS 1), and absolute log-normalization error (|Alog Z| |).

PIS DDS DIS DIS CDDS (ours) SCDS (ours)
NFE | 128 128 128 1 1 1
GMM (2D)

W?/ 1.7946 0.0898  0.0203 0.0559 0.0313 0.0478

ESS 1x10~°  0.0065 0.8054 0.00057 0.3395 0.0504

|[Alog Z|  2.1806 1.6819  0.0899 14.7669 1.5717 1.0743
MW54 (5D)

W?/ 0.1377 0.1366  0.1230 6.2804 0.2815 0.3913

ESS 0.0664 0.0051 0.2677 1.7x107° 0.0442 2.1x107°

|Alog Z| 1.9974 2.4154 1.2056  6766.2891 1.0966 11.2524
Funnel (10D)

W?/ 6.0731 5.8600  5.1755 10.5224 8.8849 5.4922

ESS 1x107® 0.0582 0.1305 4.9x107° 5.1x107° 0.00014

|Alog Z|  0.4381 0.5641 0.6407 00 1.3316 10.3557
MWS52 (50D)

W?/ 6.8035 6.7830  6.8808 31.2532 6.1764 7.1110

ESS 1x107° 04412  0.0028 1x107° 5.7x107° 1x107°

|Alog Z| 424502 424245 39.7814 9116.0713 63.7244 87.7095

Table 2: ELBO () on two real-world benchmarks. Shaded columns denote single—step inference.

PIS DDS DIS SCDS DIS CDDS (ours) SCDS (ours)
NFE | 256 256 256 256 1 1 1
Ionosphere (35D) —39.3 —1510.3 —77.4 —73.7 —3252.7 —27.5 —567.3
LGCP (1600D) 397.5 314.8 365.6 103.9 —3.09x10° 1118.0 —4579.7

Cost-benefit analysis of single-step inference. Figure|2 reports the total number (training plus
inference) of network-function evaluations (NFEs) for SCDS versus PIS, DDS, and DIS, that use
the same N-step discretization during training. SCDS adds only three NFEs per training iteration
but replaces the entire N-step Euler integration with a single forward pass at test time. With batch
size B and I training iterations, the extra training cost is 3/ B NFEs, while every sample produced
at inference saves N — 1 NFEs; hence the break-even point is Spresx = 3IB/(N — 1). For the
2-D GMM experiment (N = 128, B = 512, I = 10,000) this yields Spreax ~ 1.2 x 10%. We
generated five million test samples to obtain Table (1] thereby saving about 620 million NFEs relative
to the baselines. In the 1600-D LGCP task the model is trained longer but with smaller batches
(N = 256, B = 64, I = 50,000), giving Spreak = 3.7 X 10%, and generating one million samples
saves over half a billion NFEs. Training cost is thus a fixed, modest overhead that is quickly amortised
in realistic simulations.
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Figure 2: Absolute (yellow) and relative (red, dashed) network-function evaluations (NFE) savings
of SCDS over the baseline diffusion samplers PIS, DDS, and DIS as a function of the number of
generated samples (log scale). Left: 2-D GMM training regime; Right: 1600-D LGCP regime.
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Figure 3: Sinkhorn distance as a function of the number of diffusion steps for SCDS, illustrating the
flexible trade-off between computational cost and sample quality. Horizontal dashed lines represent
baseline diffusion samplers with 128 steps.

Practically, we recommend using CDDS when a reliable pretrained sampler is available and the goal
is single-step generation, as CDDS training is cheaper than SCDS yet could achieve comparable
single-step quality. If no pretrained sampler exists, SCDS provides a more economical and flexible
solution, as it learns directly from the unnormalized target and allows adjusting the number of
inference steps to trade computational resources for improved sample quality.

Trade compute for sample quality. Figure [3 shows how the Sinkhorn distance decays as we
allocate more network-function evaluations (NFEs) to SCDS at inference time. On the 2-D GMM
and the 5-D Many-Well tasks the curve is strictly monotone: with only 4-8 Euler updates SCDS
already matches the accuracy of DDS, and at 32-64 steps it recovers the DIS reference obtained with
128 steps. The same trend is visible on the 10-D Funnel, but with a mild “bump” at 32 steps. SCDS
allows practitioners to flexibly adjust the computational budget, progressively improving sample
quality until it matches the accuracy of traditional multi-step diffusion samplers.

Additional results, comparisons with other baselines, and ablations are provided in Appendix

7 Conclusion

We introduced two novel approaches for efficient sampling from unnormalized target distributions:
consistency-distilled diffusion samplers (CDDS) and the self-consistent diffusion sampler (SCDS).
CDDS uses consistency distillation without generating a large dataset of samples. SCDS requires no
pre-trained samplers and simultaneously learns to sample high-density regions and to take large steps
across the path space. Our empirical results across a range of benchmarks demonstrated that both
methods achieve competitive accuracy with as few as one or two steps. These findings highlighted
the potential of consistency-based methods for sampling from unnormalized densities.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

* You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Contributions are detailed in Sec. [d]and[5] supported by experiment results in
Sec. [6l

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: Sec. 4|explicitly discusses the dependency of CDDS on a pre-trained control,
and Sec. [5 clearly acknowledges that our approach introduces a modest increase in training
time relative to baseline methods. We also included a Limitation section in Appendix

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: See Appendix [A.4]for proofs.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper clearly specifies model architectures, training procedures, hyper-
parameters, and evaluation metrics required to reproduce the main experimental results
(Sections 4] [ and Appendix [A.2). The code is available at|this repository.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is available at this repository.
Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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590 * At submission time, to preserve anonymity, the authors should release anonymized
591 versions (if applicable).

592 * Providing as much information as possible in supplemental material (appended to the
593 paper) is recommended, but including URLSs to data and code is permitted.

594 6. Experimental setting/details

595 Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
596 parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
597 results?

598 Answer: [Yes]

599 Justification: Experiments and hyper-parameters are detailed in Appendix

600 Guidelines:

601 * The answer NA means that the paper does not include experiments.

602 * The experimental setting should be presented in the core of the paper to a level of detail
603 that is necessary to appreciate the results and make sense of them.

604 * The full details can be provided either with the code, in appendix, or as supplemental
605 material.

606 7. Experiment statistical significance

607 Question: Does the paper report error bars suitably and correctly defined or other appropriate
608 information about the statistical significance of the experiments?

609 Answer: [Yes]

610 Justification: We conducted multiple independent simulation runs for all experiments and
611 found standard deviations consistently negligible relative to the reported means. To maintain
612 readability, these small standard deviations are omitted from the main tables but are reported
613 in Appendix [A.3]

614 Guidelines:

615 * The answer NA means that the paper does not include experiments.

616 * The authors should answer "Yes" if the results are accompanied by error bars, confi-
617 dence intervals, or statistical significance tests, at least for the experiments that support
618 the main claims of the paper.

619 * The factors of variability that the error bars are capturing should be clearly stated (for
620 example, train/test split, initialization, random drawing of some parameter, or overall
621 run with given experimental conditions).

622 * The method for calculating the error bars should be explained (closed form formula,
623 call to a library function, bootstrap, etc.)

624 * The assumptions made should be given (e.g., Normally distributed errors).

625 ¢ It should be clear whether the error bar is the standard deviation or the standard error
626 of the mean.

627 e It is OK to report 1-sigma error bars, but one should state it. The authors should
628 preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
629 of Normality of errors is not verified.

630 * For asymmetric distributions, the authors should be careful not to show in tables or
631 figures symmetric error bars that would yield results that are out of range (e.g. negative
632 error rates).

633 * If error bars are reported in tables or plots, The authors should explain in the text how
634 they were calculated and reference the corresponding figures or tables in the text.

635 8. Experiments compute resources

636 Question: For each experiment, does the paper provide sufficient information on the com-
637 puter resources (type of compute workers, memory, time of execution) needed to reproduce
638 the experiments?

639 Answer: [Yes]
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10.

Justification: We specify the neural network architecture and explicitly report the number
of network function evaluations for each task, a standard measure to estimate computa-
tional cost. Additional details regarding the compute infrastructure and hardware used for
experiments are provided in Appendix [A.2]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: This paper focuses on accelerating diffusion samplers without any practices
that directly violate NeurIPS Code of Ethics.

Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: See Appendix [A.6]
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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13.

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: No new dataset or pretrained model is released.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: This paper reuses some datasets and codes from previous work, and they have
been cited in the paper. The license and terms of use are also properly respected.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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15.

16.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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