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ABSTRACT

Multimodal representation learning aims to integrate diverse data modalities into
a shared embedding space with a common approach to use contrastive learning.
However, this approach is limited by the need for large amounts of paired data,
sensitivity to data quality, and lack of scalability when introducing new modalities.
We propose ALICE (alignment via interventional consistency), a novel frame-
work for learning structured representations that achieve partial alignment across
modalities using unpaired annotated samples. The key is to align the annotation-
specific information in the latent space by enforcing the consistency of control-
lable and recognizable semantic interventions across modalities. We demonstrate
that our method is able to align representations sufficiently to achieve compet-
itive results on a novel retrieval task we introduce called label-retrieval. Fur-
thermore, when pre-training a model with ALICE, and then fine-tuning it with
a small amount of paired data using CLIP, we achieve comparable retrieval per-
formance with 2-4x fewer samples, thereby alleviating the need for paired data
to learn multi-modal representations. The code used in the paper is available at
https://github.com/sony/alice.

1 INTRODUCTION

Intelligent systems must process and integrate information across diverse modalities such as images,
text, audio, and video. A prevailing approach to this challenge is multimodal representation learning
(Manzoor et al., 2023), which aims to create a shared embedding space where semantic information
from different modalities can be aligned. This shared space facilitates tasks such as cross-modality
retrieval, classification, and generation. One popular technique is contrastive learning (Chen et al.,
2020), as exemplified by methods like CLIP (Radford et al., 2021), where embeddings for paired
samples (e.g., image–caption pairs) are aligned directly using a contrastive objective.

However, contrastive learning methods exhibit a variety of significant limitations (Zhai et al., 2023).
They require large amounts of high-quality paired data across all modalities of interest, which may
be difficult to obtain, particularly beyond modalities like text and images (Zhu et al., 2024). Ad-
ditionally, these methods are sensitive to the quality of pairings (e.g., poorly annotated captions
(Betker et al., 2023)) and suffer from information asymmetry—some modalities, like images, often
encapsulate far richer information than others, such as corresponding captions, thereby limiting the
fidelity of embeddings to the weakest link (Fan et al., 2023). Finally, adding new modalities to a pre-
trained model requires retraining from scratch, making it challenging to scale multimodal systems
(Tejankar et al., 2022).

To address these issues, we explore a fundamentally different learning method to achieve useful
structured representations: ALignment via Interventional ConsistEncy (ALICE) Conceptually, AL-
ICE aims to align the semantic information in the representation space based on a shared definition
of how that information can be selectively manipulated. While this only partially aligns the infor-
mation across modalities up to the shared annotations in each modality, it provides a flexible and
scalable approach to multimodal representation learning. Our contributions here are as follows:
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"replace all humans with cats"

Figure 1: Overview of the four model components (green) and three training objectives (red arrows)
of ALICE: starting only from the observations x and labels y (shown in yellow), ALICE trains
the encoder E, decoder D, and classifier C using the reconstruction Lrec, classification Lcls. The
semantic Lsem loss is used to train the intervention module M for which the other components are
frozen (shown in blue), and the ∆k (untrained) which defines specific semantic interventions on the
labels.

1. We introduce a novel method for multimodal representation learning that achieves partial
alignment across modalities using only label information in individual modalities.

2. We explore how the structure of representations of ALICE enables controllable manipula-
tion of the semantic information in the latent space for different intervention designs.

3. We evaluate ALICE’s effectiveness as a pretraining step before contrastive learning with
paired samples to reduce the amount of paired data required.

4. We introduce a variant of the conventional cross-modality retrieval task called label-
retrieval to evaluate extent to which label information is aligned across modalities.

2 ALIGNMENT VIE INTERVENTIONAL CONSISTENCY

We begin by describing how we learn a highly informative representation for a single modality with
a very specific structure that can be exploited to partially align the embeddings across modalities.
Given a set of samples x ∈ X in a single modality (e.g. images) and their corresponding semantic
annotations/labels y ∈ Y , ALICE learns a latent representation z ∈ Z using an encoder E : X → Z ,
a decoder D : Z → X , a classifier C : Z → Y , and an intervention module M : Z → Z using
three training objectives. The encoder and decoder are trained to reconstruct the input samples
Lrec = D(z) ↔ x, while the encoder and classifier are trained to predict the labels from the latent
samples Lcls = C(z) ↔ y where ↔ represent an appropriate similarity metric.

Note that the reconstruction and classification objectives used to train the encoder, decoder, and
classifier are based entirely on the observational data {x, y}. For the intervention module only, we
implicitly define interventional distributions based on how semantic interventions ∆k : Y → Y
(not trained) modify the annotations y to ỹk = ∆k(y). For example, if the annotations correspond
to animals/objects present in the image, an intervention k could “replace all humans with cats” in
an image by making the corresponding change to the object labels. Crucially, we do not need the
corresponding counterfactual samples (i.e. the images where all humans are in fact replaced by
cats), we only need to define the effects of the interventions in terms of changes to the annotations.

Now the intervention module M is trained to modify the latent samples z when conditioned on a spe-
cific desired intervention k to produce a modified latent sample z̃k = Mk(z) such that the classifier
C predicts the modified annotations ỹk. To ensure that the interventions are realistic, we further re-
fine the training objective by taking advantage of the autoencoder being trained on the observational
data distribution (Radhakrishnan et al., 2019). Consequently, we propose composing the decoder
and encoder to project modified latent samples which may deviate from the latent distribution back
onto the (observational) latent manifold (Leeb et al., 2022). This results in our semantic loss:

Lsem = (C ◦ E ◦D ◦Mk ◦ E)(x) ↔ ∆k(y) (1)

The overall optimization objective is L = Lsem(Mk)+Lrec(E,D)+Lcls(E,C) where the arguments
of each term indicate which components are updated using the gradients from that loss. This means
the classifier, encoder, and decoder are frozen when computing the semantic loss.
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Cross-Modal Alignment So far, we have described how ALICE learns a representation for a
single modality with a very specific structure. Let us now explain how we can exploit this to partially
align the embeddings across other modalities. First, we use the samples of a chosen reference
modality to learn a modality-specific encoder Eref, decoder Dref, classifier C ref, and intervention
module M ref using L as described above.

Next, given a new modality m, we train a new encoder E(m), decoder D(m) using the objective
L(m) = Lrec(E

(m), D(m)) + Lcls(E
(m)) + Lsem(E

(m)) while using the frozen classifier C ref and
intervention module M ref from the reference modality. This forces the representation of the new
modality to align the information pertraining to the shared annotations in the reference modality to
be recognizable and consistent with the classifier C ref and the intervention module M ref.

This process can be repeated for any number of subsequent modalities, each time learning a new
modality-specific representation, with universally shared recognizable interventions. Note that there
is a subtle caveat that similar annotations must be available in each modality individually for the
classification and semantic losses to have an effect in downstream modalities. The more similar the
annotations are across modalities, the more aligned the representations will be.

3 EXPERIMENTS

In this paper, we evaluate ALICE on the COCO dataset (Lin et al., 2015), a common choice for
multi-modal representation learning due to the high-quality paired samples of images and captions
as well as extensive labels of objects present in the scene. All results reported here are on the official
validation set of COCO (25K samples, referred to hereafter as the “test set”), while we use 10%
of the images and corresponding captions from the full training set (592K samples) as a held out
validation set for hyperparameter tuning.

We use the the class-level annotations as the semantic information for the intervention module. This
means we define semantic interventions as replacing the presence of one class with another (e.g.
replacing all humans with cats in the scene), where the classes are selected uniformly from the all
classes present and absent in the original sample respectively. While additional care could be taken
to define more complex interventions, such as replacing individual instances of a class, or a more
sophisticated selection mechanism, we leave this for future work.

Intervention Design A crucial aspect of ALICE is not just what semantic interventions are defined
with the annotations but how precisely the intervention module M applies them to the latent samples.
To investigate how different intervention designs affect the structure of the learned representation,
we explore these three implementations for the intervention module M :

• Global: Here the presence of each class i has one global learned vector bi associated
to it, so the intervention is independent of the latent sample. For example, if class i is
replaced with class j, the latent sample is modified by adding the difference between the
corresponding vectors Mi→j(z) = z + (bj − bi).

• Affine: This design allows for each class i to have a learned affine transformation {Ai, bi}
associated to it, while class replacements are defined as in the global setting: Mi→j(z) =
z + (Aj −Ai)z + (bj − bi).

• Non-Linear: The intervention module is a neural network f with one hidden layer
that takes the latent sample z and the pre-trained BERT (Devlin et al., 2019) embed-
ding of a fixed text description of the desired intervention as input Mi→j(z) = z +
f(z,BERT(“replace all i with j”)). This design is more flexible and can learn complex
transformations which can align with the learned latent manifold as well as potentially
generalize to unseen interventions by leveraging the BERT embeddings.

Model Architecture and Training Since our focus here is on the alignment of the representations
across modalities, rather than the fidelity of the representations for each modality individually, we
use an (unaligned) pre-trained [cls] token of the Vision Transformer (ViT) (Dosovitskiy et al.,
2021) for the images and BERT (Devlin et al., 2019) for the captions so X ∈ R768. The encoder,
decoder, and classifier are MLPs with approximately 4-5M parameters each, while the non-linear
intervention module has about 2M parameters (see subsection A.1 for details). The latent space is
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a hypersphere in a 512-dimensional space Z ∈ S511, and since the annotations are the class-level
labels Y ∈ {0, 1}80, the metric for the classification and semantic loss is the binary cross-entropy,
while the reconstruction loss is the mean squared error.

We train our ALICE models in two stages: first, we train the model on the ViT features of the COCO
images for 100k steps, and then we train a new encoder and decoder on the BERT features of the
COCO captions for 100k steps.

For the fine-tuning experiments, we evaluate to what extent the partial alignment achieved by ALICE
can help alleviate the need for large amounts of paired data to fully align the embeddings using
contrastive learning as in CLIP (Radford et al., 2021). After training ALICE, we fine-tune the
encoders using CLIP’s contrastive loss on the COCO dataset for 20k steps with a learning rate 10−5

(100x smaller than otherwise).

Baselines To put the structured representation learned by ALICE in proper context, we include
a baseline we call “Post-training” inspired by concept algebra (Wang et al., 2024). Here we train
the encoder of each modality individually, and then find the optimal affine transformation to modify
the class-specific information in the latent samples as described in Wang et al. (2024) for each class
using the validation set, resulting in an analogue of the affine intervention design, but where the
intervention module is optimized post-training the other components.

Unpaired Data Paired Data

Contrastive Concept Algebra CLIP
Consistency ALICE CyCLIP

In the alignment experiments, we use a CLIP
model pretrained by Radford et al. (2021) and
a CLIP model we train on COCO using the
same architecture as our encoders trained from
scratch. Lastly, we include the analogous CyCLIP (Goel et al., 2022) as a baseline to compare the
effectiveness of using consistency-based auxiliary losses for the contrastive alignment. Conceptu-
ally, ALICE distinguishes itself from these baselines by (1) not using any paired data, and (2) using a
consistency-based loss to align the representations across modalities (see the mini-table to the right).

4 RESULTS AND ANALYSIS

Table 1: Comparison of different intervention module designs reporting the average AUROC and
balanced accuracy for the classification task on the observational distribution vs random interven-
tions for images. Note that the post-training baseline performs near random (50%) on the classes
that the interventions should not change, suggesting training a non-linear intervention module is
necessary to avoid losing semantic information.

Intervention
Design

Observations Interventions
Avg. AUROC Avg. Acc Min Acc Changed Acc Unchanged Acc

Post-training 0.96 90 80 89 53
Global 0.96 91 79 99 69
Affine 0.96 91 79 99 87
Non-linear 0.96 91 78 74 94

Table 1 shows the classification performance of the different intervention module designs on the
COCO test set. Specifically, we report the average AUROC and balanced accuracy across classes
on the observational (data) distribution. For the interventional distribution, we separate the balanced
accuracy for the classes that the interventions should affect versus the classes that should remain
unchanged to characterize how selective the interventions are. Note that although the post-training
baseline based on Wang et al. (2024) performs well on the classes that the interventions should
change, it performs near random (50%) on the classes that should remain unchanged. Similarly
the simpler intervention designs also struggle to maintain the semantic information that should not
be changed by the intervention. This suggests that training a non-linear intervention module is
necessary to avoid losing semantic information when applying interventions to the latent samples.
However, the non-linear intervention design performs somewhat worse on the changed classes,
suggesting it is challenging to selectively manipulate the semantic information in the latent space.
See the qualitatively similar results for the text modality in subsection A.2
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4.1 CROSS-MODAL ALIGNMENT
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Figure 2: Text-to-Image retrieval perfor-
mance (%) on the COCO test set when pre-
training a CLIP model with ALICE (line)
vs training from scratch (dashed) given lim-
ited paired samples. Note that pre-training
with ALICE consistently performs compa-
rable when CLIP uses 2-4x as much data.

Paired Label Image Retrieval
Method Samples Retrieval @1 @5 @10

Pre-trained CLIP 400M 67 42 68 78
CLIP 532K 49 20 47 61
CyCLIP 532K 49 20 48 62
ALICE + CLIP 131K 49 17 42 57

ALICE only 0 19 1 5 8
No training 0 4 0 1 1

Table 2: Text-to-Image retrieval performance (%) for
different methods. Note that not only does ALICE en-
able CLIP to achieve comparable performance with al-
most 5x less paired data, but even without any paired
samples, ALICE achieves a non-trivial retrieval perfor-
mance, particularly on the label retrieval task. While
the performance is still lower than when using pre-
trained CLIP, note that CLIP was trained on a propri-
etary dataset with 400M paired samples.

As seen in Figure 2, we find that pre-training CLIP with ALICE consistently achieves comparable
retrieval performance with 2-4x less paired data (text retrieval in Figure 3). Meanwhile, when using
all the training samples (532k) to train a CLIP or CyCLIP model from scratch, the performance is not
significantly better than when using ALICE with only 131k paired samples, as seen in Table 2. This
suggests that the partial alignment of the representations learned by ALICE is highly informative
and useful for alignment.

From Table 2, an additional slightly surprising result is that even without any paired samples, AL-
ICE achieves significant performance on our label retrieval task. In the label retrieval task, rather
than trying to retrieval the image corresponding to a given caption (in 1, 5, or 10 guesses), we try
to retrieve the caption any image sample which has exactly the same labels as the query caption.
While naively this might seem easier than sample retrieval, it focuses the search on the semantic
information in the labels, which can often be largely implicit due to short or ambiguous captions.

Overall, using the pre-trained CLIP model from Radford et al. (2021), still significantly outperforms
CLIP trained on COCO only, as well as ALICE. However, pre-trained CLIP is only available for
an image + text embedding, so if any other modalities are of interest, it is unlikely that a pre-
trained model or large paired dataset (on the order of 400M samples) will be available. Here ALICE
provides a highly flexible and scalable approach to multimodal representation learning that can be
applied to a wide range of modalities with minimal paired data.

5 CONCLUSION

We present a novel highly versatile method for multimodal representation learning. Rather than
requiring relatively expensive paired data across all modalities, ALICE only requires similar an-
notations or label information in each modality individually. This requirement is significantly less
stringent than the paired data opening the door to a wider range of different modalities where, for
example, samples may individually have tags associated with them, but not corresponding samples
in other modalities (as may be common in, for example, social media tags).

By exploiting the structure of the learned representations, we can partially align the embeddings
across modalities using a shared set of recognizable interventions. We achieve on par retrieval per-
formance with less than a quarter as many samples when pre-training CLIP with ALICE compared
to training from scratch. So far we have focused our experiments on images and text with COCO, as
the high quality data can readily be applied to more restrictive baselines like CLIP. However, one of
the key advantages of ALICE is that it can be applied to a wide range of different modalities, and that
new modalities can be added incrementally without retraining everything from scratch. Therefore,
we intend to explore the effectiveness of ALICE on a wider range of modalities next.
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A APPENDIX

A.1 TRAINING DETAILS

Hyperparameter Value
Training steps 100k (20k for finetuning)
Batch Size 1024
Learning Rate 0.001 (10−5 for finetuning)
Optimizer Adam
AMSGrad True
Beta1 0.9
Beta2 0.999
Epsilon (Adam) 1× 10−8

Latent Dimension 512
Encoder Hidden Layers [1024, 1024]
Decoder Hidden Layers [1024, 1024]
Classifier Hidden Layers [1024, 1024]
(Non-linear) Intervention Module Hidden Layers [1024]
Activation function ELU
Dropout (Classifier only) 0.1

Table 3: Summary of key hyperparameters used for training.

A.2 TEXT CLASSIFICATION RESULTS

Table 4: Comparison of different intervention module designs reporting the average AUROC and
balanced accuracy for the classification task on the observational distribution vs random interven-
tions for the text modality (captions). Qualitatively the performance is quite similar as for the image
modality, except that the observational performance is slightly lower, which is most likely due to
many of the captions only implicitly referring to certain objects in the scene.

Intervention
Design

Observations Interventions
Avg. AUROC Avg. Acc Min Acc Changed Acc Unchanged Acc

Post-training 0.94 88 71 88 51
Global 0.95 89 74 83 68
Affine 0.95 89 74 87 87
Non-linear 0.95 89 75 82 95

A.3 TEXT RETRIEVAL RESULTS
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Figure 3: Image-to-Text Retrieval results, which are, unsuprisingly, qualitatively very similar to the
Text-to-Image retrieval results seen in Figure 2.
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