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Abstract— Federated learning aims to facilitate collaborative
training among multiple clients with data heterogeneity in a
privacy-preserving manner, which either generates the general-
ized model or develops personalized models. However, existing
methods typically struggle to balance both directions, as opti-
mizing one often leads to failure in another. To address the
problem, this article presents a method named personalized
federated learning via cross silo prototypical calibration (pFed-
CSPC) to enhance the consistency of knowledge of clients by
calibrating features from heterogeneous spaces, which contributes
to enhancing the collaboration effectiveness between clients.
Specifically, pFedCSPC employs an adaptive aggregation method
to offer personalized initial models to each client, enabling
rapid adaptation to personalized tasks. Subsequently, pFedCSPC
learns class representation patterns on clients by clustering,
averages the representations within each cluster to form local
prototypes, and aggregates them on the server to generate global
prototypes. Meanwhile, pFedCSPC leverages global prototypes
as knowledge to guide the learning of local representation,
which is beneficial for mitigating the data imbalanced problem
and preventing overfitting. Moreover, pFedCSPC has designed a
cross-silo prototypical calibration (CSPC) module, which utilizes
contrastive learning techniques to map heterogeneous features
from different sources into a unified space. This can enhance
the generalization ability of the global model. Experiments were
conducted on four datasets in terms of performance compari-
son, ablation study, in-depth analysis, and case study, and the
results verified that pFedCSPC achieves improvements in both
global generalization and local personalization performance via
calibrating cross-source features and strengthening collaboration
effectiveness, respectively.

Index Terms— Data heterogeneity, federated learning (FL),
generalization, personalization, prototypical calibration.

I. INTRODUCTION

FEDERATED learning (FL), as a solution to address the
problem of data silos, enables multiple clients with data
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heterogeneity to collaboratively train models in a privacy-
preserving manner [1], [2], [3]. FL has two optimization
objectives: global generalization [4], [5], [6], [7] and local
personalization [8], [9], [10], [11]. Recently, various methods
have been proposed to optimize different objectives. However,
the simultaneous consideration of both directions has been
rarely explored in the existing research. This leads to diffi-
culties in FL systems as they struggle to meet the needs of
both servers and clients simultaneously.

To enhance the generalization of the federated model, three
methods have been proposed: data sharing, mitigating the
local drift on the client side, and optimizing the aggregation
scheme on the server. The first method aims to use synthetic
or public datasets to create balanced data distributions to
build unbiased local models [12], [13]. The second method
commonly leverages global knowledge to regularize the learn-
ing of local, aiming to enhance model output consistency
across client, where global knowledge typically represents
the output of a global model or the average of outputs
from multiple participants [14], [15], [16]. The third method
addresses the performance decline issue caused by directly
averaging parameters of local models. It either introduces new
strategies to improve the aggregation effectiveness [17], [18]
or performs fine-tuning to boost the knowledge transfer [19].
Despite the overall performance improvement, the issue of
inconsistency in the cross-source feature space needs to be
addressed. On the other hand, personalized FL methods can
also be roughly divided into three categories. The first method
typically performs model fine-tuning on local data to fit the
personalized objective [20], [21]. The second method aims to
compute personalized aggregation weights for each client to
generate personalized models for specific clients [22], [23],
[24], [25], [26]. The third method focuses on decoupling the
network architecture by splitting it into personalized layers and
global layer, which can improve the flexibility of model [27],
[28], [29]. As observed, optimizing for a single objective has
yielded impressive results. However, there is a lack of new
solutions to balance both directions.

To address this problem, this article presents a method,
termed personalized federated learning via cross silo prototyp-
ical calibration (pFedCSPC), which regularizes the learning
of consistent knowledge among clients to improve the collab-
oration effectiveness between clients. As illustrated in Fig. 1,
compared with conventional methods, pFedCSPC considers
both optimizing global generalization and local personalization
simultaneously. Specifically, for the global optimization, pFed-
CSPC utilizes clustering to learn prototypical representations
of local data on the client side, which precisely modeling the
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Fig. 1. pFedCSPC calibrates the representation space of heterogeneous clients
on the server side, which improves the generalization capability of the global
model. Moreover, pFedCSPC adopts adaptive PMI, which allows for rapid
adaptation to personalized tasks.

distribution of local representations. Furthermore, pFedCSPC
utilizes the cross-silo prototypical calibration (CSPC) module
on the server to align prototypes from different spaces, which
serves as a key component in addressing feature heterogeneity.
Notably, to enhance the robustness of the calibration, the
CSPC module employs a prototype augmentation (PA) method
to increase sample diversity and leverages contrastive learning
techniques to achieve prototypical calibration between clients,
which aids in strengthening the generalization ability of the
global model. For the personalized optimization, pFedCSPC
introduces a personalized model initialization (PMI) method
based on prototype prediction loss, which provides clients
with models that are better suited for personalized tasks.
Subsequently, pFedCSPC utilizes global knowledge to guide
local representation learning, which effectively addressing the
challenges of imbalanced data and overfitting. Importantly,
the CSPC method exhibits high adaptability, seamlessly
integrating into diverse algorithms. It has been observed
that pFedCSPC effectively reduces the feature gap between
data sources and improve the collaboration efficiency among
clients.

Experiments are conducted in terms of performance compar-
ison, ablation studies of the main components of pFedCSPC,
in-depth analysis, and case study for the effectiveness of
cross-silo feature alignment and PMI. The results verify
that pFedCSPC is capable of mapping heterogeneous rep-
resentations into a unified space, which leads to improved
generalization of the global model. Moreover, it can be
observed that regularizing clients to learn consistent knowl-
edge enhances collaboration among them.

To summarize, this article includes three main contributions.

1) This article proposes an FL framework (pFedCSPC) to
improve the global generalization and local personal-
ization. It leverages consistent knowledge to facilitate
collaborative modeling, which is beneficial for both
optimization objectives.

2) This article proposes a plug-and-play module, named
CSPC module, that can be easily integrated into existing
infrastructure, enhancing versatility without altering core
components. It is an orthogonal improvement to client-
based methods.

3) This study reveals two findings: the heterogeneity
of features between clients poses a challenge for
global optimization, and the inconsistency of knowledge

Fig. 2. Feature distributions learned by FedAvg and pFedCSPC. pFedCSPC
effectively generalizes to client-side samples by learning to calibrate clien-
t-side prototypes. (a) Heterogeneous representations. (b) Cross-silo aligned
representations.

hinders the collaboration of clients. Furthermore, pFed-
CSPC employs CSPC to align features from different
spaces and utilizes global knowledge to guide clients in
learning similar representations.

II. RELATED WORK

The optimization objectives of existing FL methods can
be divided into two types: global optimization objective and
personalized optimization objective.

A. FL for Global Optimization

Global optimization methods, which aim to learn a gener-
alized model to fit the data from all clients, can be roughly
classified into the following three categories.

1) Methods That Mitigate Client Drift: In the local training
phase, common strategies involve leveraging global infor-
mation as knowledge to guide local updates. Traditional
approaches within this line of research include methods based
on weights [14], [30], features [31], [32], [33], [34], [35],
[36], and predictions [15], [37]. Weight-based methods employ
proximal terms to reduce disparities between local and global
models or use drift factors to correct parameter deviations.
Feature-based approaches aim to penalize inconsistencies by
emphasizing feature contrast. They usually involve aligning
the local and global outputs in a latent space or utilizing
prototypes to constrain clients’ learning of similar represen-
tations. However, it has been observed that these methods are
not able to fully address the issue of feature heterogeneity,
leading to limited performance gains (see Fig. 2). Prediction-
based methods typically rely on public datasets, and they
integrate local soft-label predictions on the auxiliary dataset
rather than model parameters or gradients, which is beneficial
for reducing communication costs and achieving knowledge
distillation. Federated learning framework of bias-eliminating
augmentation learning (FedBEAL) utilizes a bias-eliminating
augmenter and generated bias-conflicting samples to perform
debiasing local updates on each client [38]. Additionally,
federated learning framework with a simplex equiangular tight
frame (FedETF) utilizes a fixed simplex classifier to guide
clients in learning consistent representation spaces [39].

2) Methods That Optimize Aggregation Scheme: Recently,
many studies aimed to optimize the aggregation scheme
on the server side. For example, federated learning with
matched averaging (FedMA) leverages a Bayesian nonpara-
metric approach to match neurons; instead of simply averaging
them [17], FedAvgM incorporates the momentum method in
updating the global model to enhance its resilience to heteroge-
neous distributed data [40]. FedNova resolves inconsistencies
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by normalizing local updates before their aggregation [18], and
elastic aggregation adaptively interpolates client models based
on parameter sensitivity, which is measured by evaluating
the overall change in the prediction function output when
each parameter varies [41]. Moreover, additional strategies
such as retraining or fine-tuning are employed to address
potential model shifts following the aggregation process, such
as FedFTG incorporates an auxiliary generator that produces
synthetic data for retraining, which can model the input
space of local models [42]. CCVR [19] and CReFF [43]
demonstrate that the variability in classifiers is the primary
factor leading to decreased performance in models trained
on non-independent and identically distributed (IID) data.
Therefore, they both retrain the classifier using virtual and
federated features, respectively. FedSoup utilizes selective
interpolation of model parameters to balance local and global
performances. Gradient correction method (GRACE) utilizes
feature-aligned regularization to correct overfitting in personal-
ized gradients. Additionally, it employs consistency-enhanced
reweighted aggregation to calibrate gradients for improved
generalization.

3) Methods That Train Model With Auxiliary Data: Due to
the heterogeneity of data sources, local models trained on the
client side may have limited generalization ability for samples
from missing classes. Therefore, existing studies propose ideas
for sharing data. Common practices involve sharing public
datasets [13], generating synthesized datasets [44], [45], and
using truncated versions of private data [12]. However, these
approaches may compromise privacy preservation rules as they
expose the raw data to other parties.

B. FL for Personalized Optimization

Personalized FL aims to utilize collaborative computing
capabilities to train personalized models for each participating
party based on their specific needs, which can be categorized
into the following three methods.

1) Methods That Fine-Tune the Generalized Model: In this
line of work, they typically enhance the generalization of
the global model and then perform model fine-tuning on
local data [20], [21]. These methods can be further divided
into two subclasses: data-based and model-based approaches.
The former typically utilizes data augmentation to alleviate
statistical heterogeneity among different data sources [45],
[46], [47] or adaptively samples client subsets to accelerate
convergence [48], [49]. However, while data augmentation can
help create balanced datasets, it requires sharing some data
samples, which can potentially lead to privacy leakage. The
latter utilizes the global model to regularize the local learning
process in order to enhance the personalization capability
of the local models [50], [51], [54], such as personalize
locally, generalize universally (PLGU) employs generalized
information to regulate the personalization capability of local
models, which prevents clients from falling into suboptimal
performance [54].

2) Methods That Aggregate Local Models With Personalized
Weights: Recent studies have focused on generating personal-
ized aggregation weights to create client-specific models [22],
[23], [24], [25], [26]. For instance, FedAMP introduces
a federated attention message-passing mechanism to foster

increased collaboration among similar clients [22]. FedPHP
utilizes rule-based moving averages and predefined hyperpa-
rameters to aggregate the global model and the corresponding
local model [23]. FedFomo employs a local validation set
to estimate the optimal weights for each client’s personal-
ized model [24]. Adaptive personalized cross-silo federated
learning (APPLE) conducts local aggregation in every training
batch, going beyond local initialization alone [25].

3) Methods That Learn Personalized Layers: Some studies
focus on decoupling the network architecture by splitting it
into personalized and global layers [27], [28], [29], [55],
[56]. For instance, FedPer designates the feature extraction
component as the global layer while treating the classifier as
the personalized layer [28]. In contrast, LG-Fed aggregates
the classifiers of all clients on the server while maintaining
personalized feature extractors [55]. Cyclic distillation-guided
channel decoupling federated learning framework (CD2-pFed)
assigns an adaptive ratio of learnable personalized weights to
each layer of the model and keeps the personalized parameters
locally [56].

III. PROBLEM FORMULATION

In FL system, there are N clients denoted as C =

{C1, C2, . . . , CN } and a server S. The client Ck owns a local
dataset Dk = {(Xk,Yk)} and a local model Mk = Ek ⊙Hk ⊙Fk

with parameters wk = wE
k ⊙ wH

k ⊙ wF
k , where Ek is an image

encoder with parameters wE
k , Hk denotes the projection head

with parameters wH
k , and Fk is a classifier with parameters wF

k .
The aim of global optimization is to jointly train a generalized
model under the supervision of the server S while maintaining
privacy and minimizing the following objective:

w∗

g = arg min
w

∑
Ck∈C

pk Lk(w; Dk) (1)

where Lk(w) = E(x,y)∼Dk [ℓk(w; (x, y))] is the objective loss
of Ck , and pk = (|Dk |/D) is the corresponding weight, where
D =

∑
Ck∈C |Dk |. After local training, clients Ck ∈ C upload

the local parameters wk to sever, and the server aggregates
these parameters by

wg =

∑
Ck∈C

pkwk . (2)

For personalized optimization, the corresponding objective can
be expressed as

{
w∗

1, . . . , w
∗

N

}
= arg min

w

N∑
k=1

Lk(wk; Dk) (3)

where w = {wk}
N
k=1 contains all personal model parameters.

In contrast, to improve the generalization of the global
model, the proposed pFedCSPC introduces a CSPC module
on the server, which aims to relearn the global projection head
Hg 7→ Ĥ g and the classifier Fg 7→ F̂ g to align representations
from different feature spaces, i.e., Ĥ g(Ek1(xk1)) ≈

Ĥ g(Ek2(xk2)), where xk1 and xk2 are the samples with
the same label in clients Ck1 and Ck2 , respectively. pFedCSPC
first generates class-aware prototypes in all clients, i.e., U =

{Uk |k ∈ C} and Uk = {ui
k |i ∈ Yk} for each class i , and sends

them to the server. Subsequently, the CSPC module learns the
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Fig. 3. Illustration of the framework of pFedCSPC. It uses prototypes obtained from the clients to retrain the global projection head Hg(·) and global
classifier Fg(·) on the server to align features from different spaces at training round t −1. Meanwhile, it uses PA to improve the robustness of the calibration.
Moreover, pFedCSPC employs adaptive PMI and utilizes the constraint of global knowledge to regularize local training at training round t , which can enhance
the collaboration between clients.

mapping Ĥ g(·) based on these prototypes and the correspond-
ing augmented samples Uaug to gather together cross-source
features shared the same label. Finally, calibrated prototypes
form a knowledge base to produce knowledge-based
prediction (KP) Predknowledge. The final prediction Predfinal is
achieved by Predknowledge ⊕ Prednet 7→ Predfinal, where Prednet
is the prediction of network. Moreover, to fit the personalized
tasks, pFedCSPC employs the PMI to provide personalized
models {m p

k }
N
k=1 to clients. In addition, pFedCSPC utilizes

knowledge distillation to guide local learning and alleviate
the problems of data imbalance and overfitting.

IV. APPROACH

A. Overall Framework

pFedCSPC aims to improve the global generalization and
the local personalization for the FL system. Fig. 3 illustrates
the main framework of pFedCSPC. It first introduces the PMI
method to allocate model weights suitable for the correspond-
ing tasks to each client, and then uses global prototypes to
guide the learning of local representation to regularize the
consistency of local knowledge, which is capable of enhancing
collaboration between clients. Furthermore, pFedCSPC per-
forms data prototypical modeling to capture the distribution
of representations and provide prototypical knowledge to the
server. Finally, pFedCSPC performs CSPC to eliminate feature
heterogeneity in the heterogeneous space, which can improve
the generalization of the global model.

B. Personalized Model Learning

The personalized model learning module aims to achieve
personalized benefits for clients by leveraging collaborative
training manner. It has two main processes: PMI and person-
alized model training.

1) Personalized Model Initialization: PMI aims to cus-
tomize specific model parameters for personalized tasks, rather
than allocating uniform parameters to all users, which helps in

rapidly adapting to personalized tasks. An intuitive approach
is to assign greater weights to models that benefit specific
objectives, and conversely, assign smaller weights to models
that do not contribute as significantly. Following this line
of thinking, a weight allocation scheme based on prototype
prediction loss has been designed to measure the contribution
of models to clients:

pk ′

k =
e−Lsup(Uk ;Mk′)/τp∑n
k̂=1 e−Lsup(Uk ;Mk̂/τp)

(4)

where pk ′

k denotes the weight of the local model Mk ′ when
generating the initial model for client k. τp is a temperature
parameter. Notably, to better facilitate collaboration between
clients, the calibrated projection head Ĥ g and classifier
F̂ g are combined with personalized image encoder E p

k =∑N
k ′=1 pk ′

k × Ek ′ obtained by personalized weighting to fully
utilizes global knowledge to supplement the specific needs
of each client, i.e., the overall personalized model can be
expressed by M p

k = E p
k ⊙ Ĥ g ⊙ F̂ g . Note that Ĥ g and F̂ g

will be provided in Section IV-C2.
2) Personalized Task Adaptation: To mitigate the issues of

local data class imbalance and overfitting, pFedCSPC uses
global knowledge to guide the local representation learn-
ing. It incorporates regularization at the node, angle, and
edge levels, as shown in Fig. 4(a). Specifically, we apply a
prototype-based contrastive loss for point-level regularization
to align the representation with the corresponding global
prototype

LN = − log
exp

(
f · u+

g /τl
)

exp
(

f · u+
g /τl

)
+

∑
exp

(
f · u−

g /τl
) (5)

where f denotes the representation, and u+
g and u−

g are the
global prototypes of the same/different class as f , respectively.
Note that the method for calculating global prototypes will be
provided in Section IV-C2. τl is a temperature parameter. For

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: SHANDONG UNIVERSITY. Downloaded on July 22,2024 at 07:38:36 UTC from IEEE Xplore.  Restrictions apply. 



MENG et al.: IMPROVING GLOBAL GENERALIZATION AND LOCAL PERSONALIZATION FOR FL 5

Fig. 4. (a) Three levels of regularization to guide local representation learn-
ing. (b) Clustering-based prototype learning method better fits the distribution
patterns of samples than traditional methods.

the angle level, given three representations f1, f2, and f3 with
different labels, the corresponding prototypes are u f1

g , u f2
g , and

u f3
g , and the angle-based alignment loss is defined as

LA =
∥∥(

cos ̸ ( f1, f2, f3), cos ̸
(
u f1

g , u f2
g , u f3

g

))∥∥
1

(6)

where cos ̸ ( f1, f2, f3) =

⟨( f1 − f2)/(∥ f1 − f2∥2), ( f3 − f2)/(∥ f3 − f2∥2)⟩, and
⟨·⟩ denotes the inner product. For the edge level, it requires
the distance between the samples to be consistent with the
corresponding prototypes

LE = ℓ
(
∥ f1 − f2∥2 −

∥∥u f 1
g − u f 2

g

∥∥
2

)
(7)

where ℓ(·) is the L2-norm. Notably, encouraging the learning
of consistent knowledge among clients can promote coopera-
tion between them.

C. Generalized Model Learning

The generalized model learning module aims to integrate
knowledge from multiple clients to obtain a model that can
fit all the data. It has two main processes: clustering-based
prototype modeling (CPM) and CSPC.

1) Clustering-Based Prototype Modeling: Inspired by clus-
tering [52], [53], after personalized model training, to assist
with model calibration, pFedCSPC utilizes the K -means
clustering method to explore patterns in the representation
distribution and generate prototypes. The process can be
described as follows:

c1
i , c2

i , . . . , c j
i = K-means(E(x), j), x ∈ Di (8)

where j denotes the number of clusters. c j
i is the j th cluster

of class i , and Di is the data with label i . E(·) is the encoder.
To better model the distribution of representations,

we repeat the process of randomly sampling nrepeat times
within each cluster to generate multiple class-aware proto-
types, as shown in Fig. 4(b). Remarkably, this increases
prototype diversity compared to traditional methods [16], [58].
The calculation of the prototype can be formulated as

u ĵ,t
i = mean

{
f | f ∈ sampling

(
c ĵ

i , r
)}

(9)

Fig. 5. Illustration of the generation of augmented samples via extrapolation
and interpolation.

where u ĵ,t
i represents the t th local prototype of cluster c ĵ

i ,
mean(·) is the mean operation, and sampling(c ĵ

i , r) denotes
the randomly select sample features with a proportion of r
in cluster c ĵ

i . Finally, client k sends the local model Mk and
local prototype set Uk = {u ĵ,t

i |i ∈ Yk, ĵ = 1, 2, . . . , j, t =

1, . . . , nrepeat} as output to the server.
2) CSPC: The server obtains all local models and local pro-

totype set {M,U} = {(Mk,Uk)|k = 1, . . . , N } from clients.
To align prototypical features obtained from heterogeneous
spaces, an intuitive idea is to relearn the projection head Hg(·)

and classifier Fg(·). However, there is a challenge hindering
the robustness of calibration, which is the insufficient number
of prototypes. Therefore, the pFedCSPC develops an aug-
mented contrastive learning method, which contains in-client
PA and cross-client contrastive alignment (CA).

a) In-client PA: As shown in Fig. 5, to expand the local
prototype set, positive extrapolation and negative interpolation
strategies are employed to generate new sample features,
which is beneficial for information supplementation, i.e.,

u+

1 = (u1 − u2) × λ + u1, u−

1 = (u3 − u1) × λ + u1 (10)

where u1 and u2 share the same label, whereas u3 has a
distinct label. λ is a constant coefficient. Notably, intraclass
extrapolation keeps the main characteristics while increasing
diversity. Meanwhile, interclass interpolation injects positive
information into negative samples, which makes it more diffi-
cult for the model to distinguish the decision boundary. This is
advantageous for improving the generalization of the model.

b) Cross-client CA: For the raw global model Mg =

Eg ⊙ Hg ⊙ Fg , obtained by (2), the projection head Hg(·) and
the classifier Fg(·) need to be calibrated, i.e., Hg(·) 7→ Ĥ g(·)

and Fg(·) 7→ F̂ g(·). To enhance the robustness of calibration,
augmented samples for each class i are used as additional
constraints to regularize the learning of mapping, i.e.,

LACL
(
ui , u+

i , u−

i

)
=

∣∣∣∣Hg(ui ) − Hg
(
u+

i

)∣∣∣∣2
2

−
∣∣∣∣Hg(ui ) − Hg

(
u−

i

)∣∣∣∣2
2 + α (11)

where α is the margin parameter. For the real samples of each
class i , we maximize the similarity between prototypes of
the same class from different sources via weighted contrastive
learning

LWCL(ui ) = −
1

|P(ui )|

∑
u+

i ∈P(ui )

log
σ · exp

(
zT

i · z+

i /τg
)∑

us∈Is
σ · exp

(
zT

i · zs/τg
)

(12)

where P(ui ) indicates the positive set of ui . Is denotes the
sample set. zi = Hg(ui ), and τg is a temperature parameter.
σ j is a weighting factor. Considering that it is more difficult to
pull samples from different sources closer and push samples
from the same source farther away, we design the following
rules: if the two samples being compared are of the same class
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but from different clients, or are of different classes but from
the same client, σ = 1; otherwise, σ = 0.5.

Meanwhile, to enhance the classification capability, the
cross-entropy loss is used to further optimize the classifier
Fg(·) 7→ F̂ g(·)

Lsup(u) = −

Nc∑
j=1

I(y = i) log
(
ŷi

)
(13)

where I(·) denotes the indication function, and Nc represents
the number of classes. y is the label of sample u, and ŷi is
the prediction that u belongs to class i .

In addition, pFedCSPC is unique in that it generates an
exemplar ei for each class in the unified space, which serves
as a knowledge base to form a KP. For predictions based on
knowledge Predknowledge(x) and network Prednet(x) that may be
in different ranges, both of them are normalized before fusion,
which enables them to be mapped to the same interval. And
the final prediction is generated by taking a weighted average
of the two predictions, i.e.,

ei
=

1
N

N∑
k=1

1
nrepeat

nrepeat∑
t=1

Ĥ
(

ui,t
k

)
(14)

Predfinal (x) = (1 − λ) × Norm(Prednet(x))

+ λ × Norm
(
Predknowledge(x)

)
(15)

where Predknowledge(x) = [sim( fx , ei )|i = 1, . . . , Nc],
sim( fx , ei ) denotes the similarity between the sample feature
fx and all exemplars {ei |i = 1, . . . , Nc}, Norm(·) denotes the
normalization function, and λ is a weight parameter.

Finally, to encourage the learning of consistent knowledge
between clients, pFedCSPC generates global prototypes Ug =

{ui
g|i = 1, . . . , Nc} and sends them to all clients

ui
g =

1
N

N∑
k=1

1
nrepeat

nrepeat∑
t=1

ui,t
k . (16)

D. Training Strategies

For global optimization, pFedCSPC focuses on calibrating
feature space on the server side, which can be combined with
multiple client-based methods. Consequently, pFedCSPC has
the following training strategy.

1) In the server, pFedCSPC aims to align heterogeneous
features to eliminate heterogeneity and obtain clear
decision boundaries, and it optimizes the following
objective:

Lserver =
1

|Is |

∑
u∈Is

Lsup(u)

+ η
[
LWCL(u) + LACL

(
u, u+, u−

)]
(17)

where η is a weight parameter.
For personalized optimization, pFedCSPC focuses on
learning local knowledge without overfitting. It follows
the strategy to achieve its goals.

2) In the client, the optimization objective varies depending
on the base algorithm being used. Moreover, the align-
ment loss Lalign = LN + LA + LE is used to regularize

TABLE I
STATISTICS OF CIFAR10, CIFAR100, TINYIMAGENET, AND

VIREOFOOD172 DATASETS USED IN THE EXPERIMENT

all clients to learn similar representations. Therefore, the
overall optimization objective for a client is

Lclient = Lbase + κ × Lalign (18)

where κ is a weight parameter, and the base algorithm
could be FedAvg, FedASAM, and so on.

V. EXPERIMENTS

A. Experimental Settings

1) Datasets: To evaluate the performance of the algorithms,
four datasets are used in the experiment, including CIFAR10
[59], [74], [75], CIFAR100 [59], TinyImagenet [60], and
a challenging food classification dataset VireoFood172 [61],
[70], [77]. Table I presents their statistical information. Fol-
lowing recent studies [16], [19], [31], the Dirichlet distribution
is used to partition the training dataset. For personalized opti-
mization, the local testing set and its corresponding training
set exhibit an identical distribution to assess personalized
performance.

2) Evaluation Measures: Following [1] and [31], for the
global optimization, we use the top-1 accuracy (Acc) to
evaluate the performance of methods, i.e.,

ACCglobal = (TP + TN)/(P + N ) (19)

where P , N , TP, and TN are positives, negatives, true
positives, and true negatives, respectively. For personalized
optimization, we evaluate both Acc and macro-F1 (MF1) score
to mitigate the negative impact of overfitting. The indicator
(Ilocal) is defined as

Ilocal =
2 ∗ Acc ∗ MF1

Acc + MF1
. (20)

Moreover, we also calculated the harmonic mean (HM) of
global generalization and local personalization performance,
i.e.,

HM =
2 × ACCglobal × Ilocal

ACCglobal + Ilocal
. (21)

3) Hyperparameter Settings: Following [16] and [31], for
all methods, we set the number of clients N = 10 with the
sample fraction C = 1.0, the number of local training epochs
E = 10, the batch size B = 64, the communication round
T = 100 for CIFAR10 and CIFAR100 datasets, T = 50 for
TinyImagenet and VireoFood172 datasets, and the stochastic
gradient descent (SGD) optimizer with the learning rate lr =

0.01 and the weight decay wd = 1e − 05 is used in the local
training. For all datasets, the Dirichlet parameter β = 0.5.
The number of clusters for each class k is selected from
{2, 3, 4}, the sample proportion r = 0.5, and the number of
sampling nrepeat = 5. The constant coefficient λ is randomly
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TABLE II
PERFORMANCE COMPARISON BETWEEN PFEDCSPC WITH BASELINES ON FOUR DATASETS. ALL ALGORITHMS WERE RUN BY THREE TRIALS, AND

THE MEAN AND STANDARD DERIVATION ARE REPORTED

selected from {0.1, 0.3, 0.5}, the margin parameter α = 1.0,
the number of augmented samples for each prototype naug = 5,
and the temperature parameters τl , τg = 0.5. For training
strategies, both weight parameters κ and η are adjusted from
{0.01, 0.05, 0.1, 0.5}. For other compared methods, we tuned
their hyperparameters by referring to corresponding articles
for fair comparison and optimal performance.

B. Performance Comparison

For global optimization, we compare pFedCSPC with ten
state-of-the-art methods, including FedAvg [1], MOON [31],
CCVR [19], FedDC [30], FedNTD [15], FedASAM [62],
FedProc [16], FedDecorr [63], FedSoup [64], GRACE [65],
and FedETF [39]. To validate the effectiveness of the proposed
personalized strategies, we also conducted performance com-
parisons with specialized personalized FL methods, including
FedAvg [1], FedAvg-FT (FedAvg with local fine-tuning),
LG-Fed [55], FedPer++ [29], Ditto [66], FedFomo [24],
and FedALA [26]. The network architecture used for all
methods comprises an image encoder, a projection head,
and a classifier. For all datasets, we employ a two-layer
multilayer perceptron (MLP) as the projection head and the
classifier is a fully connected layer. For the CIFAR10 dataset,
we employ a convolutional neural network comprising two 5
× 5 convolutional layers, which are followed by 2 × 2 max
pooling, and two fully connected layers with rectified linear
unit (ReLU) function as the image encoder. For other datasets,
we use a ResNet18, excluding its last fully connected layer.
The following can be observed from Tables II and III.

1) pFedCSPC achieves the best results in most met-
rics, which can balance global generalization and local
personalization. This is reasonable as its prototypical
calibration effectively mitigates the challenges of feature
heterogeneity and improves the generalization. More-
over, PMI aids in optimizing personalized tasks.

2) Incorporating calibration techniques into the learning
process typically yields better global generalization than
the baseline method. This is because the calibration
mechanism can assist devices in learning a generalized
model from various data sources, such as CCVR and
pFedCSPC.

3) Due to the issue of data heterogeneity, focusing on opti-
mizing a global model may not yield the most suitable
model for personalized tasks. This is because not all

TABLE III
PERSONALIZED OPTIMIZATION PERFORMANCE COMPARISON BETWEEN

PFEDCSPC AND BASELINES ON FOUR DATASETS. ALL ALGORITHMS
WERE RUN FOR THREE TRIALS, AND THE MEAN AND STANDARD

DEVIATION ARE REPORTED

client-side knowledge is useful for other personalized
tasks.

4) As observed, the improvement achieved by combining
pFedCSPC is significant compared to the baseline on
CIFAR10, while it is relatively small on other datasets.
This is understandable because the final Acc depends
not only on the degree of bias correction after model
calibration but also closely related to the quality of local
representation learning.

5) pFedCSPC consistently outperforms other methods in
personalized tasks. This may be attributed to two main
factors: the adaptive weighting scheme and the stronger
collaborative training approach.

6) With increasing difficulty of classification tasks, FedAvg
with fine-tuning demonstrates stronger advantages. This
is main because fine-tuning can alleviate the issue of
underfitting and improve performance.

7) Fine-tuning or retraining additional models tends to out-
perform network decoupling methods. This is because
the globally aggregated model may underfit personal-
ized tasks, while retraining focuses on capturing local
knowledge, and global constraints prevent overfitting.

C. Ablation Study

This section further investigates the effectiveness of differ-
ent modules in both global and personalized optimizations.
The results are summarized in Tables IV and V, respectively.

1) Simply combining the traditional prototype generation
method (TPG [58]) with the cross-client CA may not
bring performance gains, mainly because a single proto-
type cannot fit the overall distribution, and an insufficient
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TABLE IV
ABLATION STUDY ON THE EFFECTIVENESS OF DIFFERENT COMPO-

NENTS OF PFEDCSPC IN GLOBAL OPTIMIZATION FOR CIFAR10 AND
CIFAR100 DATASETS WITH THE SAMPLE FRACTION C = 0.5 AND

C = 1.0 AND THE DIRICHLET PARAMETER β = 0.5

TABLE V
ABLATION STUDY ON THE EFFECTIVENESS OF DIFFERENT COMPONENTS

OF PFEDCSPC IN PERSONALIZED OPTIMIZATION FOR CIFAR10 AND
CIFAR100 DATASETS WITH THE SAMPLE FRACTION C = 1.0 AND

THE DIRICHLET PARAMETER β = 0.5

number of prototypes cannot provide enough informa-
tion to train a generalized model.

2) Cross-client CA with the assistance of the CPM outper-
forms the base on both datasets with a large margin
of up to 1.95%, 2.11%, 1.31%, and 0.81%, which
verifies the effectiveness of the modeling of data
patterns.

3) In general, using personalized task adaptation (PTA)
and PA can further yield superior performance, as they
improve the quality of client-side representation learn-
ing and increase sample diversity, respectively, which
enhances the robustness of calibration.

4) As reported, KP demonstrates greater efficacy on the
CIFAR10 dataset compared to the CIFAR100 dataset.
This is mainly because it is easier to learn reliable
classification boundaries in the representation space of
CIFAR10 compared to CIFAR100.

1) Simple fine-tuning (FTCE) can bring performance gains
to personalized tasks. This is because it focuses on
learning personalized knowledge while avoiding the
interference of irrelevant information.

2) Improving the generalization ability of the global model
is beneficial for accomplishing personalized tasks (see
line FedCSPC and FedAvg, where FedCSPC denotes
the global model without personalization). This demon-
strates that collaborative training with local adaptation
is a viable approach.

3) PMI method can provide benefits by initializing
client-specific model that is more conducive to person-
alized task.

4) Prototype-guided feature learning (Align) further
enhances the performance of the model on personalized

Fig. 6. Influence of the number of prototypes (nrepeat = 1, 5) on the
final performance of pFedCSPC on the CIFAR10 and TinyImagenet datasets
with the heterogeneity β = 0.5 and the number of augmented samples
(naug = 1, 2, 4, 8).

tasks. This is mainly because it can guide the
personalized model to learn clear class boundaries,
which can alleviate the negative impact of imbalanced
data distribution and avoid overfitting.

D. In-Depth Analysis

1) Analysis of the Impact of Key Parameters on General-
ization and Personalization: There are two key parameters
that affect the robustness of model calibration, i.e., nrepeat and
naug. We tune the parameters nrepeat = {1, 5} and naug =

{1, 2, 4, 8}. Fig. 6 shows the results of the comparison. In gen-
eral, generating more class-aware prototypes leads to higher
generalization score. Moreover, as the calibration robustness
improves, the enhancement of model generalization ability
also contributes to the performance gains in personalized
fine-tuning. This is primarily because a generalized model
is capable of learning more diverse and universal features
and patterns, thus providing a stronger initial foundation for
personalized tasks, enabling personalized models to adapt
more quickly to the specific tasks of individual clients.
Additionally, the knowledge transfer from the global model
can guide the personalized training process and mitigate the
risk of overfitting to local data. Meanwhile, the generalized
model contains both relevant and irrelevant information for
individual clients simultaneously, which results in a smaller
improvement in personalized performance compared to gener-
alization performance. However, due to the higher complexity
of the representation space in TinyImagenet, the augmented
samples may contain misleading information, which increases
with the number of augmented samples. This hinders the
improvement of the generalization and results in a decrease
in both performances.

2) Visual Representation Analytics and Performance Inter-
pretability: This section provides an in-depth analysis of the
impact of the way local training on personalized performance
from two perspectives: the quality of local representation
learning and the efficiency of cooperation between clients.
As shown in Fig. 7, the imbalance in the data distribution has
led to poor representation learning in the traditional method.
pFedCSPC can maintain clear decision boundaries under the
guidance of global prototypes, enabling the model to better
adapt to personalized tasks. This is because pFedCSPC explic-
itly delineates class-specific regions in the feature space, which
can alleviate the drawback of insufficient quantity. Moreover,
the heterogeneity of features hinders effective collaboration
between clients, as illustrated in Fig. 7. This is because the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: SHANDONG UNIVERSITY. Downloaded on July 22,2024 at 07:38:36 UTC from IEEE Xplore.  Restrictions apply. 



MENG et al.: IMPROVING GLOBAL GENERALIZATION AND LOCAL PERSONALIZATION FOR FL 9

Fig. 7. (a) pFedCSPC learns more discriminative features. (b) pFedCSPC
facilitates the learning of consistent representation knowledge between clients,
which can promote collaboration.

Fig. 8. Illustration of the effectiveness of cross-silo representation alignment.
(a) For the same test data, the representation distributions extracted by differ-
ent local models in the FedAvg method exhibit heterogeneity. (b) pFedCSPC
effectively learns the common space of the same class but from different
clients, which enables the global model to generalize to all clients.

features learned by clients cannot be correctly classified by
other classifiers, which makes it difficult for a single client
to leverage the extensive knowledge of others. pFedCSPC
enables the establishment of shared knowledge representations
among different clients, which allows each client to benefit
from others and achieve a higher level of collaboration.
For example, Fig. 7 shows the nearly consistent decision
boundaries learned by clients. These observations provide
tangible evidence for the interpretability and effectiveness of
pFedCSPC.

3) Orthogonality of pFedCSPC With Existing FL Methods:
Table VI gives the generalization performance of pFedCSPC
using FedProx, MOON, and FedASAM. Overall, existing
FL methods combined with pFedCSPC have demonstrated
substantial improvements in classification compared to their
corresponding baselines, highlighting the effectiveness and
the orthogonality character of the pFedCSPC. Moreover,
MOON and FedASAM have achieved the best performance
on the CIFAR10 and TinyImagenet datasets, respectively.
Besides, we have observed that all methods exhibited greater

Fig. 9. Illustration of the effectiveness of PMI. FedAvg lacks the ability
to assess client importance. pFedCSPC can focus on the clients that have
significant contributions and obtain a better initialized model that is more
suitable for personalized tasks.

Fig. 10. Quantitative analysis of the performance of PMI. (a) Test perfor-
mance of the initialized model. (b) Test performance after training different
initialized models. (c) Training loss for different initializations.

improvements on the CIFAR10 dataset compared to TinyIma-
genet. This result is consistent with the conclusion in Table II.
This is mainly because the quality of local representation
learning is one of the factors that determine the performance
of cross- silo calibration.

4) Communication Efficiency of the pFedCSPC: This
section evaluates the number of communication rounds
required by different methods to achieve the same test Acc
on CIFAR10 and TinyImagenet with different levels of het-
erogeneity (β = 0.1 and 0.5), aiming for accuracies of 61.0
(β = 0.1) and 66.0 (β = 0.5) on CIFAR10 and 42.0 (β = 0.1)
and 45.0 (β = 0.5) on TinyImagenet, respectively. Table VII
shows the comparison results. We can observe that the number
of communication rounds is significantly reduced in pFedC-
SPC. Notably, pFedCSPC achieves the same test Acc with
less than one-third of the number of communication rounds
required by FedAvg. Compared to other methods, pFedCSPC
also demonstrates a significant advantage in communication
efficiency.

E. Case Study

1) Cross-Silo Prototypical Calibration: In this section,
we randomly selected two local models and two easily con-
fused classes (cat and dog) and extracted 200 samples from
the test set for each class. The TSNE [67] method was used to
visualize the feature distribution of samples before and after
calibration. We also output the corresponding classification
Acc of the model before and after calibration. As shown
in Fig. 8, pFedCSPC is capable of mapping features from
disparate spaces to a unified space and maintaining clear
decision boundaries. In contrast, FedAvg cannot eliminate
heterogeneity during training. Moreover, pFedCSPC not only
corrects the distribution of heterogeneous representations in
the current round, but also promotes consistency in learning
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Fig. 11. Comparing the performance of representation learning with and without alignment (left). Error analysis of personalized optimization in pFedCSPC
(right). (a) pFedCSPC employs prototype-guided feature alignment to enhance the recognition ability of the correct class. (b) pFedCSPC can correct the
error of prediction and improve the performance of feature learning. (c) pFedCSPC failed due to the confusion between the target object and other classes.
(d) pFedCSPC reduces the prediction difference between the ground truth and top-1.

TABLE VI
GENERALIZATION PERFORMANCE OF FL METHODS WITH PFEDCSPC ON

CIFAR10 AND TINYIMAGENET DATASETS WITH β = 0.5

representations among clients. For instance, in the 25th round,
pFedCSPC almost eliminates the heterogeneity boundary of
the feature distribution before calibration. This improvement
in feature alignment may be a factor in the outstanding
performance of pFedCSPC in federated classification tasks.
In addition, we note that pFedCSPC was already able to
calibrate heterogeneous feature distributions in the first round,
but the classification Acc remained low. This is due to the
poor representation learning of local models in the first round,
and the limited effective information provided to the server,
resulting in unreliable decision boundaries.

2) Personalized Model Initialization: This section evaluates
the impact of model initialization on clients. Specifically,
we present the initial performance of different initialization
models, test performance after training various initialized
models, and the training loss associated with different ini-
tializations. And GradCAM [68] is used to demonstrate the
model’s attention. Figs. 9 and 10 show the results of qualitative
and quantitative analyses, respectively. As shown in Fig. 10(a),
the initial personalized performance of most personalized
models is superior to that of traditional models. As illustrated
in Fig. 9, in the personalized initialization tailored to local 1,
it is evident that locals 1, 2, 5, and 7 exhibit accurate attention
toward the focal objects within the images, and as a result,
PMI allocates them with relatively higher weights. Moreover,
we observed that PMI may overlook certain beneficial clients.
For instance, for the initialization of local 3, it is observed
that even though local client 9 accurately focuses on the main
subject, it is assigned a relatively smaller weight. Fortunately,
PMI is capable of effectively reducing the interference from
irrelevant clients, which contributes to enhancing the effective-
ness of personalized initialization. Furthermore, personalized

TABLE VII
EVALUATION OF DIFFERENT METHODS ON CIFAR10 AND TINYIMAGENET

WITH DIFFERENT LEVELS OF HETEROGENEITY (β = 0.1 AND 0.5),
IN TERMS OF THE NUMBER OF COMMUNICATION ROUNDS TO

REACH TARGET TEST ACC [CIFAR10: ACC = 61.0 (β = 0.1)
AND ACC = 66.0 (β = 0.5), AND TINYIMAGENET: ACC =

42.0 (β = 0.1) AND ACC = 45.0 (β = 0.1)]

initialization models typically achieve better performance after
the training, as they attain lower losses during the training
process. Significantly, in instances where personalized models
exhibit suboptimal performance, the application of localized
training serves to mitigate these discrepancies. In conclusion,
personalized weight allocation plays a significant role in
initialization.

3) Error Analysis of pFedCSPC: This section presents a
case study based on the TSNE visualization in Section V-D2
that delves deeper into the workings of pFedCSPC. To this
end, GradCAM [68], [81] is employed to generate heatmaps.
As shown in Fig. 11(a), both methods achieve accurate pre-
dictions for image classes. Meanwhile, pFedCSPC employs
prototype-guided feature alignment to attain a more precise
focus on image subjects. When the number of samples in the
target class is small, the method without feature alignment may
fail to capture the main objects and make incorrect predictions.
pFedCSPC relies on the guidance of global knowledge to
improve the learning of local representations (see red and
green b in the left figure), which corrects prediction errors
and calibrates feature attention, as illustrated in Fig. 11(b).
Fig. 11(c) exemplifies that both methods produce suboptimal
representations for low-quality image. This indicates that it
is difficult to eliminate the confusion between the target
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object and other classes within a few training epochs. Finally,
Fig. 11(d) shows the case where both methods make incor-
rect predictions. Nonetheless, pFedCSPC uses the alignment
mechanism to improve the distribution of some representations
(see red d in the left figure), which makes the model pay
more attention to the image subject and reduces the discrep-
ancy between the “cat” category and the top-1 prediction.
These observations demonstrate the effectiveness of global
prototype-guided representation learning in personalized fed-
erated classification and the importance of fully considering
image quality when training.

VI. CONCLUSION

This article introduces pFedCSPC, an FL approach designed
to improve global generalization and local personalization
simultaneously. Specifically, pFedCSPC employs adaptive
model aggregation to benefit clients. It utilizes global proto-
types to guide local representation learning, which can enhance
the collaboration between clients. Additionally, pFedCSPC
performs data prototypical modeling for aiding in CSPC to
address the issue of feature heterogeneity in diverse spaces.
The experimental results show that pFedCSPC can not only
calibrate the heterogeneous representation distribution, but
also promote clients to learn a consistent representation in
subsequent rounds, and using this scheme makes pFedCSPC
outperform existing methods both in the generalization and
personalization tasks.

Despite the performance improvements achieved by pFedC-
SPC, there are three directions that could be further explored
in future work. First, stronger long-tailed representation learn-
ing techniques that better learning discriminative features in
clients can significantly improve performance [73], [78], [80].
Second, it would be worthwhile to extend the pFedCSPC to
more challenging tasks, such as multimodal learning [57], [72]
and out-of-distribution generalization [69], [71], [76].
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