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Abstract

Emotional Support Conversation (ESC) aims001
to ease seekers’ emotional distress through em-002
pathic and personalized interactions. However,003
existing studies predominantly focus on fit-004
ting grounded responses, overlooking the cog-005
nitive reasoning process of human supporters006
and seekers’ preferences. To address this, we007
propose PEARL-CoT, a reinforcement learn-008
ing (RL) framework based on Group Relative009
Policy Optimization (GRPO), which incorpo-010
rates emotion and persona reasoning via chain-011
of-thought (CoT). Specifically, instead of di-012
rectly generating a response, our model first in-013
fers the seeker’s emotion and persona, thereby014
constructing personalized empathic responses.015
This reasoning step is rewarded with an emo-016
tion accuracy reward and a persona consistency017
reward to ensure the correctness of the CoT pro-018
cess. Afterwards, we incorporate a helpfulness019
scoring reward, derived from a model trained020
on seeker feedback, to better align responses021
with seeker preferences. Additionally, a se-022
mantic relevance reward is applied to maintain023
consistency with human supporter responses.024
Experimental results demonstrate that PEARL-025
CoT excels at identifying seekers’ concerns,026
delivering emotional support, and generating027
responses preferred by human annotators.1028

1 Introduction029

The growing demand for accessible mental health030

care (Sharma et al., 2021) has brought increased031

attention to ESC, underscoring its significance in ar-032

eas such as psychological counseling (Althoff et al.,033

2016; Shen et al., 2022) and motivational interview-034

ing (Pérez-Rosas et al., 2016; Saha et al., 2022). In035

contrast to task-oriented or information-seeking di-036

alogue systems, ESC agents must deliver responses037

that are emotionally appropriate, personalized, and038

helpful from the seeker’s perspective. This makes039

1Our code will be available at https://anonymous.
4open.science/r/PEARL-CoT-88F4.

How are you doing today? Do you have 
anything on your mind?

I am worried that I won't be able to complete 
my degree.

I’m sorry to hear that. Why do you think so?

I just can't get motivated, it doesn't seem 
worth it.

Cooper

I can understand how that would make you 
feel. I have been in that position myself.

Ours

Persona&Emotion Reasoning:
emotion:Anxiety
persona:Seeker worried about his degree. 
<Persona> Seeker can't get motivated 
because he doesn’t think it is worth it. (not 
displayed)
Response:  I can relate to your anxiety. Do 
you feel like studying or working towards 
your goal would give you a sense of 
accomplishment?

Supporter

Seeker

Supporter

Seeker

Figure 1: Example dialogue comparing responses from
Cooper and ours. Our method first infers the seeker’s
emotion and persona, generating a response that is more
empathic, personalized, and preferred by the seeker,
while Cooper, by contrast, provides a generic response
lacking emotional depth.

ESC a particularly complex challenge in conver- 040

sational AI, requiring not only a deep understand- 041

ing of the seeker’s emotional states (Spottswood 042

et al., 2013) and personal traits (Rogers, 2012), 043

but also careful adaptation to the seeker’s prefer- 044

ences (Swift et al., 2018). 045

To this end, significant efforts have been made, 046

e.g., MISC (Tu et al., 2022) integrates exter- 047

nal commonsense knowledge and blends various 048

strategies to generate supportive responses, while 049

COOPER (Cheng et al., 2024) coordinates multiple 050
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specialized agents to jointly promote distinct dia-051

logue goals such as exploration, comforting, and052

action. Despite progress in this area, ESC sys-053

tems still face two key challenges: (a) Neglecting054

supervision of the cognitive reasoning process.055

Recent works like ECOT (Li et al., 2024c) and056

CogChain (Cao et al., 2024) attempt to incorporate057

cognitive or emotional theories, e.g., emotional058

intelligence and structured reasoning chains, into059

the generation of supportive responses. However,060

these methods primarily focus on the final output061

and lack reliable mechanisms to supervise the inter-062

mediate reasoning steps. As a result, the generated063

responses often appear intuitive but ungrounded,064

failing to reflect a transparent reasoning trajectory.065

(b) Overlooking individual seeker preferences.066

While recent RL-based approaches such as Part-067

ner (Sharma et al., 2021) and SUPPORTER (Zhou068

et al., 2023) introduce various reward designs such069

as emotion elicitation, empathy shift, and mutual070

information to improve emotional coherence and071

response diversity, they treat seekers as a homoge-072

neous group. Consequently, these methods fail to073

adapt to the unique emotional needs, persona, or074

preferences of individual seekers. As a result, the075

generated support remains generic and can even be076

misaligned with the specific context or expectations077

of the seeker.078

To address these challenges, in this paper, we079

present PEARL-CoT (Persona-Emotion Aware080

Reinforcement Learning via Chain-of-Thought), a081

novel RL framework that leverages CoT prompting082

for ESC. As illustrated in Fig. 1, PEARL-CoT intro-083

duces an intermediate reasoning step in which the084

model first infers the seeker’s emotion and persona085

before generating a response. To train the model,086

we adopt RL based on GRPO. While GRPO was087

initially developed for outcome-driven and math-088

ematical reasoning tasks (Shao et al., 2024), we089

extend its application to ESC by designing four090

domain-specific rewards.091

Specifically, to go beyond mere outcome-092

oriented generation and supervise the cognitive rea-093

soning process, we introduce the following rewards:094

(a) Emotion Accuracy: aligning inferred emotions095

with ground-truth labels; (b) Persona Consistency:096

assessing semantic alignment with annotated per-097

sona traits. Moreover, to generate responses that098

conform to the unique preferences of individual099

seekers, we have further designed the following100

rewards: (c) Helpfulness Scoring: derived from101

a reward model trained on real seeker feedback 102

to reflect human preferences; and (d) Semantic 103

Relevance: ensuring contextual alignment with 104

human supporter responses. By integrating these 105

rewards, PEARL-CoT generates responses that are 106

emotionally appropriate, personally tailored, and 107

aligned with individual seeker preferences, thereby 108

enhancing the overall effectiveness of emotional 109

support. The novelty and contributions of our work 110

are highlighted below. 111

1) We introduce PEARL-CoT, a CoT-based ESC 112

framework that first reasons over emotion and per- 113

sona before generating responses, enabling inter- 114

pretable reasoning and enhancing both empathy 115

and personalization. 116

2) We introduce a multi-aspect reward scheme that 117

supervises both the intermediate reasoning steps 118

and the final response, addressing the limitations of 119

outcome-only optimization and integrating seeker- 120

specific preference alignment. 121

3) Experiments show that PEARL-CoT achieves 122

state-of-the-art performance in ESC, producing em- 123

pathic and personalized responses that better align 124

with seeker preferences. 125

2 Related Work 126

2.1 Emotional Support Conversation 127

Initial research in ESC focused on single-turn em- 128

pathic response generation and support strategy 129

modeling (Rashkin et al., 2018; Sharma et al., 130

2020). The release of the ESConv dataset by Liu 131

et al. (2021), with multi-turn dialogues annotated 132

with support strategies, advanced ESC by enabling 133

more realistic conversation modeling. Building on 134

this, Tu et al. (2022) incorporated commonsense 135

reasoning and mixed strategies to produce contex- 136

tually grounded responses. Peng et al. (2022) pro- 137

posed hierarchical graph networks to capture global 138

emotional causes and local user intentions, while 139

Zhao et al. (2023) improved coherence and flu- 140

ency by modeling semantic, emotional, and strate- 141

gic transitions across turns. Cheng et al. (2024) 142

furthered this line by coordinating multiple spe- 143

cialized agents to jointly promote distinct dialogue 144

goals. However, existing studies focus on grounded 145

generation without modeling the cognitive reason- 146

ing process of human supporters. Our work fills 147

this gap by introducing explicit reasoning over emo- 148

tion and persona before generation, enabling more 149

empathic and personalized support. 150
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2.2 RL for ESC151

RL (Kaelbling et al., 1996) has become central to152

aligning language models with human intent, es-153

pecially via Reinforcement Learning from Human154

Feedback (RLHF) (Christiano et al., 2017). RLHF155

uses algorithms like Proximal Policy Optimization156

(PPO) (Schulman et al., 2017) and Direct Prefer-157

ence Optimization (DPO) (Rafailov et al., 2023) to158

refine outputs based on human preferences. In the159

ESC domain, Sharma et al. (2021) first applied RL,160

employing transformer-based policies to enhance161

empathy and fluency. Cheng et al. (2022b) later in-162

troduced look-ahead planning to anticipate seeker163

needs, while Zhou et al. (2023) proposed dynamic164

expert selection for more adaptive strategies. Li165

et al. (2024b) further advances this direction by in-166

tegrating the cognitive relevance principle into emo-167

tional support agents. However, these approaches168

fall short in modeling individual preferences and169

lack diverse, fine-grained reward signals needed for170

truly empathic and personalized responses. To ad-171

dress this, we propose a multi-aspect reward design172

to better align with seeker-specific needs.173

2.3 CoT for ESC174

CoT prompting, introduced by Wei et al. (2022),175

enables Large Language Models (LLMs) to per-176

form complex reasoning via intermediate steps.177

Several approaches have adapted CoT prompting178

to the ESC setting. CogChain (Cao et al., 2024)179

presents a cognitively motivated framework that180

decomposes the supporter’s reasoning into phases181

like issue analysis, internal inference, and support182

strategy selection to mirror human cognitive pro-183

cesses. To improve interpretability, ESCoT (Zhang184

et al., 2024) builds a dataset with manually verified185

reasoning chains covering emotional stimuli, cogni-186

tive appraisal, and strategy justification. ECoT (Li187

et al., 2024c) instead aligns the reasoning process188

with human emotional intelligence guidelines us-189

ing a plug-and-play prompting strategy. Though190

not tailored for ESC, Cue-CoT (Wang et al., 2023)191

introduces a two-stage reasoning mechanism to192

infer the seeker’s mental states before generating193

responses. However, existing CoT-based meth-194

ods remain outcome-centric, with limited super-195

vision over intermediate steps, which restricts in-196

terpretability and control. Our work addresses this197

by supervising both reasoning steps and final re-198

sponses with a multi-aspect reward scheme, en-199

hancing interpretability and alignment.200

3 Methods 201

In this section, we elaborate on our framework, 202

PEARL-CoT, which integrates structured CoT 203

reasoning over emotion and persona with a multi- 204

aspect reward scheme. In Sec. 3.1, we define the 205

task and key notations. Sec. 3.2 describes the high- 206

quality emotion and persona annotation process 207

for the ESConv dataset (Liu et al., 2021). Finally, 208

Sec. 3.3 details our fine-grained RL approach, in- 209

cluding a policy warm-up phase and a reasoning- 210

to-response GRPO phase. 211

3.1 Definition 212

Given a CoT prompt template Tcot (refer to 213

C.3) and a multi-turn dialog context Ct = 214

{uA1 , uB1 , . . . , uAt } , where each uAi and uBi repre- 215

sent the seeker’s and supporter’s utterances at turn 216

i, respectively, the model first infers the seeker’s 217

emotion Epred and persona Ppred, then generates a 218

supportive response rgen based on Ct, Epred, and 219

Ppred. The final output a is thus a composite textual 220

sequence consisting of the inferred emotion, per- 221

sona, and response, i.e., a = (Epred, Ppred, rgen). 222

3.2 High-Quality Emotion and Persona 223

Annotation for ESConv 224

We begin by detailing the emotion and persona 225

annotation process for the ESConv dataset (Liu 226

et al., 2021), which provides high-quality super- 227

vision signals to support structured reasoning and 228

reward-based optimization in supportive dialogue 229

generation. Given the strong inferential capabilities 230

of LLMs in emotion and persona recognition, we 231

adopt GPT-4o to automatically label the ESConv 232

dataset with the seeker’s emotion and persona, fol- 233

lowed by manual correction to ensure the quality 234

and reliability of the annotations. 235

Emotion Annotation. Given the dialogue con- 236

text Ct, we assign an emotion label Egt ∈ E2 to the 237

current seeker utterance uAt , conditioned on the full 238

preceding context. 239

To generate context-aware emotion annotations, 240

we employ GPT-4o (denoted as MGPT-4o) as an 241

initial annotator: 242

Egt = MGPT-4o(Temo(Ct)) (1) 243

where Temo is a prompt template tailored for 244

emotion annotation (see Appendix C.1 for details). 245

2We add Neutral and Positive to the original 7-class schema
in ESConv: Anxiety, Depression, Sadness, Anger, Fear, Dis-
gust, Shame.
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Conversation:
Supporter: How are you doing today? Do you have anything on 
your mind?
Seeker:I am worried that I won't be able to complete my degree.
Supporter:I’m sorry to hear that. Why do you think so?
Seeker:I just can't get motivated, it doesn't seem worth it.
Ground-Truth:
<think>emotion: Anxiety,
persona:Seeker can't get motivated because it doesn’t seem 
worth it. </think>
<response>Hey I can feel your anxiety, but it really helped me 
meditating and going out with nature to clear my mind of things. 
You should try it!</response>

persona: Seeker worried about his degree. <Persona> Seeker 
can't get motivated because he doesn’t think it is worth 
it.</think>         

<response> I can relate to your anxiety. Do you feel like 
studying....</response> ����=0.4METEOR=0.37

<think>emotion: Anxiety, ����=1

(a) Emotion Accuracy Reward

(b) Persona Consistency Reward

(d) Semantic Relevance Reward

<response>... Do you feel like studying or working towards 
your goal would give you a sense of 
accomplishment?</response> �����=1

(c) Helpfulness Scoring Reward

Emotion 
Accuracy Reward 

Persona 
Consistency Reward 

Helpfulness 
Scoring Reward

Semantic 
Relevance Reward

�

Group 
Advantage

Reasoning-to-Response GRPO

Reward Function Reward

r1

r2

rN

...

Group 
Computation

����=1similarity > 0.5

Warm up 
Policy ��

Epred
1

Epred
2

Epred
N

...

Ppred
1

Ppred
2

Ppred
N

...

rgen
1

rgen
2

rgen
N

...

Emotion Persona Response

thinking process

��

�1

�2

��

Figure 2: An overview of our RL framework, which operates in two main stages. First, the policy model πθ

undergoes a warm-up phase to establish a stable initialization. In the subsequent optimization phase, πθ produces
a batch of candidate outputs, each conditioned on the dialogue context. Both the reasoning process and the final
response are evaluated with four distinct reward signals: emotion accuracy, persona consistency, helpfulness scoring,
and semantic relevance, exemplified in panels (a), (b), (c), and (d). To guide learning, each reward is standardized
against the batch distribution to compute the normalized advantage Â used in policy updates.

Persona Annotation. Unlike prior works that246

infer seeker persona directly from seeker utterances247

alone (Cheng et al., 2022a), we adopt a response-248

centric annotation strategy. Given the dialogue249

context Ct and the supporter’s response uBt , we250

identify a minimal set of persona traits Pgt that are251

either reflected in or relevant to uBt :252

Pgt = MGPT-4o(Tper(Ct, uBt )), Pgt ⊆ P (2)253

Here, Tper is the prompt used for persona extrac-254

tion (refer to Appendix C.2), and P is the full set of255

seeker persona traits possibly mentioned through-256

out the context. Only those elements from P that257

are actually leveraged by the supporter in uBt are258

included in Pgt.259

Each trait is rewritten in concise third-person260

form (e.g., the seeker cares deeply about his family)261

and separated using the delimiter <Persona>. If262

no relevant persona is used, the result is explicitly263

annotated as None.264

Manual Correction. To ensure high-quality an-265

notation, three trained annotators manually cor-266

rected GPT-4o outputs. Corrections enforce consis- 267

tency with the predefined emotion list and verify 268

that persona traits are grounded in the dialogue 269

context and actually reflected in the supporter’s re- 270

sponse. See Appendix B for detailed correction 271

guidelines and common error patterns. 272

Final Dataset. Each annotated instance in the 273

resulting dataset Ds consists of a dialogue context 274

Ct and a response sequence τ , defined as: 275

τ = (Egt, Pgt, rgt) (3) 276

The final dataset is represented as: 277

Ds = {Cn
t , τ

n}Nn=1 (4) 278

3.3 Fine-Grained RL with Structured 279

Reasoning and Multi-Aspect Reward 280

Based on the annotated emotion and persona la- 281

bels, we propose a fine-grained RL framework to 282

enhance the emotion and persona alignment of sup- 283

portive responses through structured reasoning and 284

multi-aspect rewards. As illustrated in Fig. 2, our 285
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framework consists of two phases: (a) a policy286

warm-up phase and (b) a reasoning-to-response287

GRPO phase. This design enables the model to288

first acquire basic reasoning capabilities and then289

improve through fine-grained rewards.290

3.3.1 Policy Warm Up291

To prepare the policy model πθ with essential rea-292

soning capabilities prior to RL, we introduce a293

warm-up phase. In this stage, the model learns to in-294

fer both the seeker’s emotion and persona, followed295

by the generation of a supportive response. The296

policy model is fine-tuned on a small subset of the297

training data, denoted as D′
s = {Ct, τ}N

′
n=1, which298

is held out from the subsequent RL stage. Here,299

we linearize τ into a token sequence {y1, . . . , yT }.300

The warm-up objective is defined as:301

Lwarm = −Eτ∼D′
s

[ T∑
t=1

log πθ(yt | Ct, y<t)
]

(5)302

3.3.2 Reasoning-to-Response GRPO303

After policy warm-up, πθ generates a collection304

of outputs {ai}Ni=1. To better align generation305

with ESC objectives, we design multi-aspect re-306

ward functions that assess both the reasoning and307

response of each output from four perspectives:308

emotion accuracy, persona consistency, helpfulness309

scoring, and semantic relevance. Below, we detail310

the design and implementation of each component.311

Emotion Accuracy Reward (Remo). This re-312

ward captures the model’s ability to identify and re-313

spond appropriately to the seeker’s emotional state.314

To compute this reward, we first extract the ground-315

truth emotion Egt using GPT-4o. Separately, the316

predicted emotion Epred is parsed directly from the317

CoT reasoning process. We then define the emotion318

accuracy reward as:319

Remo = I
(
Epred = Egt

)
(6)320

The reward is 1 if the predicted and ground-truth321

emotions match exactly, and 0 otherwise.322

Persona Consistency Reward (Rper). Support-323

ive responses should demonstrate consistency with324

the seeker’s persona traits. To assess this, we define325

a persona consistency reward based on the semantic326

similarity between the inferred persona Ppred and327

the reference persona Pgt annotated by GPT-4o.328

Both are encoded into dense vector representations329

using a sentence embedding model3 as follows: 330

epred = Embed(Ppred) (7) 331

egt = Embed(Pgt) 332

where Embed(·) represents the embedding func- 333

tion. The persona reward is then defined by com- 334

puting the cosine similarity cos(·, ·) between the 335

two embeddings as: 336

Rper = I
(
cos(epred, egt) > 0.5

)
(8) 337

A reward of 1 is assigned if the similarity ex- 338

ceeds a threshold of 0.5, and 0 otherwise. 339

Helpfulness Scoring Reward (Rhelp). This re- 340

ward reflects the perceived helpfulness of the gen- 341

erated response. Unlike prior work such as Li 342

et al. (2024b), which quantifies the positive effect 343

of an utterance by computing the change in help- 344

fulness score over a dialogue sequence, we adopt a 345

turn-level reward that directly assigns a helpfulness 346

score. Specifically, we define the reward as: 347

Rhelp = Helpful(context≤7, rgen) (9) 348

where context≤7 represents the most recent se- 349

quence of up to seven utterances preceding the re- 350

sponse; and Helpful(·) is a pre-trained helpfulness 351

model (see Sec. 4.3.1) that predicts a helpfulness 352

score in {−1, 0, 1}, corresponding to unhelpful, 353

neutral, and helpful, respectively. 354

Semantic Relevance Reward (Rsem). This re- 355

ward assesses whether the generated response pre- 356

serves the semantic intent and informativeness of 357

a human-written reference response. To measure 358

this, we employ the METEOR metric (Banerjee 359

and Lavie, 2005), which has been shown to corre- 360

late well with human judgment in dialogue tasks, 361

making it suitable for our evaluation. The reward 362

is defined as: 363

Rsem = ϕ
(
METEOR(rgen, rgt)

)
(10) 364

To normalize and discretize the reward signal, 365

we introduce a rounding function ϕ(·) that rounds 366

the METEOR score to a single decimal place, yield- 367

ing a reward value in the range {0.0, 0.1, . . . , 1.0}. 368

3sentence-transformers/multi-qa-distilbert-cos-v1
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Optimization with rewards. After obtaining the369

four individual rewards, we aggregate them to com-370

pute the total reward for each generated output as371

ri = Ri
emo + Ri

per + Ri
help + Ri

sem. Given a set of372

N sampled responses, we calculate the standard-373

ized advantage Âi for each response to assess its374

relative quality within the batch:375

Âi =
ri −mean({r1, r2, . . . , rN})

std({r1, r2, . . . , rN})
(11)376

This advantage score guides the policy update377

by highlighting how each response compares to its378

peers. To regularize policy updates, we include a379

Kullback–Leibler (KL) divergence term that penal-380

izes deviation from a fixed reference policy πref,381

which is initialized as a copy of the policy and382

held constant during training. Following Shao et al.383

(2024), we approximate the KL divergence using:384

DKL(πθ∥πref)=
πref(a

i |Ct)

πθ(ai |Ct)
−log

πref(a
i |Ct)

πθ(ai |Ct)
−1

(12)

385

Combining the advantage-weighted importance386

scores and a KL regularization term, the final RL387

objective is formulated as:388

LRL = − E
Ct∈Ds

[ 1
N

N∑
i=1

πθ(a
i |Ct)

[πθ(ai |Ct)]no grad
Âi

(13)

389

− βDKL(πθ∥πref)
]

390

4 Experiment Setup391

4.1 Dataset392

Following previous works, we conduct our exper-393

iments on ESConv (Liu et al., 2021), a widely394

adopted multi-turn emotional support dialogue cor-395

pus. In each conversation, a seeker discloses a396

personal emotional difficulty, while the supporter397

responds with comforting and empathic messages398

aimed at alleviating the seeker’s distress. To evalu-399

ate the perceived helpfulness of the support, seekers400

provide a 5-point feedback rating after every two401

supporter utterances.402

In addition to the original data, we incorporate403

emotion and persona annotations to enhance the404

modeling of emotional understanding and personal-405

ization. A summary of dataset statistics, including406

those related to the annotations, is provided in Ap-407

pendix A. We follow the official train, validation,408

and test split defined in the original ESConv repos-409

itory of Liu et al. (2021).410

Categories Num Proportion

Fe
ed

ba
ck

1(Very Bad) 245 2.8%
2(Bad) 353 4.1%
3(Average) 1385 16.0%
4(Good) 2524 29.1%
5(Excellent) 4161 48.0%
Overall 8668 100.0%

Sc
or

e

-1(Unhelpful) 1312 33.3%
0 (Neutral) 1312 33.3%
1 (Helpful) 1312 33.3%
Overall 3936 100.0%

Table 1: Statistics of origin ESConv corpus combined
with failed ESConv examples, including the origin
seeker’s feedback and our processed supporter’s score.

4.2 Baselines 411

Our baseline comparisons encompass both prompt- 412

based LLMs and previous state-of-the-art ap- 413

proaches on the ESConv dataset (Liu et al., 2021). 414

Specifically, we prompt Qwen2.5-1.5B-Instruct4 415

and Llama3.2-1B-Instruct5 using a concise task 416

description along with the dialogue history (see 417

Fig. 8) to generate responses. Additionally, we 418

reproduce several domain-specific models, includ- 419

ing MISC (Tu et al., 2022), TransESC (Zhao 420

et al., 2023), Cooper (Cheng et al., 2024), and Em- 421

stremo (Li et al., 2024a). Detailed descriptions of 422

these baselines can be found in Appendix D. 423

4.3 Implementation Details 424

4.3.1 Helpfulness Score 425

As shown in Tab. 1, we construct a labeled dataset 426

by combining the original ESConv corpus with all 427

failed ESConv examples6, using the seeker’s feed- 428

back, provided after every two supporter responses, 429

as the score of supporter responses. Due to the 430

highly imbalanced distribution of raw feedback 431

scores, we map the original 5-point scale into three 432

categories: scores of 1–2 are relabeled as −1 (un- 433

helpful), 3 as 0 (neutral), and 4–5 as 1 (helpful). To 434

mitigate class imbalance, we perform label-aware 435

downsampling to obtain a more balanced dataset. 436

A BERT-base-uncased model7 is fine-tuned to 437

predict the discretized feedback score based on 438

4Qwen/Qwen2.5-1.5B-Instruct
5meta-llama/Llama-3.2-1B-Instruct
6Details about the failed examples are available

in https://github.com/thu-coai/Emotional-Support-
Conversation

7google-bert/bert-base-uncased

6

https://github.com/thu-coai/Emotional-Support-Conversation
https://github.com/thu-coai/Emotional-Support-Conversation


Model D-1 D-2 D-3 METEOR Fluency Diversity Empathy Suggestion Humanoid Skillful Overall Average

Cooper 3.80 18.81 35.86 8.20 28.72 21.68 28.95 18.36 22.26 21.76 13.61 20.18
Emstremo 3.56 16.37 30.27 7.25 28.64 21.17 28.53 17.98 21.09 21.21 13.64 19.06

MISC 3.33 15.34 29.18 6.85 28.55 21.16 28.49 17.86 21.25 21.11 13.69 18.80
TransESC 2.92 13.08 25.10 6.62 28.52 21.10 28.51 17.82 21.32 21.04 13.66 18.15

Qwen2.5-1.5B-Instruct† 3.23 23.81 47.70 8.04 21.26 16.43 21.60 15.26 16.35 17.92 10.39 18.36
Llama3.2-1B-Instruct‡ 3.13 22.01 45.61 9.68 25.51 19.57 25.62 18.29 19.83 21.17 13.17 20.33

PEARL-CoT (feat. Qwen) 4.29 29.00 55.87 8.89 29.00 21.60 28.97 18.76 21.80 22.24 13.91 23.12
PEARL-CoT (feat. Llama) 3.13 20.60 42.13 9.77 28.59 21.71 28.82 19.13 21.90 22.96 14.05 21.16

Table 2: Automatic evaluation results. † and ‡ indicates that only 1,597 and 1,901 out of 2,178 responses were valid
due to formatting issues in the model outputs, respectively. Invalid responses were treated as empty strings during
metric computation to ensure consistency in the evaluation.

the preceding eight utterances in the conversation.439

The model outputs one of {−1, 0, 1} for each input440

instance. The checkpoint with the highest valida-441

tion accuracy is selected for use in the RL phase.442

We employ the AdamW optimizer with an initial443

learning rate of 2e-5 and apply a cosine annealing444

scheduler (Loshchilov and Hutter, 2016) to reduce445

the risk of overfitting.446

4.3.2 Implementation of Policy Warm Up447

We perform supervised fine-tuning (SFT) on a448

small subset of the training data, which is excluded449

from the RL stage. This phase uses Qwen2.5-1.5B-450

Instruct and Llama3.2-1B-Instruct as the base mod-451

els, which are trained for three epochs. We adopt452

Low-Rank Adaptation (LoRA) (Hu et al., 2022)453

for parameter-efficient fine-tuning, setting the rank454

to 8, the LoRA alpha to 32, enabling dropout, and455

specifying the task type as CAUSAL_LM. The fine-456

tuning process uses a batch size of 4 and a gradient457

accumulation step of 4. We initialize the learn-458

ing rate at 1e-4 and employ a cosine learning rate459

scheduler. All experiments are conducted on two460

NVIDIA RTX A6000 GPUs with a maximum input461

sequence length of 3072 tokens.462

4.3.3 Implementation of GRPO463

Following SFT, we conduct RL using the GRPO464

algorithm. The training setup maintains the same465

LoRA configuration, number of epochs, learning466

rate, and cosine learning rate scheduler as used467

during the supervised stage. We set the batch size468

to 8 and the gradient accumulation step to 1. We469

set num_generations to 4 to sample 4 candidate470

responses for each input prompt. To reduce GPU471

memory consumption and accelerate training, we472

integrate FlashAttention-2 and DeepSpeed Stage 3473

into our training pipeline.474

4.4 Evaluation Metrics 475

For context-free evaluation, we utilize Distinct 476

scores (Li et al., 2015) to quantify the lexical di- 477

versity of generated responses, and the METEOR 478

score (Banerjee and Lavie, 2005) to assess their 479

similarity to corresponding ground-truth responses. 480

To evaluate responses in context, we adopt a set 481

of metrics tailored for ESC assessment, including 482

evaluations of Fluency, Diversity, Empathy, Sug- 483

gestion, Humanoid, Skillful, and Overall8. 484

5 Results and Analysis 485

5.1 Automatic Evaluation 486

To validate the effectiveness of our PEARL-CoT 487

framework, we compare it against several baseline 488

models, with detailed results presented in Tab. 2. 489

First, our model achieves superior performance 490

in both lexical diversity and reference similar- 491

ity. These improvements are largely driven by 492

the incorporation of a semantic relevance reward 493

that encourages responses to remain coherent and 494

closely aligned with the reference content. No- 495

tably, Qwen2.5-1.5B-Instruct and LLaMA3.2-1B- 496

Instruct exhibit high lexical diversity scores due to 497

their longer average response lengths (72.65 and 498

74.47 tokens, respectively), as compared to the 499

shorter responses (16.11–40.42 tokens) produced 500

by ESC-specific models. 501

Second, our approach consistently outperforms 502

baselines on most context-aware metrics. This can 503

be attributed to two key design choices. One con- 504

tributing factor is our CoT-based prompting strat- 505

egy, which guides the model to explicitly reason 506

about the seeker’s emotion and persona prior to re- 507

sponse generation, thereby fostering interpretable 508

and contextually grounded outputs. In addition, the 509

RL phase incorporates fine-grained reward signals 510

that supervise both the intermediate reasoning steps 511

8haidequanbu/ESC-RANK
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and the final response, further enhancing empathy,512

personalization, and alignment with seeker pref-513

erences. Although Cooper slightly surpasses our514

method on the Humanoid metric due to its modular515

design with explicit dialogue tracking mechanisms,516

our model achieves competitive results and estab-517

lishes new state-of-the-art performance across most518

evaluation dimensions.519

5.2 Human Evaluation520

To assess the quality of generated responses beyond521

automatic metrics, we conduct human evaluation522

following the protocol of prior work (Gao et al.,523

2021; Peng et al., 2022). Specifically, we compare524

outputs from two models across five dimensions:525

1)Fluency: which response is more natural and526

grammatically correct? 2)Identification: which bet-527

ter understands or identifies the seeker’s underlying528

problem? 3)Comforting: which response provides529

more emotional comfort? 4)Suggestion: which of-530

fers more useful and informative advice? 5)Overall:531

which response is generally more favorable?532

We randomly select 100 dialogue samples from533

the test dataset. For each comparison, three anno-534

tators independently judge which model performs535

better, using a Win/Tie/Lose format. The human536

evaluation results are summarized in Tab. 3.537

PEARL-CoT MISC TransESC
(feat. Qwen) Win Lose Tie Win Lose Tie

Flu. 33.3‡ 21.7 45.0 35.3‡ 20.3 44.3
Ide. 50.7‡ 14.7 34.7 51.7‡ 11.0 37.3

Com. 45.0‡ 20.7 34.3 51.3‡ 16.7 32.0
Sug. 39.3‡ 15.7 45.0 42.7‡ 14.0 43.3
Ove. 45.3‡ 26.7 28.0 52.3‡ 21.7 26.0

Table 3: Human evaluation results(%). ‡ denotes p-
value < 0.05 (statistical significance test).

We conduct a comparative analysis between538

PEARL-CoT (feat. Qwen) and two baseline mod-539

els, TransESC and MISC. The results indicate that540

our solution consistently outperforms both base-541

lines across all evaluation metrics, which verifies542

that its notable strength in identifying the seeker’s543

underlying issues can be attributed to the integra-544

tion of persona reasoning before response genera-545

tion. Furthermore, its strong performance in emo-546

tional support stems from accurately detecting the547

seeker’s emotion. The overall effectiveness is fur-548

ther reinforced by our helpfulness scoring reward549

and semantic relevance reward.550

5.3 Ablation Studies 551

To investigate the individual contributions of each 552

reward signal in our RL framework, we conduct 553

a series of ablation experiments by removing one 554

reward at a time from the full model. 555

Model D-1 METEOR Fluency Diversity Empathy Overall

PEARL-CoT 4.29 8.89 29.00 21.60 28.97 13.91
w/o EReward 3.96 8.53 28.94 21.55 28.74 13.86
w/o PReward 3.84 8.49 28.76 21.49 28.82 13.88
w/o HReward 4.06 8.28 28.90 21.43 28.90 13.82
w/o SReward 4.96 6.86 28.78 21.31 28.53 13.74

Table 4: Results of ablation study over Qwen2.5-1.5B-
Instruct. EReward/PReward/HReward/SReward refer
to the Emotion Accuracy/Persona Consistency/Helpful-
ness Scoring/Semantic Relevance Reward, respectively.

As presented in Tab. 4, removing any single re- 556

ward leads to a performance decline, underscor- 557

ing the necessity of each component in our frame- 558

work. Specifically, excluding the Emotion Accu- 559

racy Reward (w/o EReward) results in a notable 560

drop in the Empathy score, highlighting its critical 561

role in producing emotionally attuned responses. 562

The removal of the Persona Consistency Reward 563

(w/o PReward) leads to a decrease in D-1, indicat- 564

ing that persona grounding is essential for gener- 565

ating diverse and personalized outputs. Removing 566

the Helpfulness Scoring Reward (w/o HReward) 567

causes a noticeable decline in the Overall score, 568

demonstrating its significance in aligning responses 569

with seeker preferences and enhancing overall re- 570

sponse quality. Lastly, omitting the Semantic Rel- 571

evance Reward (w/o SReward) yields the most 572

substantial reduction in METEOR, reinforcing its 573

importance in preserving content coherence. In- 574

terestingly, this variant also achieves the highest 575

D-1 score, suggesting a trade-off between semantic 576

alignment and lexical diversity. 577

6 Conclusion 578

In this paper, we propose PEARL-CoT, an RL 579

framework that incorporates CoT reasoning to gen- 580

erate empathic and personalized emotional support 581

responses. By first inferring seeker emotion and 582

persona, the model enables interpretable and con- 583

trollable generation. A multi-aspect reward scheme 584

supervises both reasoning and response to better 585

align with seeker preferences. Experiments demon- 586

strate that PEARL-CoT achieves state-of-the-art 587

performance, validating the effectiveness of inte- 588

grating structured reasoning and RL for ESC. 589

8



Limitations590

Despite its effectiveness, PEARL-CoT exhibits two591

notable limitations: (a) Dependency on Accurate592

Emotion and Persona Annotations. PEARL-593

CoT’s effectiveness relies heavily on precise emo-594

tion and persona labels to guide its reasoning pro-595

cess. However, in practical applications, obtaining596

such annotations can be costly and error-prone,597

limiting the scalability and robustness of the frame-598

work. Future work may focus on developing un-599

supervised or weakly supervised methods to effi-600

ciently extract seeker-specific attributes. (b) Com-601

putational Overhead and Reasoning Noise from602

CoT Prompting. While the CoT prompting en-603

hances reasoning capability, it introduces extra604

computational cost and may produce incorrect or605

noisy intermediate reasoning steps. This not only606

increases inference time but may also complicate607

interpretability. Future research could explore op-608

timizing or constraining the reasoning process to609

improve efficiency and reliability.610

Ethical Considerations611

Our experiments utilize the ESConv dataset, a pub-612

licly released resource curated for studying emo-613

tional support dialogues. This dataset was carefully614

constructed to exclude sensitive content, personal615

identifiers, and any language deemed unethical or616

harmful, ensuring participant privacy is thoroughly617

safeguarded. Our work aims to develop a conver-618

sational system that offers supportive responses619

in typical, non-critical emotional contexts, consis-620

tent with the scope of ESConv. It is important621

to emphasize that this system is not designed to622

handle urgent or high-risk scenarios, such as those623

involving suicidal ideation or self-harm. We do624

not position our model as a substitute for profes-625

sional psychological care. We ensure all user feed-626

back used during training was anonymized, and no627

identifiable information was incorporated at any628

stage. Furthermore, access to our feedback model629

and supporter system will be limited exclusively630

to academic research and will not be released for631

commercial or non-scholarly applications.632
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Appendices802

A Dataset803

Tab. 5 presents the statistical overview of the ES-804

Conv dataset. Fig. 3 illustrates the distribution of805

average persona annotations. Fig. 4 depicts the806

distribution of emotion categories. Both sets of807

annotations were generated using GPT-4o.

Category
Official Division

Train Dev Test

Number of Supporter Utterances 10679 2257 2389
Number of Seeker Utternaces 10497 2210 2363

Avg. words per supporter utterance 25.42 25.66 24.10
Avg. words per seeker utterance 23.66 24.39 22.80

Avg. turns per dialogue 23.27 22.91 24.37

Table 5: Statistics of ESConv Dataset.

808

Figure 3: Distribution of average persona traits anno-
tated via GPT-4o.

B Manual Correction Guidelines809

We manually refined the GPT-4o-generated anno-810

tations with the help of three trained annotators,811

based on the following standardized criteria. Tab. 6812

and Tab. 7 illustrate the guidelines for emotion an-813

notation and persona annotation, respectively.814

C Prompt Templates815

C.1 Emotion Annotation816

The prompt template used to elicit emotion anno-817

tations from GPT-4o is illustrated in Fig. 5. Given818

a multi-turn conversation between a seeker and a819

supporter, GPT-4o is prompted to infer the emo-820

tional tone of each seeker message, focusing on821

Figure 4: Distribution of emotion categories annotated
via GPT-4o.

Annotation Criteria
Each emotion label must correspond to exactly one valid
entry from a predefined emotion list and accurately re-
flect the seeker’s emotional state within the context of
the current utterance and overall dialogue.
Common Correction Cases
1. Use of invalid emotion labels not included in the
predefined list (e.g., mad).
2. Incorrect grammatical form, such as adjectives used
instead of nouns (e.g., anxious instead of anxiety).
3. Assignment of multiple emotions to a single utterance
(e.g., anxiety and sadness).
4. Inclusion of unnecessary modifiers that reduce clarity
(e.g., much anger).

Table 6: Guidelines and common correction cases for
emotion annotation.

the message itself while also leveraging contextual 822

cues from earlier turns when relevant. 823

C.2 Persona Annotation 824

Fig. 6 shows the prompt template designed to guide 825

GPT-4o in identifying the minimal set of persona 826

traits reflected in each supporter response within 827

an emotional support dialogue. 828

C.3 CoT Prompt 829

The CoT prompt is provided in Fig. 7. It is struc- 830

tured to support both SFT and RL with Qwen2.5- 831

1.5B-Instruct and Llama3.2-1B-Instruct. 832
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Annotation Criteria
Persona labels should only include seeker background
information that the supporter explicitly uses in their
response and must be phrased concisely in the third
person (e.g., Seeker is a student).
Common Correction Cases
1. Use of first-person phrasing rather than third-person
(e.g., I’m an engineer).
2. Missing delimiters or tags to separate multiple per-
sona items (e.g., absent <Persona> markers).
3. Inclusion of persona information irrelevant or unused
in the response.
4. Factually incorrect or unsupported persona claims.
5. Overly complex statements that combine several facts
into one line.

Table 7: Guidelines and common correction cases for
persona annotation.

D Baselines833

Fig. 8 presents the prompt templates utilized for834

implementing the prompt-based baseline(Qwen2.5-835

1.5B-Instruct and Llama3.2-1B-Instruct) on the836

ESConv dataset. Below, we provide a detailed837

overview of the remaining baselines in the fine-838

tuned category, along with their corresponding im-839

plementation strategies:840

MISC is an ESC model that incorporates exter-841

nal commonsense knowledge and employs a mix-842

ture of response strategies to generate supportive843

responses. Specifically, MISC integrates knowl-844

edge from COMET and strategically selects a set845

of mixed strategies from multiple support strategies846

based on the seeker’s needs and emotional state to847

generate contextually appropriate and emotionally848

supportive responses (Tu et al., 2022).849

TransESC is an ESC model that improves re-850

sponse fluency and coherence by modeling turn-851

level transitions in semantics, strategy, and emotion.852

It uses a "transit-then-interact" mechanism and a853

transition-aware decoder to generate contextually854

aligned supportive responses (Zhao et al., 2023).855

Emstremo is an ESC model that integrates emo-856

tion perception and support strategies to generate857

empathic, emotionally aligned responses. It empha-858

sizes strategic control in aligning the supporter’s859

tone with the seeker’s emotional state, and has860

shown strong performance in both automatic and861

human evaluations (Li et al., 2024a).862

COOPER is an ESC framework that coordi-863

nates multiple specialized agents to jointly pro-864

mote distinct dialogue goals, including exploration,865

comforting, and action. By dynamically tracking 866

and ranking dialogue aspects, COOPER generates 867

strategically guided responses. It has shown supe- 868

rior performance in emotional support tasks, high- 869

lighting its effectiveness in managing complex con- 870

versational objectives (Cheng et al., 2024). 871

E Case Study 872

Tab. 8 present two examples to qualitatively evalu- 873

ate the performance of different models. 874

Case 1: Short Dialogue with Clear Emotional 875

Cues. In this low-turn conversation, the seeker 876

expresses frustration that their friends are not tak- 877

ing COVID-19 precautions seriously. Models such 878

as Emstremo and TransESC respond with vague 879

suggestions like “talking to them about it,”, failing 880

to specify what “it” refers to, thereby missing the 881

core issue. MISC produces a response that is mis- 882

aligned with the dialogue context, while Cooper 883

merely echoes the seeker’s words without offering 884

meaningful support or demonstrating understand- 885

ing. Although Qwen2.5-1.5B-Instruct recognizes 886

the seeker’s concern and offers targeted advice, its 887

response is overly verbose, which may hinder effec- 888

tive engagement. In contrast, PEARL-CoT (feat. 889

Qwen) accurately captures the seeker’s emotion 890

and context, offering empathic and concise guid- 891

ance tailored to the seeker’s situation and personal 892

background. 893

Case 2: Long Dialogue with Complex Context. 894

This example involves a high-turn conversation, in- 895

troducing greater difficulty in tracking context. Un- 896

der this more challenging setup, Emstremo, Trans- 897

ESC, and even Qwen2.5-1.5B-Instruct generate 898

responses that contradict the dialogue history, indi- 899

cating difficulty in maintaining coherence. MISC 900

defaults to a generic response, while Cooper again 901

parrots the seeker’s statements and introduces log- 902

ical inconsistencies. By contrast, PEARL-CoT 903

(feat. Qwen) demonstrates a nuanced understand- 904

ing of the conversation, responding in a way that 905

aligns with both the seeker’s emotional trajectory 906

and their individual persona traits. 907
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[Context]
Below is a conversation between a "Seeker" and a
"Supporter".
<Here is context of conversation>
Each Seeker message is labeled with a number like
"Seeker[1]:", "Seeker[2]:", etc.
[Task]
Your task is to infer the general emotional tone
expressed by the Seeker in each message. Focus on
the content and implied feeling of each Seeker[n]
message. Use context from previous messages
if it adds clarity. For each message, assign one
emotional tone strictly from this list: [Neutral,
Positive, Anxiety, Depression, Sadness, Anger, Fear,
Disgust, Shame].
[Output]
Respond in this format, one line per message:
Seeker[n]: [emotion]. Only output the labels. Do not
provide explanations or comments.

Figure 5: Prompt template used for emotion annotation.

[Context]
Below is a dialogue between two roles: "Seeker" and
"Supporter".
<Here is context of conversation>
Each Supporter message is labeled with a number,
such as "Supporter[1]:", "Supporter[2]:", etc.
[Task]
For each Supporter[n], check whether it refers to any
facts or details that were mentioned by the Seeker
earlier. Process the dialogue in order. For each Sup-
porter[n], only look at Seeker and Supporter mes-
sages before it. If Supporter[n] includes any refer-
ence to something the Seeker stated earlier, extract
that reference. Rewrite the referenced content in a
simple sentence starting with "Seeker", preserving
original style as much as possible. If multiple items
are used, join them with <Persona>. If nothing is
referenced, output: "None".
[Output]
Output format(one line per message): Supporter[n]:
Seeker... <Persona> Seeker... <Persona> ... (Or: Sup-
porter[n]: None). Only output the result. No extra
comments.

Figure 6: Prompt template used for persona annotation.

[Context]
Here is a conversation between a seeker and a sup-
porter.
<Here is context of conversation>
[Task]
Based on the seeker’s latrain message and conver-
sation history, choose the most appropriate emotion
from this list: [Neutral, Positive, Anxiety, Depression,
Sadness, Anger, Fear, Disgust, Shame]]. Identify the
seeker information from the conversation history that
is relevant for crafting your response. Each piece of
information should: Be written in third person (e.g.,
Seeker feels overwhelmed at work.). Be concise and
relevant to the current message. Be separated by the
tag ‘<Persona>‘ (e.g., Seeker feels stressed at work
<Persona> Seeker is a nurse). If no relevant personal
information can be extracted for the current response,
output ’None’ instead. Take the conversation, the
seeker’s emotion and the seeker’s personal informa-
tion into account. Role play as the supporter and
generate a response from the first-person perspective.
[Output]
<think>emotion:(one emotion from the list) per-
sona_info:(persona 1) <Persona> (persona 2) <Per-
sona> ... OR None</think> <response>(keep your
response concise and clear)</response>

Figure 7: Prompt template used for training and in-
ference with Qwen2.5-1.5B-Instruct and Llama3.2-1B-
Instruct. The structured prompt guides the model to
perform emotion-persona-aware reasoning before gen-
erating responses.

[Context]
Here is a conversation between a seeker and a
supporter.
<Here is context of conversation>
[Task]
Based on the conversation above, please role play
as the supporter and generate a response from the
first-person perspective.
[Output]
<response>(keep your response concise and
clear)</response>

Figure 8: The prompt templates used for imple-
ment the prompt-based baseline(Qwen2.5-1.5B-Instruct,
Llama3.2-1B-Instruct) on the ESConv dataset.
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Seeker: Well, I’m really upset with my friends.
Supporter: I am so sorry to hear that. Did something
happen?
Seeker: Yes, they aren’t taking COVID seriously.
Supporter: Oh that is so hard. I have family that isn’t
taking COVID seriously as well, and its so frustrating to
see. Are you able to talk to them about your concerns?
Seeker: Yes but they get angry with me. I don’t know
how to get through to them.

Cooper: I can tell you are really upset with your friends.
I think it is important to get through to them and let them
know that you are there for them.
Emstremo: i would suggest talking to them about it, and
see if they can understand.
MISC: i can understand how you feel. i had a similar
situation with my parents. they were very angry with
each other and they were not understanding why.
TransESC: i can understand how frustrating that would
be. i would suggest talking to them in a more calm way.
Qwen2.5-1.5B-Instruct: I understand it can be chal-
lenging to communicate with those who don’t take the
situation seriously. It might help if you could express
your concerns calmly and respectfully, perhaps ...
PEARL-CoT (feat. Qwen): <think>emotion:Angry
persona_info:Seeker doesn’t know how to get through
to their friends.</think><response>I understand it must
be very difficult to try and convince people who disagree
with you. Have you tried explaining why you think it is
important?</response>
Ground-Truth: Some people express their frustrations
in certain ways. Do you think there is another way to
communicate with them? It’s also okay to stand up for
yourself and stand by what you feel is right.

Seeker: No I feel like she should come to me about it
since she was caught.
Supporter: What if she doesn’t know you caught her?
Seeker: I saw her do it.
Seeker: She didn’t really say a whole lot, she just left
right afterwards.

Cooper: I would definitely suggest that she come to you
about it and tell you exactly what she did.
Emstremo: i think that would be a good idea. i would
definitely ask her about it and see what she says.
MISC: i can understand how that would be a difficult
situation. i would definitely be upset too.
TransESC: i think that would be a good idea.
Qwen2.5-1.5B-Instruct: That’s understandable. It
sounds like she might not realize she’s been caught yet.
You could try sending her an anonymous message or
email asking if everything is okay without giving away
that you’ve seen her text ...
PEARL-CoT (feat. Qwen): <think>emotion:Sadness
persona_info:Seeker saw their girlfriend texting another
guy</think><response>I would encourage you to talk to
her about it, but make sure not to push her away or try to
scare her into telling you everything.</response>
Ground-Truth: I think it would definitely help to talk
to her about it, it is never good to let situations like this
build up without being talked about.

Table 8: Cases generated from baselines and PEARL-
CoT (feat. Qwen). Blue highlights indicate key infor-
mation from the dialogue history and corresponding
mentions in the model responses. Red highlights mark
vague, generic, or contradictory content.
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