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Abstract

Large Language Models (LLMs) have signifi-001
cantly advanced healthcare innovation on gen-002
eration capabilities. However, their application003
in real clinical settings is challenging due to004
potential deviations from medical facts and in-005
herent biases. In this work, we develop an006
augmented LLM framework, KG-Rank, which007
leverages a medical knowledge graph (KG)008
with ranking and re-ranking techniques, aiming009
to improve free-text question-answering (QA)010
in the medical domain. Specifically, upon re-011
ceiving a question, we initially retrieve triplets012
from a medical KG to gather factual informa-013
tion. Subsequently, we innovatively apply rank-014
ing methods to refine the ordering of these015
triplets, aiming to yield more precise answers.016
To the best of our knowledge, KG-Rank is the017
first application of ranking models combined018
with KG in medical QA specifically for gen-019
erating long answers. Evaluation of four se-020
lected medical QA datasets shows that KG-021
Rank achieves an improvement of over 18%022
in the ROUGE-L score. Moreover, we extend023
KG-Rank to open domains, where it realizes a024
14% improvement in ROUGE-L, showing the025
effectiveness and potential of KG-Rank.026

1 Introduction027

Large language models (LLMs) such as GPT-4028

(OpenAI, 2023) and LLaMa2 (Touvron et al., 2023)029

have demonstrated powerful text generation capa-030

bilities. While they hold vast promise in various do-031

mains, including healthcare (Yang et al., 2023b; Li032

et al., 2022; Ke et al., 2024), their limited training033

on medical data raises concerns about generating034

medically inaccurate content and perpetuating bi-035

ases based on ethnicity, gender, and socioeconomic036

status (Xie et al., 2023; Yang et al., 2023a).037

To address these challenges without additional038

computation cost, previous research like Almanac039

(Hiesinger et al., 2023) and ChatENT (Long et al.,040

2023) incorporate external medical knowledge041

bases and show that can enhance LLM accuracy 042

and reliability. However, these methods risk intro- 043

ducing irrelevant or unreliable information, com- 044

promising the LLM’s effectiveness, and raising 045

issues of credibility, data consistency, privacy, se- 046

curity, and legality. While previous studies have 047

emphasized the advantages of utilizing external 048

knowledge bases, they neglect the question: How 049

to better integrate knowledge base contents? 050

In this work, we propose KG-Rank, a frame- 051

work that integrates a structured medical knowl- 052

edge graph, into existing pre-trained LLMs to 053

achieve more accurate medical question-answering 054

(QA). We first retrieve one-hop relations of re- 055

lated medical entities from a reliable medical KG, 056

the Unified Medical Language System (UMLS) 057

database (Bodenreider, 2004). Then, to keep ac- 058

curate and helpful information from the KG, we 059

propose to apply ranking and re-ranking methods 060

to optimize the triplets ordering. Specifically, we 061

introduce three ranking methods to improve LLM 062

integration by filtering irrelevant data, highlight- 063

ing key information, ensuring diversity, and boost- 064

ing the system’s factuality. These techniques also 065

streamline the process by reducing the number of 066

triplets required for LLM inference. Additionally, 067

we develop re-ranking methods to reassess and em- 068

phasize the most relevant triplets, further refining 069

the QA performance. 070

To summarize, our contributions are: (1) We 071

propose KG-Rank, a KG-enhanced LLM frame- 072

work for medical QA tasks. To the best of our 073

knowledge, this is the first application of KG and 074

ranking-enhanced LLMs to medical QA with long 075

answers. (2) We incorporate ranking techniques to 076

improve factuality and eliminate noise and redun- 077

dancy in the KG-retrieval stage. (3) We validate 078

our model’s effectiveness on both medical and open 079

domain QA tasks. Code can be found in https: 080

//anonymous.4open.science/r/KGQA-270F. 081
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Query : A 56 year old male patient
with atrial fibrillation presents to the
clinic. Given their history of heart
failure, diabetes and PAD, what is
their risk of stroke? Should they be
placed on anticoagulation?
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Figure 1: An illustration of KG-Rank Framework.

2 Methodology082

Shown in Fig. 1, We introduce the KG-Rank083

(Knowledge Graph-Rank) framework for QA tasks.084

2.1 External Knowledge Graph085

We define the external KG as G = (V,E), where086

V represents the set of medical entities and E repre-087

sents the set of structural relations. For medical QA,088

we choose UMLS (Bodenreider, 2004) as the pri-089

mary medical KG. UMLS is a repository of health090

and biomedical vocabularies. The core component091

of UMLS, Metathesaurus, contains over 3.8 million092

concepts and more than 78 million relations, and093

supports 25 languages, providing extensive medical094

knowledge coverage to enhance LLMs.095

2.2 Entity Extraction and Mapping096

In the first step, we extract key entities and find097

mappings from the external KG. Specifically, for098

the given question Q, we apply a Medical NER099

Prompt PMedNER to identify related medical enti-100

ties E. We map each entity ei ∈ E to the corre-101

sponding entity in the knowledge graph G.102

2.3 Relation Retrieval and Ranking 103

After identifying the corresponding entities EQ, 104

we retrieve their one-hop relations from the KG 105

(denoted as UMLS Database): 106

EQ = {e′i ∈ V | ∃ei ∈ E, ei 7→ e′i}. 107

Within UMLS, there exists extensive relational 108

information, where one entity may be associated 109

with thousands of one-hop relations. Consequently, 110

to facilitate the extraction of the most relevant, we 111

propose ranking methods. We encode the question 112

Q and each triplet (e′i, r, e
′
j) into q, rij through 113

UmlsBERT (Michalopoulos et al., 2021). Then, we 114

explore three techniques for ranking the triplets: 115

Similarity Ranking We compute the similarity 116

score between the question embedding q and each 117

relation embedding rij . 118

Answer Expansion Ranking We first utilize 119

LLMs to generate a hallucinatory answer A for the 120

question Q , and then we encode the concatenation 121

of [Q,A] to obtain text embedding t. Subsequently, 122

we utilize the expanded question embedding t to 123

search for the most similar triplets in vector space. 124

MRR Ranking This method is inspired by an infor- 125

mation extraction method Maximal Marginal Rel- 126

evance (MMR) (Carbonell and Goldstein-Stewart, 127

1998). Initially, we identify the triplet with the 128

highest similarity score to the question Q. For the 129

remaining triplets, we dynamically adjust their sim- 130

ilarity scores based on the ones that have already 131

been selected. In this way, we could consider both 132

relevancy and redundancy: 133

w = wbase + δ · n, 134
135

scoreij = sim(q, rij)− w · sim(rij , rsel). 136

Where, w is an adjustable weight, with a base 137

weight and δ as the incremental weight factor per 138

selected triplet, n is the count of triplets that have 139

been selected. 140

Re-ranking After the ranking stage, we obtain an 141

ordering of the triplets. We then employ a medical 142

cross-encoder model to re-rank them, ensuring that 143

the most relevant triples are chosen. The re-ranked 144

top-p triplets, combined with the task prompt, are 145

input into LLMs for answer generation. 146

3 Experiments 147

3.1 Datasets 148

We conduct experiments on four selected medical 149

QA datasets, in which the answers are free-text. 150
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Dataset Method GPT-4 LLaMA2-13b
ROUGE-L BERTScore MoverScore BLEURT ROUGE-L BERTScore MoverScore BLEURT

LiveQA ZS 18.89 82.50 54.02 39.84 17.73 81.93 53.37 40.45
Sim 19.35 83.01 54.08 40.47 18.52 82.78 53.79 40.59
AE 19.24 82.95 54.04 40.15 18.45 82.60 53.70 39.80
MMR 19.32 82.91 54.03 40.55 18.25 82.70 53.67 40.22
RR 19.44 82.94 54.11 40.50 18.83 82.79 53.72 39.59

ExpertQA-Bio ZS 23.00 84.50 56.15 44.53 23.26 84.38 55.58 44.65
Sim 25.90 85.72 56.73 45.10 24.96 84.91 55.83 44.35
AE 26.78 85.77 56.79 45.18 24.84 84.97 55.72 43.55
MMR 26.54 85.76 56.77 44.93 25.40 85.08 55.98 44.04
RR 27.20 85.83 57.11 45.91 25.79 85.18 56.17 45.20

ExpertQA-Med ZS 25.45 85.11 56.50 45.98 24.86 84.89 55.74 46.32
Sim 27.61 86.10 57.13 46.47 26.40 85.50 56.23 46.15
AE 27.98 86.12 57.25 46.80 26.15 85.36 56.17 46.02
MMR 27.78 86.22 57.28 46.84 26.42 85.57 56.24 46.41
RR 28.08 86.30 57.32 47.00 27.49 85.80 56.58 46.47

MedicationQA ZS 14.41 82.55 52.62 37.41 13.30 81.81 51.96 38.30
Sim 16.05 83.56 53.23 37.60 14.60 82.73 52.47 38.38
AE 16.13 83.46 53.23 37.87 14.19 82.50 52.33 37.90
MMR 15.89 83.48 53.22 37.73 14.56 82.69 52.44 38.31
RR 16.19 83.59 53.30 37.91 14.71 82.79 52.59 38.42

Table 1: Automatic evaluation scores: we compare ROUGE-L, BERTScore, MoverScore, BLEURT on different
settings. The superior scores among the same models are highlighted in bold.

LiveQA (Abacha et al., 2017) consists of health151

questions submitted by consumers to NLM. It in-152

cludes a training set with 634 QA pairs and a test153

set comprising 104 QA pairs, which is used for154

evaluation. ExpertQA (Malaviya et al., 2023) is a155

high-quality long-form QA dataset with 2177 ques-156

tions spanning 32 fields, along with answers veri-157

fied by domain experts. Among them, 504 medical158

questions (Med) and 96 biology (Bio) questions159

were used for evaluation. MedicationQA (Abacha160

et al., 2019) includes 690 drug-related consumer161

questions along with information retrieved from162

reliable websites and scientific papers. We eval-163

uate the generated answers using ROUGE (Lin,164

2004), BERTScore (Zhang et al., 2019), Mover-165

Score (Zhao et al., 2019) and BLEURT (Sellam166

et al., 2020).167

3.2 Results168

As shown in Tab. 1, we evaluate GPT-4 and169

LLaMa2-13b across the following settings: zero-170

shot (ZS) , and three proposed ranking techniques:171

Similarity Ranking (Sim), Answer Expansion (AE),172

and Maximal Marginal Relevance Ranking (MMR).173

Also with the Re-ranking (RR), which is on top of174

the Similarity Ranking.175

The results show that incorporating the knowl-176

edge graph and ranking methods notably enhances177

performance in almost all benchmarks and evalua-178

tion metrics in the zero-shot setting, demonstrating179

the effectiveness of KG-Rank. Significantly, the180

RR method excels in the ExpertQA-Bio, ExpertQA-181

Med, and Medication QA datasets, particularly evi-182

Dataset GPT-4
ROUGE-L BERTScore MoverScore BLEURT

Cohere
LiveQA 18.72 82.94 54.08 40.07
ExpertQA-Bio 26.08 85.81 56.93 45.70
ExpertQA-Med 27.59 86.08 57.14 46.54
MedicationQA 16.14 83.46 53.25 37.82

MedCPT
LiveQA 19.44 82.95 54.11 40.50
ExpertQA-Bio 27.20 85.83 57.11 45.91
ExpertQA-Med 28.08 86.30 57.32 46.84
MedicationQA 16.19 83.59 53.30 37.91

Table 2: The performance of Cohere re-rank model and
MedCPT in the re-ranking stage.

dent in the over 18% increase in the ROUGE-L 183

score for ExpertQA-Bio. While KG-Rank still 184

shows effectiveness on LiveQA, the RR method is 185

not improving steadily among other ranking meth- 186

ods. This inconsistency may arise since the an- 187

swers in LiveQA are generated via automatic ex- 188

traction methods, leading to issues with semantic 189

coherence and disorganized formats. Moreover, 190

the performance of the three ranking methodolo- 191

gies exhibited variability across various datasets, 192

indicating their unique strengths and limitations in 193

differing contexts. 194

In assessing model performance, GPT-4 consis- 195

tently surpasses LLaMa2-13b in both zero-shot and 196

various ranking settings. Additionally, we evaluate 197

the zero-shot performance of a medical LLM (Xu 198

et al., 2023) on these datasets. 199

4 Ablation Study and Analysis 200

Medical LLMs. To further investigate the capa- 201

bilities of medical LLMs, we compare the zero-shot 202

performance of LLaMa2-7b and baize-healthcare 203
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Figure 2: BERTScore Comparison: Zero-shot with
LLaMa2-7b and Baize-Healthcare. Ep stands for Ex-
pertQA.

Question: What would be the ideal diet recommendations for a
53 year old male with acute renal failure and hepatic failure?

LLaMa2-13b: ...3. Protein intake: Provide adequate protein to
support liver function and wound healing. The recommended
daily intake of protein for a 53-year-old male is approximately
1.6-2.2 grams per kilogram of body weight...

LLaMa2-13b w KG-Rank:...1. Low protein intake: Protein
intake should be limited to about 0.8-1.0 gram per kilogram of
body weight per day, as excessive protein intake can
exacerbate renal failure and liver disease...

Figure 3: A case study from ExpertQA-Med: results
from LLaMa2-13b and with KG-Rank.

using BERTScore. Baize-healthcare, which is204

fine-tuned on LLaMa-7b using medical data, con-205

sistently outperforms LLaMa2-7b across all four206

datasets, as shown in Fig. 2. More results are in207

Appendix B.1.208

Re-ranking Models. We employ GPT-4 for the209

final answer generation and compare two re-210

ranking models: the MedCPT cross-encoder model,211

trained on the extensive PubMed dataset, and the212

Cohere (https://cohere.com) re-ranking model,213

designed for broader domain applications. As214

shown in Tab. 2, we find that MedCPT steadily out-215

performs the Cohere re-rank model on all datasets,216

highlighting the importance of specialized models217

in the medical field. Additional evaluations are218

provided in Appendix B.2.219

Case Study. To further analyze the output under220

the KG-Rank framework, a case study is presented221

in Fig. 3. When asked about ideal diet recommen-222

dations for a 53-year-old male with acute renal223

failure and hepatic failure, both provide guidelines224

regarding protein intake. However, the original rec-225

ommendation emphasizes ensuring adequate pro-226

tein consumption (1.6-2.2 grams per kilogram),227

whereas the answer generated under the KG-Rank228

Setting ROUGE-L BERTScore MoverScore

ExpertQA-Law
Base 26.33 85.03 48.57
KG-Rank 29.93 86.25 48.63

ExpertQA-Business
Base 21.78 84.46 48.92
KG-Rank 24.20 85.42 49.10

ExpertQA-Music
Base 23.84 85.21 45.73
KG-Rank 27.31 86.23 46.55

ExpertQA-History
Base 25.65 85.55 45.82
KG-Rank 27.75 86.21 47.08

Table 3: Base and KG-Rank performance in the open
domain.

framework advises controlling protein intake (lim- 229

ited to about 0.8-1 gram per kilogram). The differ- 230

ence is critical for patients with acute renal and hep- 231

atic failure, where an inappropriate protein dosage, 232

such as the higher range of 1.6-2.2 grams per kilo- 233

gram, could worsen the strain on already compro- 234

mised kidneys and liver, potentially leading to esca- 235

lated health issues. This case shows that KG-Rank 236

is more factually correct in the generated answer. 237

KG-Rank in Open Domain Additionally, to 238

demonstrate the effectiveness of our KG-Rank, 239

we extend it to the open domain by replacing 240

UMLS with Wikipedia through the DBpedia API 241

(https://www.dbpedia.org/). We experiment 242

on Mintaka (Sen et al., 2022), and randomly se- 243

lect 1,000 pairs from the test set for evaluation. We 244

improve the accuracy from 60.40% to 61.90%. In 245

Tab. 3, we also conduct experiments in the four 246

fields of Law, Business, Music, and History within 247

ExpertQA, using GPT-4 as the base model. Results 248

show that KG-Rank outperforms baseline across 249

all benchmarks. Building on these findings, the 250

efficacy of our framework is not limited to the med- 251

ical domain, and has the potential to be applied in a 252

variety of areas. For more case studies, please refer 253

to the Appendix C. 254

5 Conclusion 255

In this work, we proposed KG-Rank, an enhanced 256

LLM framework combining medical knowledge 257

graphs with ranking techniques to boost free-text 258

medical QA. KG-Rank, as far as we know, is the in- 259

augural integration of ranking models with KG for 260

long-answer medical QA. It demonstrates over 18% 261

improvement in ROUGE-L across four medical QA 262

datasets. Its application to open domains yields a 263

14% ROUGE-L score enhancement, underscoring 264

KG-Rank’s effectiveness and versatility. 265
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Limitations266

In this research, we propose an LLM framework267

augmented by UMLS to improve the quality of268

the content generated. However, there are some269

limitations, which we will address in the next270

phase. Firstly, we plan to incorporate physician271

evaluations to validate the factual accuracy of KG-272

Rank’s answers. Secondly, we aim to assess the273

performance of more medical-specific base models274

on medical QA tasks. Lastly, while the ranking275

method may increase computational time, we rec-276

ognize the need to optimize its efficiency.277

Ethical Considerations278

This research utilized public medical datasets279

solely for academic purposes, not for practical280

application. We employed GPT-4, LLaMa2-13b,281

LLaMa2-7b, baize-healthcare for text generation,282

ensuring that no harmful content was produced.283

Both the benchmark datasets and the model out-284

puts are free of any individual privacy data.285
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A Prompt Templates 381

In this section, we present the detailed prompt templates employed as inputs for LLMs at each phase of 382

the KG-Rank process. 383

A.1 Medical NER Prompt 384

Fig. 4 illustrates the Medical NER prompt template that is specifically designed for extracting medical 385

terminologies from a given question.

Question: {question}

You are interacting with a knowledge graph that contains definitions and relational information of medical
terminologies. To provide a precise and relevant answer to this question, you are expected to:

1. Understand the Question Thoroughly: Analyze the question deeply to identify which specific medical
terminologies and their interrelations, as extracted from the knowledge graph, are crucial for
formulating an accurate response.

2. Extract Key Terminologies: Return the 3-5 most relevant medical terminologies based on their
significance to the question.

3. Format the Output: Return in a structured JSON format with the key as "medical terminologies".

For example:
{"medical terminologies": ["term1", "term2", ...]}

Figure 4: Prompt used to extract medical terminologies.

386

A.2 Answer Expansion Prompt 387

Figure 5 illustrates the prompt template designed for our proposed answer expansion ranking strategy, as 388

shown in step 2 of Fig. 1 and as described in Section 2.3. 389

Question: {question}

Provide an example answer to the given question. 

Your answer is derived from a biomedical knowledge graph. 

This knowledge graph encompasses a wide range of medical terminologies and elucidates the complex
interconnections between these terms, supporting an in-depth and accurate response to the question.

Figure 5: Prompt for answer expansion ranking method.

A.3 KG-enhanced Prompt 390

Fig. 6 shows the prompt template to obtain final answers from LLMs, corresponding to step 4 in Fig. 1. 391

Answer the question in conjunction with the following content.

Context:
{context}

Patient: 
{input}

Physician:

Figure 6: Prompt for obtaining KG-enhanced LLM answers.
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A.4 KG-enhanced Prompt for Mintaka task392

Fig. 7 presents the prompt for obtaining KG-enhanced LLM answers, specially designed for the Mintaka393

dataset, as it’s a multi-choice QA dataset.394

Here are some examples for output format: 

Question: What is the seventh tallest mountain in North America? 
Example Output: Mount Lucania

Question: What year was the first book of the A Song of Ice and Fire series published?
Example Output: 1996

Question: How old was Taylor Swift when she won her first Grammy?
Example Output: 20

Question: Has there ever been a Christian U.S. senator?
Example Output: Yes

Context:
{context}

Question: 
{input}

Answer:

Figure 7: Prompt for obtaining KG-enhanced LLM answers, with special design for Mintaka dataset.

B Detailed Evaluation Results395

B.1 Zero-shot Performance of Different LLMs396

In this section, we evaluate the zero-shot Medical QA performance of widely-used LLMs. As shown in397

Tab. 4, the results demonstrate that GPT-4 performing better than the other models, which suggests it’s398

generally more accurate. The baize-healthcare model scores the highest in BERTScore on all datasets,399

indicating its superior text comprehension abilities. On the other hand, LLaMa2-13b achieves the top400

scores in BLEURT, implying its effectiveness on producing answers that read well and match the facts401

closely. This comparison highlights what each model does best when answering medical questions without402

any external reference.403
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Dataset Evaluation Metrics

ROUGE-1 ROUGE-2 ROUGE-L BERTScore MoverScore BLEURT

LLaMa2-7b
LiveQA 18.87 3.60 17.44 81.83 53.28 39.43
ExpertQA-Bio 24.19 6.96 22.15 84.14 55.18 43.81
ExpertQA-Med 26.24 8.11 23.86 84.72 55.51 45.75
MedicationQA 14.19 2.60 13.12 81.77 51.94 37.32

baize-healthcare
LiveQA 17.92 2.73 16.10 83.30 53.41 31.30
ExpertQA-Bio 23.45 6.52 21.31 85.32 54.95 33.80
ExpertQA-Med 24.95 7.21 22.41 85.73 55.12 34.52
MedicationQA 15.05 2.48 13.59 83.37 52.41 31.39

LLaMa2-13b
LiveQA 19.15 3.60 17.73 81.93 53.37 40.45
ExpertQA-Bio 25.33 7.92 23.26 84.38 55.58 44.65
ExpertQA-Med 27.41 8.86 24.86 84.89 55.74 46.32
MedicationQA 14.42 2.62 13.30 81.81 51.96 38.30

GPT-4
LiveQA 20.54 4.65 18.89 82.50 54.02 39.84
ExpertQA-Bio 25.06 7.84 23.00 84.50 56.15 44.53
ExpertQA-Med 27.78 9.49 25.45 85.11 56.50 45.98
MedicationQA 15.52 3.51 14.41 82.55 52.62 37.41

Table 4: Automatic evaluation scores: we compare ROUGE-1, ROUGE-2, ROUGE-L, BERTScore, MoverScore,
BLEURT on the zero-shot setting for different LLMs with medical QA tasks. The best scores among the same
models are highlighted in bold.
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B.2 Performance of Different Re-rank Models404

Dataset GPT-4
ROUGE-1 ROUGE-2 ROUGE-L BERTScore MoverScore BLEURT

Cohere
LiveQA 21.08 4.13 18.72 82.94 54.08 40.07
ExpertQA-Bio 29.07 9.35 26.08 85.81 56.93 45.70
ExpertQA-Med 30.84 10.62 27.59 86.08 57.14 46.54
MedicationQA 17.76 3.65 16.14 83.46 53.25 37.82

MedCPT
LiveQA 21.70 4.33 19.44 82.95 54.11 40.50
ExpertQA-Bio 30.05 10.51 27.20 85.83 57.11 45.91
ExpertQA-Med 31.34 10.96 28.08 86.30 57.32 46.84
MedicationQA 17.94 3.72 16.19 83.59 53.30 37.91

Table 5: Automatic evaluation scores: we compare the performance of different re-rank models on ROUGE-1,
ROUGE-2, ROUGE-L, BERTScore, MoverScore, BLEURT. The best scores among the same models are highlighted
in bold.

C More Case Studies405

We put another case study from the ExpertQA-Med dataset, where in regards to the prognosis survival406

rates of breast cancer cases, the answer generated by KG-Rank is more factually accurate in terms of407

medical evidence, as shown in Fig. 8. Moreover, Fig. 9 shows a case study on the open-domain QA408

tasks from the Mintaka dataset, comparing the performance of the vanilla GPT-4 model against the409

KG-Rank-enhanced GPT-4 model. The case study involves a question: “How many of the Godfather410

movies was Robert De Niro in?” While GPT-4 responded with “2”, our proposed KG-Rank-enhanced411

GPT-4 provided the correct answer “1”, which matches the ground truth. We also show the evidence412

retrieved from DBPedia. This case study shows that by incorporating KG-Rank, the model is able to413

leverage the relevant information effectively to derive the correct answer, whereas the vanilla GPT-4 did414

not. This demonstrates the efficacy of KG-Rank in improving the accuracy of answers in LLMs when415

dealing with general domain factual questions.416

D Experimental Setup417

In our experimental setup, we employ UmlsBERT1, baize-healthcare2, llama-2-7b-chat-hf3,418

llama-2-13b-chat-hf4, MedCPT5 from Hugging Face. For GPT-4, we use the OpenAI API with a419

zero-temperature setting. For the Cohere re-rank model, we employ it through its API. All experiments420

are conducted on a cluster equipped with 4 NVIDIA A100 GPUs. The prediction for each sample takes421

about a few seconds. Based on the size of each dataset, it may take up to hours to finish the evaluation.422

1GanjinZero/UMLSBert_ENG
2https://huggingface.co/project-baize/baize-healthcare-lora-7B
3https://huggingface.co/meta-llama
4https://huggingface.co/meta-llama
5https://huggingface.co/ncbi/MedCPT-Cross-Encoder
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Question:
What is the prognosis of a case of triple negative ductal breast carcinoma?

LLaMa2-13b:

The prognosis for triple negative ductal breast cancer
(TNBC) varies depending on several factors, such as the
stage of the disease, the presence of certain biomarkers, and
the patient's overall health. However, in general, the
prognosis for TNBC is considered to be less favorable
compared to other types of breast cancer. 

Here are some general prognostic factors for TNBC: 
1. Stage: The stage of the cancer is a major determinant of
prognosis. TNBC that is confined to the breast (stage I or II)
has a better prognosis than more advanced stages (III or IV).
2. Lymph node involvement: If the cancer has spread to the
lymph nodes under the arm (axillary lymph nodes), it can
indicate a poorer prognosis. 
3. Biomarkers: The presence of certain biomarkers, such as
high levels of Ki-67 (a protein that indicates cell division) or
low levels of estrogen receptors (ER) and progesterone
receptors (PR), can indicate a poorer prognosis. 
4. Genetic mutations: The presence of specific genetic
mutations, such as those in the BRCA1 or BRCA2 genes,
can increase the risk of recurrence and reduce the prognosis. 
5. Patient characteristics: Factors such as age, overall health,
and the presence of other medical conditions can also affect
the prognosis for TNBC patients. 

Despite these factors, many women with TNBC can achieve
long-term survival and even cure. According to the
American Cancer Society, the 5-year survival rate for TNBC
is about 70% for women who are diagnosed at an early stage
(stage I or II). For women diagnosed at a later stage (stage
III or IV), the 5-year survival rate is about 40%. 

It's important to note that these statistics are based on
averages and that each individual case is unique. Many
factors can influence the prognosis for TNBC, and it's best to
consult with a doctor to get a more accurate assessment of
your specific situation.

LLaMa2-13b w KG-Rank:

The prognosis of a case of triple negative ductal breast
carcinoma can be challenging to determine due to the lack of
specific targeted therapies and the limited availability of
clinical trials for this specific subtype of breast cancer.

However, some studies suggest that triple negative breast
cancer patients who are diagnosed at an early stage (stage I
or II) have a relatively good prognosis, with a 5-year
survival rate of around 80-90%. However, for patients with
more advanced stages (stage III or IV), the prognosis is
generally poorer, with a 5-year survival rate of around 50-
60%. This is because advanced stages of triple negative
breast cancer are often associated with a higher risk of
recurrence and metastasis. 

It's important to note that the prognosis for triple negative
breast cancer can vary depending on several factors, such as
the size of the tumor, the presence of lymph node
involvement, and the patient's overall health status.
Additionally, the prognosis can also be influenced by the
specific molecular biomarkers present in the tumor, such as
the ERBB2 gene, which has been shown to be associated
with a worse prognosis in some studies. 

Overall, while the prognosis for triple negative ductal breast
carcinoma can be challenging to predict, it is important for
patients to receive prompt and appropriate treatment,
including surgery, chemotherapy, and targeted therapies
where available, to improve their chances of a successful
outcome.

Figure 8: A case study from ExpertQA-Med: we show results from vanilla LLaMa2-13b and KG-Rank-enhanced
LLaMa2-13b.

Question:
How many of the Godfather movies was Robert De Niro in?

GPT-4 Answer: 2 
KG-Rank: 1 
Ground_truth: 1

Retrieved from Wiki: Sian unuan Akademian Premion Robert
de Niro gajnis en la jaro 1974, pro la plej bona epizoda rolo en
la filmo The Godfather, Part II, direktita de Francis Ford
Coppola.

Figure 9: A case study from Mintaka: we show results from vanilla GPT-4 and KG-Rank-enhanced GPT-4.
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