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Abstract001

Many recent studies use style or persona fea-002
tures, such as “empathetic” or “professional”,003
to steer agents’ behaviors toward desired styles.004
However, the unintended stylistic side effects005
these features introduce into model behavior006
remain underexplored. This paper identifies007
and controlls side effects across commonly008
used style features, revealing significant cross-009
feature interference. We conducted a com-010
prehensive survey of recent papers to extract011
widely used style features, and performed em-012
pirical analysis using synthetic agent-agent di-013
alogues. Our findings show that many fea-014
tures show strong correlations with others and015
that their influence can bleed into unrelated016
traits. We further design and evaluate counter-017
strategies to neutralize these effects. Our work018
show the existence of side effects and ques-019
tions the LLM’s faithfulness in following the020
prompt, offering practical recommendations for021
safe and targeted style control in LLM-based022
agents.023

1 Introduction024

The growing use of style features like empathetic,025

professional, and friendly has become a standard026

prompt-based technique for steering conversational027

agents’ tone (Feng et al., 2025; Zhao et al., 2025;028

Rachidi et al., 2025). A survey of 2023–2025029

CL papers shows these prompts (e.g., “Please be030

helpful”) are guiding systems from mental-health031

assistants to task-oriented bots. (Njifenjou et al.,032

2025; Lee et al., 2025; Lechner et al., 2023; Lee033

et al., 2023; Wang et al., 2023). Yet style cues also034

trigger side effects: asking a model to be “empa-035

thetic” may heighten supportive language while036

eroding logical precision. In domains where re-037

liability is paramount, such as legal or collabora-038

tive decision-making, the assumption that a style039

prompt alters only its target trait is untenable, un-040

derscoring the need for systematic study of down-041

stream impacts.042

Most work on prompt side effects emphasizes 043

accuracy loss and emergent bias rather than stylis- 044

tic drift (Luz de Araujo and Roth, 2025; Gupta 045

et al., 2024). Zheng et al. (2024) tested 162 per- 046

sona prompts across 2,410 factual questions on 047

four open-source LLMs and found no accuracy 048

gains, while Lutz et al. (2025) showed that such 049

prompts can amplify stereotypes toward marginal- 050

ized groups. 051

Studies that do examine style transitions largely 052

focus on demographic personas rather than generic 053

style adjectives (Malik et al., 2024; Lutz et al., 054

2025). Malik et al. (2024) reported distinct writing 055

shifts across age, profession, and political personas 056

. Multi-turn analyses also can lead rapid persona 057

drift in dialogue (Kovač et al., 2024; Li et al., 2024). 058

Additionally, these publications focus on end-to- 059

end evaluations, rather than statistical analysis with 060

more explainability. Thus, a comprehensive sta- 061

tistical investigation of the stylistic side effects of 062

common style features remains absent. 063

In this work, we address this gap by identifying 064

and quantifying the cross-feature effects and trade- 065

offs associated with popular style features used in 066

LLM-driven conversational agents. We first curate 067

and analyze all conversational agent-related papers 068

from the ACL anthology from 2023 to 2025 that 069

use prompt-based conversational agent design, ex- 070

tracting and clustering 12 commonly used style 071

features. We then generate synthetic conversations 072

guided by controlled conversation agent prompts 073

and use LLM-as-a-Judge to measure the degree 074

to which each style feature affects not only its in- 075

tended trait but also others, both positively and 076

negatively. 077

Our findings indicate that style features do not 078

act independently, but instead exhibit structured 079

interference patterns: applying one feature often 080

impacts several others and has unexpected impacts. 081

To address this, we use simplest prompting strategy 082

to evaluate the controllability of the side effect. Our 083
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contributions are threefold:084

• We conduct a comprehensive survey of style085

feature usage across 588 ACL Anthology pa-086

pers and identify frequently used features.087

• We demonstrate empirically that style fea-088

tures produce measurable side effects across089

unrelated traits, confirming the presence of090

cross-feature behavioral entanglement.091

• Our mitigation results show that sim-092

ple prompt-based methods are not powerful093

enough to reduce side effects while maintain-094

ing main effects.095

2 Feature Extraction - A Survey096

To ground our study in contemporary practice, we097

performed a systematic survey of conversational-098

agent papers published in the ACL Anthology be-099

tween 2023 and 2025, and extracted commonly100

used style features from the selected papers. The101

overview of our pipeline is shown in Figure 1.102

2.1 Method103

Starting with all papers from ACL Anthology from104

January 2023 to June 2025, we first select papers105

that have keyword ‘conversational agent’, ‘dia-106

logue system’, ‘dialog system’ and ‘chatbot’ in107

their titles or abstracts. Then two authors annotated108

all style features used and mentioned in the papers.109

Next, we transformed these features to adjectives,110

to get a list of unique features. The distribution of111

extracted features is shown in Figure E. Next, we112

used frequency >=5 to get the most frequent list of113

features as candidates, then we grouped hierarchi-114

cal clustering based on the cosine similarity >0.5115

with embeddings obtained with text-embedding-3-116

small (OpenAI, 2024). As the result, we extracted117

12 distinct style features that typify how recent118

papers employ prompt-based conversational agent119

control.120

2.2 Result121

Our pipeline extracts 12 high-frequency style fea-122

tures: concise, expert, helpful, empathetic, friendly,123

detailed, engaging, curious, polite, impartial, out-124

going, efficient. Out of these features, helpful, em-125

pathetic, and friendly are the most frequently used.126

Left skewed distribution shows style feature usages127

are concentrated into a few terms128

Figure 1: Data collection for papers and style features

3 Identifying Side Effects 129

In this section, we systematically explore the side 130

effects of prompting with each style feature using a 131

behavioral difference matrix that’s constructed us- 132

ing ratings on synthetic conversations that simulate 133

common prompt usage in daily conversations and 134

task-oriented conversations. 135

3.1 Method+Experiment 136

To construct synthetic conversations for statisti- 137

cal analysis, we sampled dialogue topics from 138

two datasets: LMSYS-Chat-1M (Zheng et al., 139

2023) and DailyDialog (Li et al., 2017). From 140

each dataset, we extracted 10 distinct topics—task- 141

oriented topics from LMSYS-Chat-1M and daily- 142

life topics from DailyDialog. For each topic, we 143

selected 10 representative opening messages in En- 144

glish based on the first user turn. 145

We then generated conversations using pairs of 146

LLM-powered agents: a user agent and an assistant 147

agent. Both agents were initialized with a shared 148

system prompt specifying the topic. In addition, 149

the assistant agent received an augmented system 150

prompt containing a style feature from one of the 151

12 extracted through the pipeline in Figure 1. See 152

Appendix C and D for prompt templates. 153

Each conversation consisted of three turns, ini- 154

tiated by the user agent with a preselected first 155

message. We retained only the assistant agent’s 156

responses for downstream analysis. Each response 157

was rated on a scale of 1 to 5 across 12 stylistic 158

features using an LLM-as-a-judge framework (see 159

Appendix A for a template). This setup enables con- 160

trolled and scalable measurement of how specific 161
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style prompts influence assistant behavior across162

diverse conversational contexts.163

3.2 Result164

With rated responses, we construct a Figure 2 to165

show correlation between features. Figure 2 is a166

“prompt→rating” heatmap. Each row corresponds167

to the feature used in the prompt. Each column168

shows how the resulting responses were rated on169

that same set of features. The colour scale encodes170

the mean change in the rated score relative to an171

baseline model response without style features in172

its prompts. Asterisks mark statistically significant173

differences (p < 0.05).174

Figure 2: Style Feature Correlation Matrix. The
y-axis shows prompted style features, and the x-axis
shows features rated by LLM-as-a-Judge. Each cell is
the average rating for the column feature when prompted
with the row feature. Red indicates positive alignment;
blue indicates negative correlation. Asterisks (*) denote
statistical significance.

4 Counter Side Effects175

While style prompting succeeds at amplifying its176

target trait, it simultaneously increases unexpected177

side effect, questioning models’ ability to follow178

prompts faithfully. Therefore, the goal of our179

Counter Side Effect (CSE) Experiments is: to test180

whether simple prompt engineering interventions181

can mitigate these unexpected spillovers.182

4.1 Method and Experiment183

Balanced-prompt strategy: For each of the 12184

primary style features, we construct a balanced185

prompt that pairs the original instruction with its186

most positively correlated side effect identified in 187

Section 3.2 (See Appendix B for a template). 188

Conversations are generated with topic and mes- 189

sages from Section 3.1, with same hyperparame- 190

ters. 191

Evaluation protocol: We collect the assistant’s 192

replies and rate them with the same LLM-as-judge 193

rubric on all 12 features (1–5 scale). We report (i) 194

Change in main feature strength, and (ii) Change 195

in side effect feature strength. 196

4.2 Result 197

Table 1 shows the results for the Counter Side 198

Effect Experiments. The table shows, for each 199

main style feature (orange header) and its strongest 200

side-effect feature (purple header beneath), how 201

ratings change under three conditions. “Original” 202

is the baseline with no style prompt; “Main” ap- 203

plies the main prompt alone; “Main ¬Side” adds 204

our counter-prompt aimed at reducing the side ef- 205

fect. The upper block (“Main Feature Ratings”) 206

reports scores on the main trait, while the lower 207

block (“Side Effect Ratings”) reports the side-effect 208

scores. Positive or negative deltas indicate how 209

much each setting raises or lowers the respective 210

rating relative to baseline; asterisks denote signifi- 211

cance (p < 0.05). 212

5 Discussion 213

5.1 Analyzing Side Effects 214

The correlation matrix reveals two opposing yet 215

interlocked style dimensions: an informational 216

axis, anchored by brevity, neutrality, and analyt- 217

ical depth, and a social axis, defined by empathy, 218

friendliness, and engagement. Steering the model 219

decisively along one axis predictably pulls it back 220

on the other, with bidirectional penalties of roughly 221

0.3–0.8 rating points. Task-utility prompts such as 222

Concise, Efficient, and especially Impartial dampen 223

social warmth, whereas persona-oriented cues like 224

Empathetic, Friendly, and Engaging erode informa- 225

tional economy. For instance, “Impartial” boosts 226

its own rating by +0.03 but cuts down “Outgoing” 227

(-0.37*) and “Empathetic” (-0.23*). The reverse 228

holds for persona cues: “Empathetic” raises empa- 229

thy (+1.26*) yet drags “Concise” down (-0.08*). 230

“Friendly” follows the same pattern (+0.52* on it- 231

self, -0.31* on “Expert”). 232

The trade-off, however, is not absolute: De- 233

tailed simultaneously elevates perceptions of exper- 234

tise (+0.52*), and Engaging bolsters outgoingness 235
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Ratings Used Polite Friendly Helpful Impartial Efficient Curious Engaging Detailed Empathetic Expert Outgoing
Features Friendly Polite Efficient Polite Helpful Engaging Helpful Expert Friendly Detailed Friendly

Main Original 4.60 4.30 4.76 4.92 4.61 3.72 4.22 3.92 2.96 3.97 2.95

Features Main +0.29* +0.52* +0.10* +0.03 -0.13 +0.78* +0.44* +0.67* +1.26 +0.38* +1.45*

Ratings Main, ¬Side +0.12* +0.35* +0.07 +0.02 -0.04 +0.47* +0.28* +0.58* +0.81* +0.18* +0.86*

Side Original 4.30 4.60 4.61 4.60 4.76 4.22 4.76 3.97 4.30 3.92 4.30

Effects Main +0.38* +0.29 +0.09 -0.03 -0.19* +0.37* +0.10* +0.53* +0.52* +0.35* +0.63

Ratings Main, ¬Side +0.21* +0.16* +0.06 +0.00 -0.06 +0.19* +0.04 +0.43* +0.38* +0.12 +0.45*

Table 1: The Counter Side Effects Experiemtal Results. The first feature of each column is the main style feature,
and the second feature in second line is the side effect feature whose strength this experiment attempts to reduce.

(+0.86*), suggesting that certain stylistic clusters236

co-activate rather than conflict. In practice, these237

findings underscore that single-feature prompting238

is intrinsically entangled; developers must there-239

fore balance predictable side effects when optimis-240

ing LLM personas for both competence and socia-241

bility.242

5.2 Counter Side Effect Experiments243

Attempts to neutralize the trade-offs with244

lightweight “counter prompts” underscore the lim-245

its of prompt engineering. While composite instruc-246

tions—such as pairing a Friendly cue with Polite247

(0.29 down to 0.16*) or adding Detailed to Ex-248

pert—do soften the most severe penalties (+0.35*249

down to +0.12*), they rarely eliminate them and250

often introduce new, unanticipated shifts elsewhere251

in the style grid. In several cases the secondary252

prompt even dilute the desired primary effect, trim-253

ming up to 25% of the original gain, while failing254

to restore more than half of the lost ground on the255

targeted counter-dimension. These outcomes sug-256

gest that simple prompt concatenation cannot dis-257

entangle the strongly coupled style axes uncovered258

earlier; a more principled approach—such as itera-259

tive reinforcement learning, targeted fine-tuning, or260

multi-objective optimization—will be required to261

balance competence and warmth without collateral262

drift.263

6 Conclusion264

This study provides the first large-scale, quan-265

titative look at how single-style prompts re-266

shape LLM behaviour across thousands of syn-267

thetic dialogues. By rating assistant responses268

on a twelve-dimensional rubric, we uncover a269

robust, bidirectional trade-off between informa-270

tional and persona traits: instructions that en-271

hance brevity, precision, or impartiality pre-272

dictably erode social warmth, while empathy- or273

friendliness-oriented prompts suppress task utility. 274

Our counter-prompt experiment further reveals the 275

limits of lightweight mitigation: our results show 276

that simple prompt-based methods are not powerful 277

enough to reduce side effects while simultaneously 278

preserving the desired primary effect, and they may 279

themselves introduce new, unintended behaviours. 280

Together, these findings chart the latent structure 281

of stylistic control in LLMs and underscore the 282

need for richer mitigation strategies—such as adap- 283

tive prompting or targeted fine-tuning—to balance 284

competence and likeability in real-world conversa- 285

tional agents. Future work will extend evaluation 286

to human judges in open-domain deployments and 287

explore model-level approaches for disentangling 288

stylistic axes. 289

Limitation 290

A key limitation of our study is ecological validity: 291

all findings stem from short, synthetic agent-agent 292

exchanges rated by another LLM, rather than from 293

longer, human-to-agent dialogues assessed by real 294

users. This design offers scale and control but 295

risks over-estimating side effects that might be at- 296

tenuated or that may manifest differently when 297

humans adapt their wording, challenge inconsis- 298

tencies, or engage in multi-topic conversations. 299

Moreover, we evaluate only twelve high-frequency 300

English-language style features on a single base 301

model family, due to limitations in compute re- 302

sources; less common cues, other languages, and 303

model architectures could yield different interfer- 304

ence patterns. Finally, our mitigation test uses sim- 305

ple prompt concatenation, so the negative results do 306

not rule out more sophisticated techniques such as 307

iterative re-prompting or fine-tuning, which remain 308

for future work. 309
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A LLM-as-a-Judge Prompt Template423

“Given a message, rate {feature} from 1424

(not {feature}) to 5 (extreme {feature})”425

where the “{feature}” refers to one of the 12426

features.427

B Counter Side Effect Experiments428

Prompt Template429

“This is a conversation about {topic}.430

Please be {main feature} and {most431

correlated side effect feature}.”432

C System Template for User Agent433

: "This is a conversation about {topic}."434

D System Template for Assistant Agent435

: "This is a conversation about {topic}.436

Please be {style_features}"437

E Extracted Feature Distribution438

Figure 3: Extracted Features’ Frequency Distributions.
Only list top 30 most frequent features here for the sake
of space
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