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Abstract
High-quality prompts are crucial for Large LanguageModels (LLMs)
to achieve exceptional performance. However, manually crafting
effective prompts is labor-intensive and demands significant do-
main expertise, limiting its scalability. Existing automatic prompt
optimization methods either extensively explore new prompt candi-
dates, incurring high computational costs due to inefficient searches
within a large solution space, or overly exploit feedback on ex-
isting prompts, risking suboptimal optimization because of the
complex prompt landscape. To address these challenges, we intro-
duce GreenTEA, an agentic LLM workflow for automatic prompt
optimization that balances candidate exploration and knowledge
exploitation. It leverages a collaborative team of agents to itera-
tively refine prompts based on feedback from error samples. An
analyzing agent identifies common error patterns resulting from
the current prompt via topic modeling, and a generation agent
revises the prompt to directly address these key deficiencies. This
refinement process is guided by a genetic algorithm framework,
which simulates natural selection by evolving candidate prompts
through operations such as crossover and mutation to progressively
optimize model performance. Extensive numerical experiments
conducted on public benchmark datasets suggest the superior per-
formance of GreenTEA against human-engineered prompts and
existing state-of-the-arts for automatic prompt optimization, cover-
ing logical and quantitative reasoning, commonsense, and ethical
decision-making.
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1 Introduction
The performance of LLMs is highly dependent on the quality of
the prompts. Manual prompt engineering [3, 19], though widely
adopted, requires substantial human effort and domain expertise,
posing challenges when adapting to diverse tasks. To mitigate
this dependency, automatic prompt optimization has emerged as
a promising direction [26]. Early methods primarily adopt dis-
crete search strategies [16, 36] by enumerating a wide range of
prompt candidates, enabling extensive exploration but often incur-
ring high computational costs due to inefficient search dynamics.
An alternative line of research focuses on feedback-driven refine-
ment [6, 24, 29, 34] by learning from error samples and improve
existing prompts in an iterative way. While effective in exploiting
learned knowledge, these approaches are susceptible to suboptimal
convergence in the presence of complex and non-convex landscapes
in prompt solution space. These limitations highlights the neces-
sity of a well-designed optimization algorithm for navigating the
complex prompt space in a cost-efficient way.

In this paper, we introduce GreenTEA, an agentic workflow for
automatic prompt optimization that emphasizes both effectiveness
and efficiency. GreenTEA adopts a feedback-driven, iterative frame-
work in which one LLM agent analyzes the deficiencies of current
prompts and another generates improved candidates based on the
identified deficiencies. To guide this process, we introduce a topic-
modeling mechanism that clusters error samples by the current
prompts. This facilitates the identification of major error patterns
and ensures that the collected samples sent to the analyzing agent
are semantically coherent. New prompts are generated via a novel
gradient-guided genetic algorithm (GA), which produces a popu-
lation of candidates through evolutionary operations on existing
prompts, guided by the feedback. This design draws on the suc-
cess of evolutionary algorithms in prompt optimization [1, 14, 32],
striking a balance between exploration and exploitation within the
prompt space. The main contributions of this paper include:

• Wepresent GreenTEA, an agentic workflow for automatic prompt
optimization that emphasizes both effectiveness and efficiency.
• We introduce an error topic modeling mechanism to improve
the optimization efficiency by extracting the major error and
collecting feedback based on semantically coherent samples.
• We develop a gradient-guided evolutionary algorithm that
enhances the robustness of prompt optimization by balancing
exploration and exploitation in the prompt search space.
• Comprehensive experiments show that GreenTEA consistently
achieves expert-level prompts across different scenarios.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
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2 Related works
LLMs for automatic prompt optimization. Early work regards
the prompt as a learnable artifact and leverages LLMs to serve as
black–box optimizer [35] to solve the prompt optimization problem.
Various approaches adopt self-refinement via LLMs to critique an-
swers and regenerate the prompts iteratively [25, 33]. Recent work
of DSPy [17] generalizes this idea into a compiler that represents
an unified reasoning and optimization pipeline. These studies es-
tablish the premise that prompt optimization can be automated by
exploiting the existing knowledge, yet they adopt generic random
or greedy edits that may potentially lead to local optima [14].
Evolutionary prompt search. Evolutionary algorithms (EAs)
have emerged as a powerful tool for automatic prompt optimization
by iteratively refining a population of candidate solutions through
biologically inspired operators. Prior studies [1, 21] demonstrate
the effectiveness of LLM-based operators, while EVOPROMPT [14]
presents a generic framework that couples LLMs with EAs, enabling
a broad family of EA variants within a unified pipeline. Recent work
of GAAPO [28] compares different evolution strategies in a modu-
larized framework via comprehensive evaluations. In contrast to
these approaches, our GreenTEA integrates a gradient-guided ex-
ploration mechanism that directs evolution explicitly towards the
major failure modes.
Gradient-guided genetic algorithm.Genetic algorithm (GA) [15]
is a well-established class of evolutionary search methods and have
been widely adopted for prompt optimization [31, 32]. They balance
exploration with exploitation via fitness-based selection, achieved
through crossovers and mutations that traverse the vast prompt
space. Direction-guided variants further accelerate convergence by
biasing mutations with gradient rather than random perturbations,
consistently achieving enhanced performance across domains such
as protein–ligand docking [13], system-fairness testing [12], and
molecular generation [38]. While they remain largely unexplored
for prompt evolution, our GreenTEA closes that gap by embedding a
topic-guided gradient into the GA loop, yielding faster convergence
and more interpretable evolutionary trajectories.

3 Methodology: GreenTEA
Given a LLMM, the goal of prompt optimization is to find the best-
performing promptP∗ on a training setDtr = {(𝑞1, 𝑎1), . . . , (𝑞𝑁 , 𝑎𝑁 )}
under a performance metric 𝑠 , i.e., P∗ = argmaxP∈Ω 𝑠 (P,Dtr,M).
Here (𝑞𝑖 , 𝑎𝑖 ) represents the 𝑖-th question-answer pair. This optimiza-
tion problem is highly non-convex and intractable. In the following,
we introduce our GreenTEA framework that use LLM agents to find
the approximate solution in an iterative way.

3.1 Overview: Iterative prompt optimization
The framework contains a feedback-collection stage and a prompt
generation stage that performed in an iterative loop to progressively
enhance the prompt, as illustrated in Figure 1. The algorithm starts
with a initial population of prompts P (0) of size 𝐾 . These prompts
are simple and generic without being fine-crafted for the task.

In the first stage of 𝑡-th iteration, each prompt P (𝑡 )
𝑘

in the ex-
isting population P (𝑡 ) will be evaluated on Dtr using the LLM
predictorM. We then apply the topic modeling to all the cases
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Figure 1: GreenTEA framework. The first stage (left) evalu-
ates the prompts on the predictorM and collect feedback
on them via the analyzer A. The second stage (right) gener-
ates new prompts via the generator G. The two stages are
performed iteratively until termination criteria are met.

thatM have made the wrong predictions on to group them into
different topic clusters. Therefore, cases in the same cluster are
semantically closer with each other than those in different clusters.
We collect those in the cluster with the largest size and input them
to the second agent, named the LLM analyzer A. The analyzer
summarizes the mistakes and outputs an error analysis 𝑝 (𝑡 )

𝑘
as the

feedback of P (𝑡 )
𝑘

that pinpoints the key deficiencies of the prompt.
After the feedback collection, the second stage contains the third

agent, named the LLM generator G, that produce new prompts to
address the deficiencies of the existing prompt. We use a gradient-
guided GA to evolute the prompts. Instead of optimizing a single
prompt, the generator G takes two existing prompts (the parents)
as the input, combine them into one, and revise the prompt based
on the feedback of the parents to generate a new prompt (the child).
The generator G will perform the generation by 𝐾 times to have
the new population P (𝑡+1)

𝑘
of size 𝐾 , which will be evaluated and

further refined in the next iteration. This cycle continues until pre-
defined termination criteria are met. This evolutionary procedure
enhances the exploratory ability of the framework and avoids the
optimization trajectory being trapped in the local minima.

The output of GreenTEA is the prompt population P (𝑇 ) being
optimized over 𝑇 iterations. See Appendix B for algorithm details.
In the following, we elaborate on the topic modeling for collecting
wrong predictions and the guided GA for prompt generation.

3.2 Topic modeling for feedback collection
We observe diverse reasons behind the wrong predictions by the
predictorM. To make it easier for the analyzer A to summarize
the error and identify the prompt deficiency, we adopt the topic
modeling to guide the selection of wrong prediction samples. As-
suming we have the output ofM on each question 𝑞𝑖 , denoted as
𝑎𝑖 ∼ 𝑔M (·|P

(𝑡 )
𝑘
, 𝑞𝑖 ). Here 𝑔M represents the text generation mech-

anism ofM that returns the most likely textual output given the
input of the prompt and the question. We collect wrong prediction
samples, denoted byW = {(𝑞𝑖 , 𝑎𝑖 , 𝑎𝑖 ) : 𝑎𝑖 ≠ 𝑎𝑖 }, and perform clus-
tering onW based on the textual embedding of each 𝑎𝑖 . Both the
choices of the text embedding model and the clustering algorithm
are flexible. For instance, we apply a pretrained sentence BERT [27]
to create the embedding and the K-nearest neighbors for clustering.
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Samples in the largest cluster are retrieved as the final input to
the analyzer A for error analysis, each including 𝑞𝑖 , 𝑎𝑖 , and 𝑎𝑖 . By
doing so, the picked samples are semantically close, allowing for
the analyzer to focus on the major type of error during its analysis.

The output of the analyzer A is an analysis of the error that
M has made by comparing the model prediction 𝑎𝑖 with the true
answer 𝑎𝑖 . The error analysis contains a guidance on how the
existing prompt can be improved to address its deficiencies and
output the correct predictions. Note that we make the improvement
guidance not question-specific but as general as possible to be able
to applied to similar questions that have not been encountered.

3.3 Prompt generation via guided GA
Given the current population P (𝑡 ) , the guided GA generates a new
prompt via the following steps:
• Parent selection. We use roulette wheel selection method
[20] to select two parent prompts P (𝑡 )

𝑖
and P (𝑡 )

𝑗
based on

their fitness scores. The fitness score 𝑓𝑘 for each prompt P (𝑡 )
𝑘

is measured by the scoring function on the training data, e.g.,
𝑓𝑘 = 𝑠 (P (𝑡 )

𝑘
,Dtr,M). The probability of selecting the 𝑘-th

prompt as a parent is 𝑒𝑘 = 𝑓𝑘/
∑𝐾
𝑘 ′=1 𝑓𝑘 ′ .

• Child generation. The LLM generator G takes the selected
parent prompts together with their feedback as the input, e.g.,
{P (𝑡 )

𝑖
,P (𝑡 )

𝑗
, 𝑝
(𝑡 )
𝑖
, 𝑝
(𝑡 )
𝑗
}, and generates a child prompt P (𝑡+1)

𝑘
.

The generator performs this prompt evolution by i) a crossover
to combine the parent prompts into an child prompt that in-
herits their traits; ii) a mutation to introduce modification to
the child prompt. We use corresponding instructions to guide
the mutation to incorporate feedback into the child prompt.

We repeat the above steps by𝐾 times to produce𝐾 child prompts.
These child prompts will be evaluated on Dtr to get their fitness
score. We then merge them with the current population and retain
the top 𝐾 prompts with the highest fitness scores to form the up-
dated population P (𝑡+1) . This process ensures the improvement of
the population’s overall quality, concluding with the best prompt
in the updated population being designated as the optimal prompt.

4 Experiments
Wepresent the numerical results of prompt optimization that demon-
strate the superior performance of GreenTEA across different tasks.

4.1 Experiment setup
We conduct experiments on the following datasets, including:
• GSM8K [5]: A dataset of 8.5K grade-school math word prob-
lems designed to evaluate quantitative reasoning and step-
by-step problem solving. Each instance includes a problem
description and a detailed, free-form answer explanation.
• ETHOS [23]: An English hate speech detection dataset con-
taining 997 online comments labeled for attributes such as hate
speech, discrimination, and offensive language. It evaluates a
model’s capability in ethical and socially sensitive reasoning.
• PIQA [2]: A physical commonsense reasoning benchmark
with 16,000 multiple-choice questions. Each question describes
a real-world scenario, and the model must select the more
plausible of two possible solutions.

Table 1: Testing accuracy of GreenTEA and baselines

Method GSM8K ETHOS PIQA BBH

CoT prompt 82.43(1.19) 78.33(1.25) 83.97(0.72) 77.48(2.05)
OPRO [33] 88.10(0.93) 83.33(2.05) 86.05(0.61) 79.58(1.26)
ProTeGi [25] 84.63(1.02) 85.67(1.49) 85.72(0.84) 78.86(1.77)
EVOPROMPT [14] 86.27(0.58) 82.00(1.41) 86.43(0.36) 80.12(1.43)
GreenTEA 91.37(0.45) 84.67(1.89) 89.86(0.28) 82.23(1.13)

*Numbers in parentheses are standard errors for three independent runs.

• BBH (Big-Bench Hard) [30]: A challenging subset of the
BIG-Bench benchmark consisting of 23 diverse tasks requiring
multi-step logical reasoning, such as date manipulation, causal
judgment, and word sorting. Each task includes hundreds of
examples with high variance in difficulty.

The choice of the agents in GreenTEA is flexible and can be either
open- or closed-source. While the predictorM is picked to satisfy
the deployment constraints of a given application (latency, cost,
privacy), we recommend using a more capable LLM for both the
analyzer A and the generator G [17, 33], as larger models possess
richer world knowledge and stronger reasoning abilities to yield
gains when optimizing the prompts. In the following experiments,
we use closed-source models from the Anthropic Claude family,
choosing the predictor to be Claude 3 Sonnet, and the analyzer
and the generator to be Claude 3.5 Sonnet. See more details of
experimental setup and prompt templates in Appendix A.

4.2 Comparison with baselines
We compare our GreenTEA against three state-of-the-arts in au-
tomatic prompt optimization that have methodological relations
to GreenTEA: (i) OPRO [33] leverages LLMs as optimizer to find in-
structions that maximize the model performance; (ii) ProTeGi [25]
exploits feedback on the existing prompt and use textual gradient
descent to optimize the prompt; (iii) EVOPROMPT [14] adopts an evo-
lutionary framework for prompt optimization without using the
prompt feedback. We also evaluate the performance of chain-of-
thoughts (CoT) prompts [19] and compare it with GreenTEA.

Table 1 reports the accuracy of the predictorM equipped with
different prompts on the testing set on different tasks. The prompts
optimized by GreenTEA achieve a consistently better or compa-
rable performance against those from other prompt optimization
baselines. The GreenTEA also significantly improve the prompt
performance from the manually designed CoT prompts across the
evaluated scenarios.

4.3 Ablation study
We perform an ablation study to demonstrate the effectiveness of
the topic-modeling and gradient-guided GA in prompt optimization.
Specifically, we compared two variants of GreenTEA that have these
key components removed:
• GreenTEA-TM-GGA: this variant uses a classic GA instead of
the gradient-guided GA to generate child prompts. The LLM
generator G performs random mutation by simply rephrasing
the intermediate prompt from crossover of two parent prompts,
without deliberately addressing specific errors. Note that we do
not need to perform feedback collection, thus topic modeling
is also excluded in this variant.
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AccPromptFeedback from last iterationIteration

82.30Decide if the comment is hateful./0

84.00

Evaluate if the comment expresses hatred, hostility, or promotes violence specifically targeting 
protected characteristics (race, ethnicity, religion, gender, etc.). Note that general negative language or 
harsh policy views without targeting protected groups should not be classified as hate speech.

Determine if the comment expresses hatred, hostility, or 
promotes violence specifically targeting people based on 
their race, ethnicity, religion, gender, or other protected 
characteristics. The mere presence of negative language 
or harsh policy views, without targeting protected groups, 
should not be classified as hate speech.

2

89.00

Follow this process to evaluate hate speech in comments:
Does the comment target protected characteristics through either: 1. Explicit targeting: a) Direct 
mentions of race, ethnicity, religion, gender, etc; b) Clear derogatory language or slurs against 
protected groups. 2. Implicit targeting: a) Cultural/ethnic stereotypes; b) Coded language commonly 
used against protected groups c) Context suggesting targeting of specific communities. 3. If the 
comment: a) Discusses protected groups without promoting hatred; b) Criticizes systemic 
discrimination; c) Uses general negative language without targeting protected groups → Label as 
NOT hate speech (0)

Add explicit criteria for what constitutes targeting of 
protected characteristics. The comment must explicitly 
connect negative statements to protected characteristics. 
Mere use of offensive language without clear targeting of 
protected groups is insufficient. 6

94.00

Follow this process to evaluate hate speech in comments:
1. GROUP TARGET CHECK: a) Identify explicit or implicit targeting of protected characteristics 
(race, ethnicity, religion, gender, etc.); b) Check for derogatory language, slurs, stereotypes, or coded 
language against protected groups. 2. SEVERITY & CREDIBILITY ASSESSMENT: a) Evaluate if 
the content presents a credible expression of hatred/bias; b) Filter out: a) Nonsensical or 
grammatically impossible statements; b) Obviously absurd or illogical claims; c) Random mentions 
without coherent negative messaging. 3. CONTEXT & INTENT ANALYSIS: Label as hate speech 
(1) if ALL conditions are met: a) Targets protected groups; b) Contains credible expression of 
hatred/bias; c) Promotes discrimination, violence, or hostile stereotyping. Label as NOT hate speech 
(0) if: a) Lacks credible targeting of protected groups; b) Contains nonsensical or absurd statements; 
c) Discusses protected groups without promoting hatred

Add a new evaluation criterion for "SEVERITY & 
CREDIBILITY":
- Assess if the comment presents a credible expression of 
hatred or bias
- Distinguish between genuine hate speech and:
* Nonsensical or grammatically impossible statements
* Obviously absurd or illogical claims
* Random mentions of protected groups without 

coherent negative messaging
- Require both targeting AND a credible expression of 
hatred/bias for hate speech classification

11

Figure 2: Prompt evolution on ETHOS dataset. Key messages in the feedback and the corresponding adjustments in the prompts
at each iteration are highlighted in the same color.
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Figure 3: Training accuracy evolution by GreenTEA and two
ablated variants on GSM8K and ETHOS datasets.

• GreenTEA-TM: this variant uses the gradient-guided GA but
replaces the topic modeling with random sampling, collecting
incorrect samples by randomly selecting a subset of wrong
predictions from the available pool.

To better investigate the performance difference between vari-
ants, we visualize the evolution of the average model accuracy over
the whole population on the training set of GSM8K and ETHOS
datasets after each iteration in Figure 3. We observe that the com-
plete GreenTEA consistently achieves higher accuracy and faster
convergence compared to both ablated variants, as it rapidly im-
proves within the first few iterations and continues to exhibit steady
gains. The performance drop in GreenTEA-TM highlights the ben-
efits of topic modeling in improving the optimize efficiency as it
facilitates more targeted feedback learning. The earlier plateau and
lower final accuracies of GreenTEA-TM-GGA further underscore the
significance of gradient-guided evolution in prompt optimization.

4.4 Model interpretation
To illustrate how GreenTEA systematically enhances prompt qual-
ity, Figure 2 presents the feedback and corresponding optimized
prompts collected across three iterations for the ETHOS dataset. At

each iteration, the LLM analyzerA identifies key deficiencies in the
prompt—such as lack of clarity on group targeting, missing criteria
for hate speech, or ambiguity in assessing intent and severity. These
critical insights from the LLM analyzerA (highlighted in color) are
explicitly integrated into the prompt by the LLMgeneratorG. Begin-
ning with a basic prompt like “Decide if the comment is hateful”, the
GreenTEA with the backbone of Claude model family progressively
refines instructions into detailed, multi-step guidelines. This struc-
tured refinement effectively guides the LLM predictorM toward
more accurate classifications. These improvements of the prompts
directly correlate with substantial accuracy gains at iterations 2,
6, and 11 in Figure 3(b), demonstrating GreenTEA’s capability in
optimizing more interpretable and high-performing prompts.

5 Discussion
We propose GreenTEA, an agentic workflow for prompt optimiza-
tion that emphasizes both effectiveness and efficiency. It iteratively
refines prompts by incorporating feedback from previous perfor-
mance and imitating the natural evolutionary process to generate
stronger solutions. Numerical experiments show the superior per-
formance of GreenTEA against current state-of-the-arts. An abla-
tion study further demonstrates the benefits of topic modeling and
guided genetic algorithms in enhancing the efficiency and robust-
ness of the optimization process in complex prompt solution space.
Extensions of GreenTEA include adopting other clustering methods,
e.g., spectral clustering that has demonstrated strong empirical per-
formance [22] to identify informative error patterns; incorporating
advanced scoring metrics beyond aggregated accuracy to capture
key features that reflect prompt quality [33]; designing efficient
workflows [18] to manage the growing complexity of prompts over
iterations; and leveraging its non-parametric optimization capabili-
ties for broader solution optimization tasks, e.g., high-dimensional
event modeling [4, 7–11, 37], that go beyond prompt refinement.
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Prompt template for LLM predictor 𝓜
Human: Here is the problem you are asked to solve, provided in the XML tag <question></question>
<question>
{input_text}
</question>

Please follow the instruction in the XML tag <Instruction></Instruction>.
<Instruction>
{adjustable_prompt}
</Instruction>

Present your response in the following format:

---------------
<Annotation>
Anything you need to write before your final answer
</Annotation>

<Answer>
Your final answer
</Answer>
---------------

Assistant:

Figure 4: Prompt template for predictorM

Prompt template for LLM analyzer 𝓐
Human: You are assisting in improving the instruction used by an LLM to solve given problems. The model uses 
the instruction to reason through the problem and provide its answer. However, the current instruction has led to 
some incorrect answers.

Your task is to analyze the failure cases and identify how the current instruction contribute to these mistakes. 
Then, propose a revision that makes the instruction more effective and generalizable.

The current instruction is:
{cur_prompt}

The instruction led to incorrect answers on the following examples:
{example_string}

Analyze why the model failed and what about the instruction might have contributed to those errors. Wrap your 
analysis in <erroranalysis></erroranalysis>.

Then, provide a revised version or improvement suggestion. Your suggestion should be:
- Concise and actionable
- Focused on general improvement (not tied to any specific example)
- Effective across a wide range of similar cases

Wrap your suggestion in <suggestion></suggestion>.

Use the following format in your response:
----------
The current instruction has the following limitations:
<erroranalysis>
</erroranalysis>

To improve it, I suggest the following revision:
<suggestion>
</suggestion>
----------

Assistant:

Figure 5: Prompt template for analyzer A

A Details of experimental setup
Dataset. The testing set contain 1,000 samples for GSM8K and
PIQA data, contain 100 samples for ETHOS data, and contain 25
samples for each BBH task.

Experiment configuration.We set the temperature of the LLM
predictorM to be 0.0 when evaluating the performance of gener-
ated prompts, and set the default temperature to be 1.0 for LLM
analyzer A and generator G to generate diverse outputs. For the
generic algorithm, we set the number of iteration to be 20 and the
population size to be 4, i.e., generate 4 new prompts in each itera-
tion and keep the best 4 prompts as the updated population after
each iteration. We evaluate the testing accuracy of the prompts in
the last population and report their average as the final prompt
accuracy by GreenTEA. The results of the testing accuracy in Table 1
are averaged over three independent runs.

Prompt template for LLM generator 𝓖
Human: You are assisting in improving the instruction used by an LLM to solve given problems. The instruction 
guides the LLM’s behavior during prediction.

I have two instructions with each of them have some deficiencies. Your task is to help generate a new instruction 
(i.e., child instruction) based on these two instructions (i.e., parent instructions) and improve it by solve the 
deficiencies of the parent instructions.

The first parent instruction is:
{prompt1}

It gets the following examples wrong:
{wrong_examples1}

The problems with this parent instruction and the potential improvements are:
{gradient1}

The second parent instruction is:
{prompt2}

It gets the following examples wrong:
{wrong_examples2}

The problems with this parent instruction and the potential improvements are:
{gradient2}

Please begin by creating a child instruction. The child instruction is obtained by crossover the two parent 
instructions. Make necessary but modest adjustments to ensure a grammatically correct text. Wrap the child 
instruction within tags <ChildPrompt></ChildPrompt>.

Then, follow the potential improvements on parent instructions and optimize your child instruction so that:
1. The optimized instruction should solve the parents' problems by following the improvements.
2. The optimized instruction should serves as a valid instruction for the given task.
3. The optimized instruction is concise, effective, and generally applicable to all cases.

Return the optimized instruction, wrapped with <OptimizedPrompt> and </OptimizedPrompt>

Use the following format to produce your response:

-------------

<ChildPrompt>
Your child prompt after crossover
</ChildPrompt>.

<OptimizedPrompt>
Your optimized child prompt
</OptimizedPrompt>

-------------

Assistant:

Figure 6: Prompt template for generator G

Meta-prompt template. See the meta-prompt templates for dif-
ferent agents in GreenTEA in Figure 4, 5, and 6.
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B Algorithm
we present the full algorithmic workflow of GreenTEA in Algo-
rithm 1. The method maintains a population of prompts that are
iteratively refined through a feedback-guided evolutionary process.
In each iteration, error patterns are extracted from model predic-
tions via topic modeling, analyzed by an LLM agent, and used to
guide new prompt generation through crossover and mutation.

Algorithm 1 GreenTEA for automatic prompt optimization
Input: Population size 𝐾 , max number of iteration 𝑇 , scoring
function 𝑠 (·), training dataDtr, LLM predictorM, LLM analyzer
A, LLM generator G
Initialization: Population P (0) = {P (0)0 , . . . ,P (0)

𝑘−1}, 𝑡 = 0
while 𝑡 ≤ 𝑇 do

for each prompt P (𝑡 )
𝑘

in P (𝑡 ) that has not been evaluated do

1. Get score 𝑓𝑘 = 𝑠 (P (𝑡 )
𝑘
,Dtr,M) and collect {𝑎𝑛}𝑁𝑛=1;

2. Get wrong samplesW (𝑡 )
𝑘

using topic modeling;

3. InputW (𝑡 )
𝑘

to A and obtain feedback 𝑝 (𝑡 )
𝑘

of P (𝑡 )
𝑘

;
end for
P (𝑡 ) = prompts in P (𝑡 ) with the top-𝐾 scores;
P (𝑡+1) = P (𝑡 ) ;
for 𝑘 ∈ {0, . . . , 𝐾 − 1} do

1. Select parent promptsP (𝑡 )
𝑖
,P (𝑡 )

𝑗
fromP (𝑡 ) using roulette

wheel selection;
2. Generate a new prompt P (𝑡+1)

𝑘
by inputting

P (𝑡 )
𝑖
,P (𝑡 )

𝑗
, 𝑝
(𝑡 )
𝑖
, 𝑝
(𝑡 )
𝑗

to the generator G;
3. P (𝑡+1) = {P (𝑡+1) ,P (𝑡+1)

𝑘
}

end for
𝑡 ← 𝑡 + 1;

end while
return P (𝑇 ) = prompts in P (𝑇 ) with the top-𝐾 scores;
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