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Abstract

Most counterfactual inference frameworks traditionally assume acyclic structural
causal models (SCMs), i.e. directed acyclic graphs (DAGs). However, many
real-world systems (e.g. biological systems) contain feedback loops or cyclic
dependencies that violate acyclicity. In this work, we study counterfactual inference
in cyclic SCMs under shift—scale interventions, i.e., soft, policy-style changes that
rescale and/or shift a variable’s mechanism.

1 Introduction

Most research on counterfactual reasoning (Pawlowski et al., 2020; Sanchez and Tsaftaris, 2022;
Saha and Garain, 2022; Komanduri et al., 2024; Melistas et al., 2024; Wu et al., 2025; Kiigelgen
et al., 2023; Kladny et al., 2024) assumes that the underlying causal structure among variables can be
represented by a Directed Acyclic Graph (DAG). However, this acyclicity assumption is often violated
in real-world systems. For instance, gene regulatory networks frequently exhibit feedback loops,
leading to cyclic dependencies that DAGs cannot capture. Such cycles are integral to the dynamic
behavior of biological systems and are crucial for understanding processes like cell differentiation
and immune responses. Given the prevalence of cycles in such systems and the availability of detailed
perturbation data, there is a compelling case for extending counterfactual inference frameworks to
accommodate cyclic structures.

However, progress in this area has stalled due to the need for new theoretical breakthroughs, as
many properties that hold in acyclic models no longer apply when feedback loops are present. A
fundamental issue is that a set of structural equations with cycles may not have a unique solution for
the endogenous variables. Solvability refers to the existence of at least one solution (equilibrium),
and unique solvability means there is exactly one solution (almost surely). If an SCM is not uniquely
solvable —i.e., not a simple SCM—it might generate multiple different outcome distributions or
undefined behavior under interventions. Although the class of simple SCMs includes acyclic SCMs
as a special case, the theory remains much less developed for the cyclic setting.

In causality, a hard (structural) intervention (Pearl’s do-operator) (Pearl et al., 2016) sets a variable to
a fixed value, severing its dependence on its usual causes. In contrast, shift and scale interventions
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are types of soft (parametric) interventions that modify the value of a variable by some function
(such as adding or multiplying by a constant) without removing its original input links. In particular,
a hard intervention is just a degenerate case of a soft intervention (Massidda et al., 2023). This
generality means one can ask nuanced “what-if” questions: What if everyone received 20% more of
the drug? What if we lowered each student’s class size by 57 Such policies cannot be represented as a
simple do(X = x) since they depend on individuals’ original X . Soft interventions are strictly more
expressive in defining counterfactual worlds. More specifically, a shift can implement dynamic-like
policies (“increase dose for those who had high risk™) that static do-interventions cannot capture.
Shift interventions have been used to learn causal cyclic graphs (Rothenhiusler et al., 2015), to match
a desired causal state (Zhang et al., 2021). Lorch et al. (2024) use shift-scale intervention in causal
modeling with stationary diffusions. However, the theoretical foundations supporting their use remain
underdeveloped.

Contributions. In this work, we develop a theoretical framework for counterfactual inference in
cyclic causal models under shift—scale interventions. Our main contributions are as follows:

* We show that SCMs satisfying a global contraction condition are simple—i.e., uniquely
solvable with respect to every subset of variables—even in the presence of cycles.

* We prove that under shift—scale interventions with bounded scale coefficients (i.e., \aj\ <
1), the intervened twin SCM remains uniquely solvable, ensuring the well-posedness of
counterfactual queries.

» We establish that this class of shift-scale interventions is closed under composition, making
it algebraically stable for sequential interventional analysis.

* Under an additional Lipschitz regularity condition in the exogenous noise, we derive sub-
Gaussian tail bounds for counterfactual functionals, showing that the distribution of counter-
factual outcomes concentrates sharply around their mean.

2 Background and Problem Setup

This section provides a brief overview of SCMs and establishes the notational framework adopted
throughout the paper. Our exposition aligns with the formalism presented in Bongers et al. (2021).

Definition 1 (Structural Causal Model). A Structural Causal Model (SCM) is defined as a tuple
M = <I,J,X,g7f,P£>,

where I denotes a finite set indexing the endogenous variables, 7 denotes a disjoint finite set indexing
the exogenous variables, X = [[, .7 i is the joint domain of the endogenous variables, with each
X; being a standard measurable space, € = [ | jer &; is the joint domain of the exogenous variables,
with each &; also a standard measurable space, f : X xE — X is a measurable function representing
the causal mechanisms that determine the values of endogenous variables from both endogenous
and exogenous inputs, P = || jes P¢, is a product probability measure over &, describing the joint
distribution of the exogenous variables.

Definition 2 (Solution of an SCM). A solution of M is a pair of random variables (X, E) defined
on a common probability space (0, F,P) such that:

(i) E: Q— & has distribution Pg;
(ii) X : Q— X satisfies the structural equations
X = f(X,E) P-almost surely.

For convenience, we say that a random variable X is a solution of M if there exists an exogenous
random variable E such that the pair (X, E) constitutes a solution of M

Definition 3 (Parent). Fori € Z, an index k € U J is called a parent of i iff there does not exist a
measurable map f; : X\j, x &\ — X; such that for Pg-almost every e € € and all v € X,
z; = filz,e) <= m; = fi(x\k,e\k).

Exogenous variables have no parents. We write pa(i) for the set of parents of i and extend to sets by
pa(0):=;co pali).



Definition 4 (Unique Solvability). An SCM M is uniquely solvable with respect to a subset O C T
if there exists a measurable function
9o : Xpa(ono X Epa(o) = Xo

such that for all x € X and Pg-almost every e € &,

0 = go(Tpa(0)\0>» €pa(0)) = o = fo(x,e).

Definition 5 (Simple SCM). An SCM M is called simple if it is uniquely solvable with respect to
every subset O C T.

Acyclic SCMs are simple.

Definition 6 (Twin SCM). Let M be a structural causal model. The twin SCM associated with M
is defined as

MEWin . — (ZUT, J, X x X, €&, f» Pe),

where I' := {i’ : i € T} is a disjoint copy of the endogenous index set, and f PAXAXE > XXX
is the measurable function defined by

f(;z:,:r/,e) = (f(x,e), f(x',e)),

withx,v' € X ande € E.

How the twin map f is constructed For any noise realisation e € £ and stacked endogenous state
(z,2') = (x1,...,2)7), 21,... ,x&l) € X x X, the twin-SCM mechanism f : X x X x £ —
X x X is defined by f(z,2’, ) := (f(x,e), f(a’,e)). Written coordinate-wise:

N {fj(a,‘,e), jEeT,

fj(x,z/,e) = . . . . .
fi(a';e), j=1i forsomeie€ Z(ie., j €T,

i.e. the first copy (un-primed) follows the original mechanism X; - f;(x, ), while the primed copy
applies the same function f; to its own state z’. In compact notation

rs 1 _ fj(xae)a .7617
fﬂ(x’x’e)‘{fxxce), jer.

Definition 7 (Counterfactual distribution ). Let M = (Z, 7, X, &, f,Pg) be an SCM and let M
be its twin SCM. Consider a perfect intervention

do(Z, &), I CTIUT, & € Xy,

applied to M*™™, and denote the intervened model by (./\/lt‘”in) do(Z.65)" If this intervened twin SCM
ST
admits a (measurable) solution (X, X') € X x X, then the joint distribution P(x,x) is called the

counterfactual distribution of M under the perfect intervention do(i' , &) associated with the pair of
random variables (X, X').

In the appendix, we delineate a clear correspondence between the twin-network formulation of
structural causal models and Pearl’s canonical action—abduction—prediction schema for counterfactual
inference.

2.1 Shift-Scale intervention

For example, instead of forcing a treatment X to a set value, a shift intervention might increase
each individual’s natural treatment dose by a fixed amount 6, and a scale intervention might multiply
each dose by a factor (e.g. 10% increase) — all while allowing X to remain influenced by its usual
causes (confounders, prior variables, etc.). This preserves the causal edges into X but changes the
conditional distribution or structural equation of X.



Definition 8 (Shift-Scale intervention). Let M = (Z, T, X, &, f,P¢) be an SCM and fix a non-empty
subset T C 1. For each j € I choose scale a; € R and shift b; € R. The shift-scale intervention

ss(Z,az,07)  (ag = (a;) ez, bz = (b)) ;ez)

produces a new SCM

‘ a; fi(z,e) + b, i€1,
Mss = <I7L77Xa€afss7P5>> fiss(x’e) = .
fi(xae)a 7 ¢I

Perfect or do-intervention is recovered as the special case a; = 0, b; = §;.

Definition 9 (Shift-Scale counterfactual distribution). Let M™* be the twin SCM of M. Apply the
shift—scale intervention only to the first copy:

(Mtwin)ss — (Mtwin)

ss (f,ai,bi) '
If this intervened twin SCM admits a measurable solution (X, X') € X x X, we call the joint law
P x,xy the shift-scale counterfactual distribution of M under the intervention ss (I , 07, bi)'

Given a subset a set of coordinates 7 C ZUZT', and parameters az, bz € RIZl | we want to replace
the structural equation

X; = fi() — X; =a; f;(-) + by,

for each j € Z. All other coordinates stay unchanged. Encoding these modifications into a single
map

- a; fi(x, 2’ e) +bj, jeTI,
g(w,m’,e) = (gj(x,l'/?e))jezuz/a gj(w,m’,e) = {

fj(l‘,.ﬁl)l,e), j¢j-7
gives the intervened twin update rule. Specifically
ifjeZl = gj(z,ae)=aj;fj(x,e)+b,,
lf] = i/ € I/ = gi/(x,:r/, 6) = Qg fi(llfl, 6) + bi/-

Thus each copy (un-primed and primed) is modified only on the requested coordinates, allowing
independent interventions on the two worlds.

2.2 Semantics of Cyclic SCMs

One natural interpretation of cyclic structural equations is by assuming an underlying discrete-time
dynamical system, where the equations act as update rules: the value of each variable at time ¢+1 is
computed from the values at time ¢. The system is then analyzed in the limit as ¢ — oo, focusing on
the fixed points to which the dynamics converge. Mooij et al. (2013) demonstrate that an alternative,
yet natural, interpretation of SCMs emerges when considering systems of ordinary differential equa-
tions (ODEs). By examining the equilibrium (steady-state) solutions of such ODEs, one arrives at a
structural causal model that is time-independent, but still retains meaningful causal semantics with
respect to interventions. Specifically, the semantics of interventions and counterfactuals (see also
Appendix A.1) remain valid and well-defined in this steady-state context, as rigorously formalized by
Mooij et al. (2013) and further extended by Bongers et al. (2021). These are by no means the only
routes to structural causal models; indeed, SCMs may arise through a variety of alternative construc-
tions and representations, depending on the nature of the system under consideration. Although many
physical processes exhibit inertia, static cyclic structural causal models (SCMs) remain appropriate
when we focus on equilibrium behavior or sample at a temporal resolution coarser than the fastest
feedback loop. Examples include gene-regulatory networks in single-cell genomics (Rohbeck et al.,
2024); market-equilibrium models (Bongers et al., 2021); predator—prey ecological systems; Thyroid
or reproductive hormone axes exhibit feedback loops (Clarke et al., 2014), etc. Our mathematical
framework is agnostic about the interpretation of cycles: we formulate everything directly at the level
of structural equations with exogenous noise.



3 Theory

Theorem 1 (Global ¢P-contraction =—> simple SCM). Let M = (Z,J,X,E, f,P¢) be
an SCM whose endogenous index set T is finite. Assume each coordinate domain (X; C R)
is non-empty and closed. Fix p € [1, 00| and endow every product space with the (P-norm

lzllp == ez |2ilP)/P (for p = oo take the maximum norm). Suppose there exists
k € [0, 1) such that
1 @re) = F@elllp < kllo—ylp foralizye X, eek. W

Then M is uniquely solvable with respect to every subset O C I, and hence M is a simple
SCM.

Proof. For any subset O C T let Q := pa(O) \ O. Because every X; is closed in R (hence complete)
and O is finite, the product X = Hi co AX; is complete under the /P-metric; the same holds for the
full space X.

For each pair (zg, epa(0)) define

hzg,epa(o) : Xo — Xo, u f@ (uv 9, TT\(OUQ)s Epa(0O), eJ\pa(O))v

where the “dummy” coordinates 7\ (oug) and e r\pa(0) may be chosen arbitrarily because they do
not influence fo.

For u,v € Xp define @ := (u, 29,27\ (0uQ)), ¥ := (v,29,Z7\(0ug)) € X. Then ||i — v|[, =
|lu — v]|, because @, ¥ coincide outside O. Using (1),

P20 epa0) (1) = hag epuier (Vlp = [ fo(@, €) = fo (0, e)ll, <[1f(a,e) = f(0,e)]lp < Kllu— vl

Thus each map iz ¢, o, is @ k-contraction on the complete metric space (Xo, || -||,). By the Banach
fixed-point theorem, for every (rg, €pa(0)) there exists a unique element u*(zg, epa0)) € Xo
satisfying u* = hug e, 0, (U")-

Measurability. Fix any &« € Xp. Defining Picard iterates () = @ and u(t1) =
hag epaio) (u(”)), one obtains a sequence of measurable functions converging pointwise to u*. Limits
of measurable functions are measurable, hence the map

go(r9, epa(0)) = U (79, €pa(0))

is measurable.

Equivalence. (=) By definition, go(zg, epa(0)) is the unique fixed point * of the map
hxg,epa(o) (U) = f@ (u7 L9, TT\(OUQ); Epa(0), ej\pa((’)))-

Hence, if 10 = go(7 g, €pa(0)) then 10 = hug e, 0 (T0) = fo(w,€).
(<) Suppose zp = fo(x,e). Then zp satisfies xo = fo(x,e) = hw,epa(o)(x@), so it is a fixed

point of Ay . 0, - By Banach’s theorem, the fixed point is unique, so

ro = u" = go(Qg, €pa(0))-
Therefore,
10 = go(Tg;epa(0)) = o = fol(z,e),

establishing the defining equivalence in the notion of unique solvability holds for all  and for
P¢-almost every e.

Because O C T was arbitrary, the same reasoning applies to every subset, establishing that M is
uniquely solvable with respect to all subsets and hence is a simple SCM. O



The global contraction condition implies unique solvability for every subset; hence the models are
simple SCMs in the sense of Bongers et al. (2021). This places us directly inside the setting where
their closure results for do-interventions, marginalization and twin networks apply.

Theorem 2 (Unique Solvability of Twin SCM under Shift-Scale Interventions). Let M =
(Z,T,X,E, f,Pe) be an SCM such that the causal mechanism [ : X x & — X satisfies
a global (P-contraction for some constant 0 < k < 1. Let M™™ be the associated twin
SCM, and fix a subset T C T UZ', along with shift—scale coefficients a; € RIZI, bs € RIZI,
satisfying:
Gmax = SUp ‘aj‘ < 1L
jeT

Then the shift—scale intervened twin SCM (./\/ltwm)ss(i aribs)

»aF,0F
respect to every subset of endogenous variables, and is thus a simple SCM. In particular, the
associated counterfactual distribution P x xy is well-defined.

is uniquely solvable with

Proof. Let (z,2') € X x X be the endogenous variables of the twin SCM and the twin map
flx, 2 e) .= (f(xz,e), f(a',e)). is a global k-contraction on X’ x X

x = 1

1F (.2’ €)= v Oy = (I (@) = Flw. )l + £’ e) = £ ) [2)” < (@, 2") = (9 lp-
Now define the shift-scale intervened map g(z, z’, e) by:

ajfj(x,x’,e)+bj, jE?,

fi(z, 2’ e), j¢T.

We now show that g(-, -, e) is a global contraction in the #?-norm with the same constant . Let
u:= (z,z'),v:= (y,y'). Thenforany j € ZUZ',

(o'0) = {

‘gj(u’e) _ gj(v,e)| — {|a]| |f](u 6) fj(U,@)| < aIIlaX|fj(u7e) - fj(vve”v .] € i,

|f.7(u 6) f](U,€)|, ]%i

Therefore,
1/p
g(u,e) = g(v,e)llp < Z(amaX|fj(“7e) fJ v,€) +Z|fj (u, €) fj v,e)l”
jeL i¢L
Since apax < 1, we have:
19(u,€) = g(v,e)llp < [1f(u,€) = flv,e)llp < llu—vllp.

Thus g(-, e) is also a global x-contraction on (X x X, || - ||,), a complete metric space since X’ is

closed and finite-dimensional.

By Banach’s fixed-point theorem (as used in Theorem 1), the shift—scale intervened twin SCM has a
unique solution (X, X’) for each e, and the solution map is measurable.

Since the SCM is uniquely solvable with respect to all subsets of Z U Z’, the intervened twin SCM
is simple. Pushing forward Pg through this solution map defines the shift—scale counterfactual
distribution P(x x/. [

Proposition 8.2 in Bongers et al. (2021) shows that the class of simple SCMs is closed under (i)
marginalization, (ii) perfect interventions (do), and (iii) the twin construction. It does not give a
sufficient condition for simplicity; it presupposes simplicity. Theorem 2 gives sufficient analytic
conditions for unique solvability of the twin under a class of soft, parametric shift-scale interventions,
thereby ensuring well-posed counterfactuals beyond hard do.



Proposition 1 (Closure under (composed) Shift-Scale Interventions). Let M =
(Z,T,X,E, f,Pg) be an SCM such that for some p€ [1, 0]

[f(z,e) = fy,e)llp < kllz—ylp, Ve,yed, Veck,

with a constant £ € [0,1). Consider a finite sequence of shift—scale interventions applied
successively to M:

Ss(f(l),a(l),b(l)) °o...0 ss(f(m),a(’”),b(m))7 m > 1,

where for every r = 1,...,m and every j € T(") one has |ay)\ <L
Then the resulting (composed) intervened model is equivalent to a single shifi—scale in-
tervention ss (I7 a®omP, bcomp) with |a§°mp| < 1forall j € I, and its structural function
g(z,e) = a®™P @ f(x,e) + b°™P satisfies

lg(z.e) —g(y, e)llp < Kllz—yllp, Voyed,ecl.

Consequently the intervened SCM remains k-contractive and hence is a simple SCM.

Proof. (1) Composition reduces to a single affine map. For any coordinate j € Z the successive

updates act as z; +— a§m)(a§-m_1)(. . a§1)fj (x,e) + bg»l) )+ b;m_l)) + b;m), which can be

written a3”" f;(x, ) + 057" with a3 == T, ;c7m ay) and a corresponding affine drift b°""".
Since each factor satisfies \agr)| < 1, we have [a”™P| < 1. Hence the final system coincides with
g(x,e) = a®™"Po f(z,e) + bomP.

(2) Contraction constant is preserved. Let D :

multiplicative factors. For any v € R, |[D ],
|a”™P| < 1. Hence for all , y and any e

diag(a®™P) denote the diagonal matrix of
|lu||, because every diagonal entry satisfies

IA

lg(z,€) = g(y. e)llp = 1D (f(z,e) = f(y,e)llp < [ f(2,€) = fly,e)llp < kllz = yll,-
Thus g inherits the same global contraction constant «.

(3) Simplicity after intervention. Because the intervened mechanism is still x-contractive with
k < 1, Theorem 1 applies verbatim: the intervened model is uniquely solvable with respect to every
subset of endogenous variables, i.e. it is simple. O

Remark 1 (Scale factors exceeding one). The proof of Proposition I used the bound |a;| < 1 to
conclude that the diagonal scaling D = diag(a;) obeys ||Dul|, < ||u||, and therefore does not
enlarge the global Lipschitz constant. If some multipliers satisfy |a;| > 1, simplicity can still hold,
but one must verify an additional criterion:

Let k < 1 be the original contraction constant of f and define

Kmax = (max|a;|) k.
jeT

Because || D||, = max; |a;|, the intervened mechanism is globally kuyax-Lipschitz: |Df(x,e) —
Df(y,e)llp < Fmaxl|® — Yllp- If Kmax < 1 the model remains a contraction and is therefore simple;
if Kmax > 1 the contraction proof no longer ensures uniqueness and additional analysis is required.



Proposition 2 (Sub-Gaussian Tails under Gaussian Noise for Shift—Scale Counterfactuals).
Let the SCM M = (Z,7,X,E, f,Pe) satisfy the global {*-contraction condition of Theo-

rem I with constant k < 1. Apply any shift—scale intervention ss(f ,az,bz) to the twin SCM,
with max; 7 |a;| <1, and let (X, X") be the unique endogenous solution (Definition 2) of
the intervened twin model. Assume

(a) 1-Lipschitz in noise (in (?): Forallx € X, eq, ez € &,
| f(z,e1) — f(z,e2)2 < |ler — ezl

(b) Gaussian noise: E ~ N (u, X)) with ¥ < 021 for some o2 > 0.
Then for every 1-Lipschitz functional h : X x X =R (w.rt. £?),

IP’(h(X, X') — Eh(X,X') > t) < exp( ti) t>0.

T 2(1—r) 202

Hence (X, X') is sub-Gaussian with proxy (1 — k) 20>

. J

Proof. Let ® : £ — X x X denote the unique measurable solution map of the shift-scale—intervened
twin SCM. That is,
(X7X/) = o(E),

where E ~ P¢ is the exogenous random variable. By the global x-contraction in = and the 1-Lipschitz
property in e (both in £2), ® is L-Lipschitz with constant L := 1 in (%

1

— K

||(I)(61) — (13(62)”2 < 1 ||€1 — 62”2 for all e1,€2 € E.

Take any h : X x X — R that is 1-Lipschitz in £2. Write E = 1 + X/2Z with Z ~ N(0, I).
Then g(z) := h(®(u+'/2z2)) is L||S'/2||o-Lipschitz in 2. Since ¥ < 021, we have || S1/2||; < 0.
By Gaussian concentration for Lipschitz functions (e.g., (Vershynin, 2018, Thm. 5.2.3)),
) ) 2 2
IF’(h(X, X') - E[h(X,X")] > t) < exp (—W> = exp (_2(11-”»)202> .

This proves the stated concentration inequality. O

Remark 2 (¢P version of Proposition 2). Let all Lipschitz and contraction conditions in Proposition 2
be measured in (P (1 < p < 00), and keep the Gaussian noise assumption E ~ N (u, X). Then for
every 1-Lipschitz h : (X x X, || - |lp) = Randall t > 0,

2
P(MX’ X') ~En(X, X') 2 t) = eXp( - 2(1—&)—;\@1/2“3%)’

where || Al|2—p 1= sup, 4 ”HA;C””. In particular, if ¥ < 021 and d := dim(E), then

II2

1, D> 2,

£ 2y < 0l with I||2ﬁp={d;_;7 A

so the proxy equals (1 — k)~ 202 forp > 2, and (1 — k) 202 d2(%_%)f0r 1 < p < 2. Proof sketch.
Write E = 1+ X127, Z ~ N(0,1); then z +— h(®(u+X22)) is (1 — k) 7|/ 21/2 |9 p-Lipschitz
in 02, and Gaussian Lipschitz concentration applies.

4 Example

Consider a linear cyclic SCM with mutual dependence between consumption (C') and income (I):

C=0501+1+Eq,

T~ 041,).
I=0.40C + 0.50 + Ej, (Ec, Br)" ~N(0,0.041) 2)



Written in matrix form X =(C,I)T, X = AX + b+ E with

(0 050 (1 _ .
A—(0.40 o>’ b—(0.5>’ E=(Ec,Br) -

Because the spectral norm is || A]|2 < [|4||r = v/0.25 + 0.16 = 0.6403 < 1, the model is globally
contractive and therefore simple in the sense of Definition 5.

For any 2x2 matrix A = [ @] withab < 1, (I — A)~' = 2 [1¢]. With (a,b) = (0.50,0.40)
we have (I — A)~! = [§:25 992 ] and therefore

E[X] = (I - A)~'b = (1.5625, 1.125)T, 3)

0.0781  0.0563
) : @)

Cov(X) = (I —A)~H0.041,)(I — A)~ " = (0.0563 0.0725

Thus Xobs ~ Ny, 2) with g and X given in (3)—(4). The correlation between C and I is p = 0.75.

Shift-Scale intervention on /. Suppose a fiscal policy reform dampens the effect of both consump-
tion and random shocks on income by a factor o = 0.8, and provides a fixed income supplement of
£ = 1.0 units:

ss(I,a,8) : T «+ a(O.4OC’+O.50—|— EI) +8, a=0.8, 3=1.0.

The intervened structural parameters are

0 0.50 1
Al = (0.32 0 ) , v = (1.4> , so || A2 < |A'||lF = v0.25 + 0.1024 = 0.5936 < 1.

Scaling also affects the exogenous term: E’ = (Ec, aE;)", g = diag(0.04,a2-0.04) =
diag(0.04,0.0256). Contractivity is preserved, hence a unique interventional equilibrium exists:

E[Xin] = (I — A)) 71 = (2.024, 2.048) T, 6))
_ _ 0.0658 0.0363
Cov(X) = (I = A) 7' Sp (1 = AT = (0.0363 0.0421)7 pm 069 (0)

Consumption rises by ~29 % and income by ~ 82 %, while the C—I correlation falls from 0.75 to
0.69.

From intervention to counterfactual via the twin SCM. Equations (5)-(6) describe the interven-
tional distribution P(Xjy,), i.e. what we would observe if the shift-scale policy were enacted for the
whole population. To answer individual-level counterfactual queries (“what would this household’s
consumption be had the policy applied?””) we follow the twin network construction. Let (¢, ¢) denote
the actually observed consumption and income for one household. The twin-SCM duplicates every
endogenous variable and shares the same exogenous noise:

C=0501+1+Ec, C'=0501"+1+ Ec,

(Twin SCM)
I=040C+050+ Er, I' =0.8(0.40C" +0.50 + Ey) + 1.

where the primed copy encodes the shift-scale intervention ss(/, «=0.8, 3=1.0) and the unprimed
copy remains factual. From the factual equations, we can solve

Ec=c—050i—1, E;=i—0.40c— 0.50. )

Eliminating C’ from the primed equations of the twin SCM yields 0.84 I’ = 1.72+0.8 E;+0.32 E¢.
Substituting 7 gives the counterfactual income I'(c,i) = 22 + 184 = 1.190476 + 0.761905.
Back-substitution furnishes the counterfactual consumption C'(c,i) = ¢ + 2 — 5 = c+
0.595238 — 0.119048 7. Above equations give the counterfactual response mapping (c,i) — (C', I').
Because the mapping is affine and the factual distribution is Gaussian, the marginal counterfactual
(C', I') is again Gaussian with E[(C’, I")T] = (2.024,2.048) T and covariance exactly matching
(6). Here, the twin-SCM reconciles individual counterfactual semantics (C’(c, i), I'(c, 4)) with the
population-level interventional distribution already reported,while remaining in closed form due to
the linearity and contractiveness of the model.



5 Limitations

The x—contraction condition must hold uniformly over the entire state space; many realistic feedback
systems may violate this in certain regimes, even though they still admit unique equilibria. Our con-
centration result further relies on Gaussianity of the exogenous variables. For heavy-tailed or merely
bounded-moment noise, one typically obtains polynomial rather than exponential concentration,
which we do not analyze here. We also invoke Banach’s theorem on closed (and hence complete)
coordinate domains; models whose natural domains are open or lie on manifolds require additional
care. From a practical standpoint, certifying global Lipschitz constants of black-box simulators
is challenging; data-driven or local contraction diagnostics may be more feasible in applications.
Finally, our closure results explicitly cover only shift—scale maps with bounded gains (|a;| < 1);
interventions with larger multiplicative factors, stochastic policies, or more general functional forms
are not yet addressed.

At present, our analysis is restricted to shift—scale interventions. This class, however, already strictly
generalizes hard (do-) interventions and provides a principled foundation for broader extensions. The
key theoretical principle underpinning our guarantees is the preservation of global contractivity—that
is, the global Lipschitz constant of the intervened system remains below one. This property ensures
unique solvability of the intervened SCM, even in the presence of cycles, and is abstract enough to
accommodate richer intervention types, provided they do not destroy contractivity. Consequently, our
results extend directly to any intervention family (including nonlinear, stochastic, or more complex
parametric changes) that preserves the contraction property. An explicit analysis of broader classes
of interventions, and sufficient conditions under which they preserve contractivity, is a promising
direction for future work

6 Conclusion and Future Work

We have established a principled foundation for counterfactual inference in cyclic structural causal
models under shift—scale interventions. Leveraging a global contraction assumption, we proved that
such models are simple, ensuring unique solvability even in the presence of feedback. We further
showed that shift-scale interventions preserve solvability, are closed under composition, and admit
sub-Gaussian tail bounds for counterfactual functionals under natural regularity assumptions. These
results demonstrate that contraction-based SCMs offer a mathematically tractable yet expressive class
for reasoning about interventions and counterfactuals in cyclic settings. Future research may focus on
developing deep generative models for cyclic counterfactuals, leveraging the theoretical foundations
established here.
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2. Limitations
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Answer: [Yes]
Justification: Added limitations section. Please refer to section 5.
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* The answer NA means that the paper has no limitation while the answer No means that
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* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
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* The authors should discuss the computational efficiency of the proposed algorithms
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will be specifically instructed to not penalize honesty concerning limitations.
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Justification: Clearly stated.
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» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The research work is theoretical in nature.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: The research work is theoretical in nature.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The research work is theoretical in nature.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The research work is theoretical in nature.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The research work is theoretical in nature.
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» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

 The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: Our research fully complies with the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:
Justification: We may have such impacts but it is not very immediate.
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* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The research work is theoretical in nature.
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* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
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* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
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» The answer NA means that the paper does not use existing assets.
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* The paper should discuss whether and how consent was obtained from people whose
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* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
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well as details about compensation (if any)?

Answer: [NA]
Justification: The research work is theoretical in nature.
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
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Answer: [NA]
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* The answer NA means that the paper does not involve crowdsourcing nor research with
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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non-standard component of the core methods in this research? Note that if the LLM is used
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scientific rigorousness, or originality of the research, declaration is not required.
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Justification: LLMs were used only for polishing the work, not for core research.
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* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Supplementary Material

A.1 Equivalence of Twin SCM and Pearl’s Abduction-Action-Prediction (AAP) Procedure

s ~

Theorem 3. Let M = (Z, T, X, &, f,Pe) be a structural causal model that is simple (i.e.,
uniquely solvable with respect to every subset of endogenous variables). Assume:

(i) the exogenous vector E ~ Pg has a joint density and mutually independent compo-
nents;
(ii) the counterfactual query is defined by a perfect intervention do(X 4 := Z 4) for
some A C T.
Let X ~ M denote the factual world, and define the counterfactual outcome via:
o Twin SCM definition: Solve the intervened twin SCM where the do-intervention is
applied to the primed copy, yielding random variables (X, X’).
* Pearl’s AAP (Pearl, 2009) procedure: Sample E ~ P¢ conditioned on X = x°Ps,
and solve the intervened SCM with this fixed noise to obtain X9,

Then, the counterfactual distribution derived from the twin SCM coincides with the distribu-
tion obtained from Pearl’s abduction—action—prediction (AAP) procedure:

PX’|X:m°bS = PXCf\X:mObS'

. J

Proof. Since M is simple, by definition there exists a unique measurable function g : £ — X such

that for every e € €,
gle) = fg(e),e), sothat X = g(E) as.

Similarly, after the intervention do(X 4 := Z_4), the intervened SCM admits a unique measurable
solution map ¢g4° : £ — X (Proposition 3.8, Bongers et al. (2021)).

In the twin SCM construction, both copies (factual and counterfactual) share the same exogenous
vector E, and the intervention is applied only to the first copy. Solving the twin SCM yields:

(X,X') = (9(E), g*°(E)).

Let 2°P% € X be the observed factual outcome. Pearl’s procedure involves:

e Abduction: condition on the observation X = x°Ps

the set {e € £ : g(e) = z°P%};

, which corresponds to conditioning on

* Action: apply the intervention to obtain the new function g4°;
s Prediction: evaluate X! = g4°(E) using the same noise, but now drawn from the posterior
Pglg(E):mobs .
Define the posterior distribution on exogenous noise:
figovs(A) = P(E € A|g(E) = xObs), for all measurable A C .
This measure is supported on the set
{ec&:gle) = a°P).
Equality of counterfactual laws. By construction, X’ = g9°(E), so the counterfactual distribution
from the twin SCM (given X = z°P%) is:
Px/|x=gobs (B) = figobs (e: g%(e) € B), BCAX.

obs}

Pearl’s method also conditions on {X = z inducing the same posterior ji,obs OVEr exogenous
variables. Then, the counterfactual outcome is X°f = ng(E) with E ~ i obs. Thus,

PXCle:xobs (B) = gobs (6 : gdo(e) S B)7
which is the same expression as for the twin SCM. O
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The counterfactual law derived from the twin SCM coincides with the one obtained from Pearl’s
abduction—action—prediction procedure under unique solvability.

Remark 3 (Notation X ~ M). The shorthand X ~ M means that the random vector X is a
solution of the SCM M.
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