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Abstract

Automated grading of subjective questions re-
mains a significant challenge in educational
assessment. Traditional manual grading is in-
efficient and inconsistent, while existing Al-
based methods lack flexibility and robustness
in handling diverse answers. This paper intro-
duces MASGrader, an innovative multi-agent
framework for grading subjective answers, con-
sisting of four agents: the Overview Agent,
which performs macroscopic evaluation; the
Detail Review Agent, which conducts micro-
scopic reviews; the Logical Validation Agent,
which checks semantic and logical consistency;
and the Supervisory Agent, which coordinates
debates and makes final decisions. MASGrader
enhances grading accuracy, stability, and trans-
parency by simulating human-like debate and
reflection mechanisms. Experiments on a
dataset of 500 subjective answers demonstrate
that MASGrader improves weighted Kappa
scores and accuracy by 5-10% compared to a
single-agent baseline while generating detailed
scoring rationales that increase interpretability.
By introducing dynamic collaboration, logical
validation, and iterative self-improvement, this
multi-agent framework provides a reliable so-
lution for high-stakes educational assessment.

1 Introduction

The emergence of automated grading for subjective
questions aims to solve the inefficiency and fairness
issues of manual grading (Bennett, 2011).Early sys-
tems like Oxford-UCLES (Sukkarieh et al., 2004)
relied on keyword matching but struggled with se-
mantic variations (Leacock and Chodorow, 2003).
Later methods, such as the Latent Semantic Anal-
ysis (LSA) of AutoTutor (Wiemer-Hastings et al.,
1999), improved coherence detection but had diffi-
culty with causal relationships. While deep learn-
ing models like RNNs, CNNs (Surya et al., 2019),
and LSTMs (Graves, 2013) captured sequential pat-
terns in short answers, they struggled with logical
consistency in longer responses.

Modern pre-trained models (e.g., BERT, GPT)
(Devlin et al., 2019; Radford, 2018) achieve near-
human-level accuracy through task-specific fine-
tuning (Condor et al., 2021), but they still face
issues such as dependence on large datasets and
opaque scoring mechanisms (Ribeiro et al., 2016),
including poor portability and lack of interpretabil-
ity, which undermine exam fairness.

To address the limitations of existing methods,
this paper introduces an automated grading ap-
proach based on a multi-agent (Guo et al., 2024)
framework. The framework consists of four agents:
the Overview Agent, which grades from a macro-
scopic perspective; the Detail Review Agent, which
ensures scoring accuracy by examining specific de-
tails; the Logical Validation Agent, which checks
semantic consistency and logical coherence; and
the Supervisory Agent, which coordinates debate
and decision-making among the agents. The agents
collaborate and debate to form the final grading
decision, enhancing the accuracy and consistency
of the scores (Stone and Veloso, 2000). This frame-
work simulates expert-level debates and reflective
processes, improving system stability, flexibility,
and interpretability while providing grading ratio-
nales, ensuring transparency and fairness.

To validate the effectiveness of our method, we
constructed a free-text subjective question-answer
dataset consisting of 500 responses per question.
Experimental results show the multi-agent frame-
work significantly outperforms traditional large lan-
guage model-based grading methods, with perfor-
mance improvements of 5-10%. The contributions
of this paper are as follows:

* We propose a novel multi-agent framework for
automated grading, addressing the limitations
of existing methods in flexibility, portability,
and interpretability.

* We validate this framework on our custom-
built dataset, with 500 answers per question,



comparing it with traditional large language
model methods. The results demonstrate sig-
nificant improvements in grading accuracy,
stability, and interpretability;

* We demonstrate the effective application of
multi-agent collaboration in automated grad-
ing, expanding the scope of automated grad-
ing systems and offering significant potential
for educational applications.

2 Related Work

Rule-Based Automated Grading Research on
automated grading has evolved from rule-driven
to data-driven approaches. Early methods, like
the Oxford-UCLES system by Sukkarieh et al.
(Sukkarieh et al., 2004), used pattern matching
with defined keywords and synonyms. Similarly,
Mitchell et al. (Mitchell et al., 2002) scored an-
swers based on keyword presence. However, these
methods struggled with semantic diversity and lin-
guistic structures, such as synonyms and word or-
der variations (Leacock and Chodorow, 2003).

Progression from Statistical to Semantic Anal-
ysis Advances in NLP led to statistical methods
based on semantic similarity. AutoTutor (Wiemer-
Hastings et al., 1999) used Latent Semantic Analy-
sis (LSA) and the Bag-of-Words (BOW) to assess
answer quality but ignored word order and causal
relationships (Landauer and Dumais, 1997). Later
improvements, such as Explicit Semantic Analy-
sis (ESA) (Gabrilovich et al., 2007) and SELSA
(Kanejiya et al., 2003), enhanced semantic repre-
sentation but lacked fine-grained feedback, limiting
interpretability (Mohler and Mihalcea, 2009).

Challenges with Deep Learning and Model
Interpretability Deep learning has greatly im-
proved grading accuracy. Models based on RNNs
and CNNs enhance accuracy by capturing text se-
quences (Surya et al., 2019). Pre-trained models
(e.g., BERT, GPT) perform better with fine-tuning
but require large annotated datasets and have lim-
ited transferability (Condor et al., 2021; Zhang
et al., 2022). Existing methods lack interpretability
and fail to justify scores (Nielsen et al., 2009).

3 Method

This section introduces the multi-agent grading
framework, comprising the Overview Agent, Detail
Reviewer Agent, Logic Validator Agent, and Su-
pervisor Agent, each with distinct roles and tasks.

3.1 Overview and Detail Reviewer Agents

The Overview Agent assesses the overall structure
and logical coherence of answers, ensuring key
points are addressed and argumentation is clear. It
adheres to grading guidelines, awarding points only
when requirements are fully met. Conversely, the
Detail Reviewer Agent evaluates answers based on
accuracy, word usage, and clarity, ensuring rigor
through detailed grading. During the debate phase,
it challenges the scores of the Overview Agent and
provides detailed justifications, enhancing grading
rationality and system transparency.

The evaluation results of both agents are based
on the semantic understanding of the answer A
by the large language model (LLM). The grad-
ing results are represented as a list of tuples, each
containing a score and its corresponding ratio-
nale, mapped to each scoring point s; € S in the
grading criteria S. The grading result is defined
as: Result = [(Score;, R;) | s; € S| where Score;
represents the score for s;, and R; is the rationale
associated with s;.

This result is generated through a multi-stage
process involving semantic matching and score
generation. First, semantic matching establishes
a mapping between the answer A and the scoring
criteria s; through deep semantic understanding by
the LLM, where the function Match(A, s;) indi-
cates that A meets the requirements of s;. Based
on this match, quantitative scoring is performed. If
Match(A, s;) is true, the score for s;, denoted as
Score;, is equal to the full score f;; otherwise, it is
zero, as shown in Equation 1 and 2.

After each grading process, the agent engages
in self-reflection, using the overview agent as
an example, comparing the initial grading re-
sult Result’,,. with the final grading result
Result g, The reflection outcome F,er is then
added to the experience repository E to optimize
future grading, as shown in Equation 3.

Match = LLM(A4, s;) )

Score; =

2

fi if Match(A, s;) = True,
0 otherwise.

Fpper =LLM(Resultl,,,, Result fina, A, S) (3)

3.2 Logic Validator Agent

The Logic Validator Agent ensures logical and se-
mantic consistency by checking the internal consis-
tency of R and the consistency between R and the
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Figure 1: Overall architecture of the multi-agent grading framework.

answer A. This is formalized as:

Valid(R) = LLM(R, A, @
task = "Logic detection")

where Valid(R, A) = True allows progression to

the debate phase.

3.3 Supervisor Agent

The Supervisor Agent oversees the debate between
the Overview and Detail Reviewer Agents, generat-
ing the final grading result. It monitors the debate
until consensus is reached:

Consensus = LLM(Result! ., Result ...,

&)

task = "check consensus")
If Consensus = True, the final result is produced:

Result ping; = LLM(Result®, ..., Resulty .,
task = "generate final score"),

(6)

3.4 Multi-Agent Grading Framework

The framework improves grading accuracy, sta-
bility, and interpretability through role allocation
and collaboration, as shown in Figure 1. The
Overview Agent performs a macro-level evalua-
tion of the student’s answer, generating an initial
score and rationale, mimicking the human grader’s
quick assessment. In contrast, the Detail Reviewer
Agent focuses on the answer’s specifics, identi-
fying issues or highlights, and challenging the
Overview Agent’s score. This role setup simu-
lates the complementary process in human grading,
where the Overview Agent ensures the overall di-
rection, while the Detail Reviewer guarantees depth
through meticulous scrutiny.

Subsequently, the Logic Validator Agent ensures
logical consistency, improving reliability. After val-
idation, the two agents engage in a debate, where
the Supervisor Agent monitors the entire debate
process and notifies the agents to stop debating
once a consensus is reached. The final grading re-
sult is then determined and formatted for output.
After the result is generated, the two grading agents
reflect on it, and the reflection mechanism simu-
lates human learning to continuously improve the
system’s accuracy and efficiency. Further details
regarding the prompt settings and other configura-
tions can be found in Figure 2 in the appendix.

4 Experiments

4.1 Experimental Setups

Benchmark The dataset consists of real exam
questions and 500 student answers from a provin-
cial institution in China, including a subjective
question with two sub-questions (10 and 12 points)
and manually annotated scores. Due to the lack of
publicly available datasets with similar questions,
standard answers, and scoring guidelines, this non-
public dataset was chosen (confidentiality restric-
tions apply). Evaluation metrics include the Kappa
coefficient, consistency rate, threshold agreement
rate, and stability analysis, used to compare the
multi-agent framework with the baseline model.

Experimental Configuration All agents are im-
plemented with the Qwen2.5-32B-Instruct-GPTQ-
Int4 model, running on four NVIDIA L20 GPUs.
The generation parameters are temperature 0.9, top-
p 0.9, and repetition penalty 1.05.

Baseline model The baseline model is a single
Owen/Qwen2.5-32B-Instruct-GPTQ-Int4 model,



Question A Question B
Model WK Acc Thl1l Th2 Th3 WK Acc Th1l Th2 Th3
Single Agent 0.59 0.58 060 062 093 056 040 057 067 0.89
MASGrader 0.62 0.63 0.67 069 094 062 046 062 067 0.90

Table 1: Performance comparison of different models on two questions includes metrics such as Weighted Kappa

(WK), Accuracy (Acc), and Threshold Agreement (Th).

Question A Question B
Model WK Acc Thl Th2 Th3 WK Acc Th1l Th2 Th3
MASGrader 0.62 063 067 069 094 062 046 062 0.67 090
MASGrader-LV ~ 0.57 0.61 065 068 093 0.59 043 062 066 0.87
MASGrader-DR  0.61 044 063 068 088 050 036 048 057 0.87
MASGrader - OA 057 0.59 065 067 093 054 038 055 065 090

Table 2: The performance comparison of the ablation study includes metrics such as Weighted Kappa (WK),
Accuracy (Acc), and Threshold Agreement (Th).MASGrader: Full model; MASGrader - LV: Without Logic
Validator; MASGrader - DR: Without Detail Reviewer; MASGrader - OA: Without Overview Agent.

which independently scores the answers using a
prompt-based method.

4.2 Experimental Results
4.2.1 Quantitative Analysis

Table 1 shows the performance comparison of the
two models on the two questions. MASGrader
achieves a WK of 0.62 on both Question A and
B, higher than the Single Agent’s 0.59 and 0.56,
indicating better agreement with human scores. Its
accuracy on the two questions is 0.63 and 0.46,
outperforming the Single Agent’s 0.58 and 0.40.
MASGrader also surpasses the Single Agent at all
threshold agreement levels (Th 1, Th 2, Th 3).

4.2.2 Visualization Analysis

Figure 3 (appendix) shows the better accuracy and
stability of MASGrader versus Single Agent. The
scatter plot shows MASGrader scores cluster closer
to human scores within a 2-point threshold, while
the line chart demonstrates its scoring stability.

4.2.3 Summary of Results

The experimental results show MASGrader outper-
forms the Single Agent model in consistency, ac-
curacy, and stability, especially at lower thresholds.
Its higher weighted kappa, accuracy, and threshold
agreement rates demonstrate better alignment with
human grading, underscoring the effectiveness of
the multi-agent collaborative mechanism. Visual-
ization analysis further confirms improved scoring
stability, highlighting the advantage of using mul-
tiple agents for consistent results across diverse
conditions. This indicates the role-based structure

and collaboration of MASGrader significantly en-
hance grading reliability and reduce volatility. The
framework not only improves accuracy but also en-
sures a more reliable, transparent grading process,
essential for subjective tasks like exam scoring.

4.3 Ablation Study

The ablation study reveals a performance drop
when key components (Logic Validator, Detail Re-
viewer, Overview Agent) are removed. Specifically,
removing the Logic Validator results in a 5% de-
crease in WK for Question A and a 3% decrease for
Question B, highlighting its critical role in ensur-
ing logical consistency. These results highlight the
complementary functions of each agent, improv-
ing grading accuracy and reliability. A detailed
analysis is provided in the Appendix.

Conclusion

This paper presents MASGrader, a multi-agent
framework that enhances automated subjective
grading through agent collaboration, logical val-
idation, and reflection. Its innovative architecture
mirrors human grading dynamics, balancing macro
and micro perspectives. MASGrader outperforms
single-agent models in scoring effectiveness, in-
terpretability, and robustness, offering transparent
rationales and reducing biases.

Future work will aim to extend MASGrader into
multilingual contexts and integrate domain-specific
knowledge graphs to improve semantic understand-
ing, opening new avenues for more nuanced and
culturally diverse educational assessment tools.



Limitations

While MASGrader demonstrates promising results,
several limitations warrant consideration. First, the
evaluation of the framework relies on a non-public
dataset from a specific domain (Chinese civil ser-
vice exams), which may limit generalizability to
other educational contexts or linguistic/cultural set-
tings. Second, the dependence on a particular large
language model (Qwen/Qwen2.5-32B) and sub-
stantial computational resources (4 x NVIDIA L.20
GPUs) could hinder scalability and accessibility for
resource-constrained institutions. Finally, the self-
reflection mechanism’s long-term impact—such as
potential bias accumulation from iterative updates
or overfitting to specific grading patterns—requires
further investigation. These limitations highlight
areas for future research to enhance adaptability
and robustness.
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Figure 2: Roles and responsibilities of each agent in the grading process.

A Agent Roles and Grading Algorithm

This appendix provides a detailed breakdown of
the roles and responsibilities of each agent in the
grading process, as illustrated in Figure 2. The fig-
ure highlights the prompt sources for each agent,
including the Logic Validator, Detail Reviewer, and
Overview Agent, showcasing their specific contri-
butions to the grading workflow.

Additionally, the appendix presents the algorith-
mic workflow of the Multi-Agent Grading Frame-
work, which outlines the step-by-step process of
how agents collaborate to evaluate subjective an-
swers, ensuring logical consistency, accuracy, and
transparency.

B Experimental Setups and Results

B.1 Dataset and Configuration

Dataset. The dataset used in this experiment comes
from real exam essay questions and candidates’ an-
swers from a provincial institution in China. The
dataset includes one essay question (comprising
two sub-questions, which can be treated as two
independent questions) and 500 corresponding can-
didate answers along with their scores. The full
scores for the two questions are 10 and 12 points,
respectively. The scores are based on detailed grad-
ing guidelines and were manually annotated. The
characteristics of the dataset are as follows:

* Subjectivity: The questions require candi-
dates to read and comprehend provided ma-
terials before answering, resulting in highly
open-ended and subjective responses.

Algorithm 1 Multi-Agent Grading Framework

. Initialization:
. Initialize Agents: O (Overview Agent), D R (Detail Reviewer Agent), LV
(Logic Validator Agent), S (Supervisor Agent)
. Initialize Experience Repositories: Eoyerviews EDetail
. for each Answer A in All_Answers do
Grading Phase:
Result, <+  [(Score;, Rationale;)|Vs;
Match(A, s;) — Score; = f; if True else 0 ]
Result,p < [(Score;, Rationale;)|Vs; € S
Match(A, s;) — Score; = f; if True else 0
Resulto, Resultpr + Result% , Result]»
Logic Validation Phase:
Valido < LV.Check(Resulto, A)
Validpr + LV.Check(Resultpr, A)
while not (Valido and Validppr) do
if not Valido then
Resulto <+ O.Revise(Resulto, A)
end if
if not Validp i then
Resultpr < DR.Revise(Resultpr, A)
end if
Valido < LV.Check(Resulto.Rationale;, A)
Validpr < LV.Check(Resultpr.Rationale;, A)
end while
Debate and Consensus Phase:
Consensus < False
while not Consensus do
Consensus < S.Check(Resulto, Resultpr)
if not Consensus then
Resulto —
O.Reflect(Resulto, Resultpr, Eoverview)

S S

N DO B B B PO D B = bt bt o e e ot o e ek
NIAEBREO0RATNELREST® N amEr e

28: Resultppr +—
DR.Reflect(Resultpr, Resulto, Epetail)

29: end if

30: end while

31: Final Scoring Generation:

32: Resultpinal —

S.GenerateFinal Result(Resulto, Resultpr)

33:  Self-Reflection Mechanism:

34: Foverview + LLM(Result®, Result pinar, A, S)

35: Fpetait < LLM(Result} 5, Resultpinat, A, S)

36: Update Experience Repositories:

37: Eoverview < Foverview U {FoOverview }

38: Epectail < Epectait U{FDetait}

39: end for

40: Return the final scoring results for all answers

41: return Resultpina; for all Answers
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Figure 3: Experimental results visualization. Scatter plots show the relationship between human scores and machine
scores, with the x-axis representing human scores and the y-axis representing machine scores. Line charts show the

trend of mean human scores versus mean machine scores.

» Standard Answers and Grading Guidelines:
Each question is accompanied by official, for-
mal standard answers and detailed grading
guidelines, ensuring the authority and practi-
cality of the scoring process.

* Expert Guidance: The scoring process was
guided by grading experts, further ensuring
the accuracy and reliability of the scores.

Due to the lack of publicly available datasets
with similarly open-ended questions, standard an-
swers, and detailed grading guidelines, this non-
public dataset was chosen for the experiment. For
confidentiality reasons, the dataset is not publicly
available.

Experimental Configuration. All agents in
the experiment are implemented based on the
Qwen/Qwen2.5-32B-Instruct-GPTQ-Int4 model.
The hardware configuration includes 4 NVIDIA
L20 GPUs.

Baseline Model. The baseline model for this
experiment is a single-agent grading model, imple-
mented using Qwen/Qwen2.5-32B-Instruct-GPTQ-
Int4. This model directly grades candidate answers
without involving multi-agent collaboration or de-
bate mechanisms. By comparing with the baseline

model, we can evaluate the improvements in grad-
ing consistency, stability, and accuracy brought by
the multi-agent grading framework.

Evaluation Metrics. To comprehensively eval-
uate the grading performance of the models, the
following evaluation metrics are used:

1. Kappa Coefficient: Measures the agreement
between model scores and human scores. The for-

mula is:
Po - Pe

1-F,

where P, is the observed agreement rate (the pro-
portion of agreement between model scores and hu-
man scores), and P, is the expected agreement rate
(the proportion of agreement expected by chance).
The Kappa coefficient ranges from [-1, 1], where
1 indicates perfect agreement, O indicates random
agreement, and negative values indicate disagree-
ment.

2. Agreement Rate: The proportion of cases
where the model scores exactly match the human
scores.

3. Threshold Agreement Rate: The proportion
of cases where the difference between model scores
and human scores falls within a certain range. This
metric reflects how close the model scores are to
human scores.

Kappa =



4. Grading Stability Analysis: Used to de-
termine whether the model adheres to a unified
standard during grading. This includes:

* Mean Trend Chart: A line chart showing
the trend of mean human scores versus mean
machine scores, with the x-axis representing
human score ranges and the y-axis represent-
ing mean machine scores.

* Scatter Plot: A scatter plot showing the rela-
tionship between human scores and machine
scores, with the x-axis representing human
scores and the y-axis representing machine
scores. The color of the points indicates the
frequency of scores.

Using these evaluation metrics, we can compre-
hensively assess the performance of the multi-agent
grading framework in subjective grading tasks and
compare it with the baseline model.

B.2 Experimental Results and Visualizations

Figure 3 shows the visualization of grading results
for both models on the two questions, including
scatter plots and line charts. From Figure 3, we
observe:

¢ Scatter Plots: The scatter plots show the rela-
tionship between human scores and machine
scores. MASGrader’s scatter plots are more
concentrated, indicating better agreement with
human scores.

¢ Line Charts: The line charts show the trend
of mean human scores versus mean machine
scores. MASGrader’s lines are smoother, in-
dicating better grading stability compared to
Single Agent.

B.3 Ablation Study Analysis: Impact of Key
Components on Scoring Performance

Necessity of the Logic Validator Agent After
removing the logic validation module, the model’s
WK value decreased by 5% on Question A and 3%
on Question B, with slight declines in threshold
agreement metrics. This indicates that the logic
validator effectively identifies causal reasoning er-
rors in answers, reducing logical misjudgments in
grading and contributing to system performance.

Key Role of the Detail Reviewer Agent When
the Detail Reviewer Agent was removed, the
model’s accuracy dropped significantly, with a 19%

decrease on Question A and a 10% decrease on
Question B. The agreement rates at Th 1 and Th
2 also dropped significantly on Question B, prov-
ing that this module captures key details such as
keywords and data references through fine-grained
semantic analysis, playing a decisive role in grad-
ing accuracy.

Global Regulation by the Overview Agent Af-
ter removing the Overview Agent, the model’s grad-
ing consistency declined across the board, indicat-
ing that this module constructs a macro-level se-
mantic framework for answers, coordinating the
local judgments of other agents, and is crucial for
maintaining unified grading standards.

The ablation study reveals that the Logic Valida-
tor, Detail Reviewer, and Overview Agents form
a complementary triangular structure—the Logic
Validator ensures reasoning rationality, the Detail
Reviewer ensures fine-grained feature capture, and
the Overview Agent maintains macro-level stan-
dard unity. Through the dynamic coordination of
the Supervisor Agent, the framework ultimately
achieves grading performance that surpasses single-
agent models.
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