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Abstract

The rapid adoption of AI across diverse domains has led to the development of1

organisational guidelines that vary significantly, even within the same sector. This2

paper examines AI policies in two domains, news organisations and universities, to3

understand how bottom-up governance approaches shape AI usage and oversight.4

By analysing these policies, we identify key areas of convergence and divergence5

in how organisations address risks such as bias, privacy, misinformation, and6

accountability. We then explore the implications of these findings for AI legislation,7

particularly the EU AI Act, highlighting gaps where practical policy insights could8

inform regulatory refinements. Our analysis reveals that organisational policies9

often address issues such as AI literacy, disclosure practices, and environmental10

impact, areas that are underdeveloped in existing legislative frameworks. We argue11

that lessons from domain-specific AI policies can contribute to more adaptive12

and effective AI governance at the global level. This study provides actionable13

recommendations for policymakers seeking to bridge the gap between local AI14

practices and regulations.15

1 Introduction16

The recent advancements in the performance of AI models1 on a multitude of tasks, especially17

in zero-shot or few-shot scenarios Kocoń et al. [2023], Zhao et al. [2023], have accelerated their18

adoption across different domains. This rapid uptake has presented organisations with unprecedented19

challenges, necessitating the swift development of organisational guidelines for the use of AI to20

manage associated risks and opportunities. These guidelines reflect bottom-up governance approaches21

tailored to local needs and operational contexts.22

From the top-down perspective, the most significant governance effort currently is the EU AI Act23

(EU-AIA) European Parliament [2024] (§2), which provides overarching frameworks for managing24

high-risk AI systems. However, while such frameworks establish broad standards, their top-down25

approach necessarily lacks the specificity required for effective implementation in diverse organi-26

sational settings. This creates gaps where organisations must independently interpret and address27

risks, resulting in guidelines that emphasise practical challenges, such as AI literacy, bias mitiga-28

tion, and environmental sustainability, which are underdeveloped in existing legislation. While it29

is expected and natural that top-down legislation is necessarily incomplete and leaves room for30

local interpretation and practices, legal endogeneity theory Edelman et al. [1999], Edelman [2007]31

1The policies discussed in this article mostly focus on the current systems commonly referred to as “generative
AI”, in that they can be used to generate synthetic texts/images etc. They are typically based on models of
Transformer architecture pre-trained on large volumes of data (texts, images etc.). The exact definitions are
rarely provided and are an active area of discussion in research (see references in Table 6).
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also stipulates that the evolving ’local’ practices may in time impact the ’global’ legislation. This32

raises our main research question: What AI-related issues and solutions have been identified in the33

current organisational policies, and what role may they play in the iterative development of industry34

practices and legislation? To address this question, we contribute case studies of European-based35

news organisations and universities, considering their AI policies in the light of EU-AIA.36

This paper is structured as follows. We conduct case studies of organisational AI guidelines from37

two domains: universities and news organisations. Through iterative coding of guidelines developed38

by organisations in each domain (§3), we examine discrepancies in how risks are classified, uses39

are prescribed, and the performance of AI models is perceived. We discuss the commonalities and40

discrepancies within each domain (news §4, universities §5).We then identify the policy items, for41

which a consistent implementation would conflict with the current market incentives of the AI industry,42

and which therefore may require a legislative intervention rather than industry standards. Based43

on this research, we provide actionable policy recommendations on digital inequity, disclosure of44

AI-generated content, bias, attribution, and environmental impact in the context of AI legislation (§6).45

2 Related Work46

In recent years, both news organisations and educational institutions have proactively developed47

policies to guide the ethical and effective use of artificial intelligence (AI) within their respective48

domains. While a survey of socio-technical challenges of generativ models is out of scope for this49

work, we identified the major potential source of risks for organizations, organized according to the50

taxonomy by Weidinger et al. [2022] in App., Table 6.51

EU AI Act. For our purposes, the key factor of the EU AI Act is that it implements a risk-based52

approach to regulating AI, in which systems are categorised by their potential threat. Given the53

dynamic nature of AI development, the legislation will need updating over time Cantero Gamito54

and Marsden [2024]. Cantero Gamito and Marsden [2024] highlight the critical role of standards55

in the EU-AIA’s co-regulation strategy, emphasising the need for reform to keep pace with the56

rapid evolution of AI technologies. There is also an important distinction between “providers” and57

“deployers”, each bearing distinct responsibilities. In the case of universities, they can be both58

deployers of AI systems, if they offer their own AI systems, as well as end-users, subscribing to other59

AI deployers services, such as ‘ChatGPT’. For news organisations, in a majority of cases, the policies60

assume that they subscribe to an external AI deployer’s systems. Downstream users and large-scale61

distributors of AI generated content, as could be the case for news organisations, do not currently62

have obligations under the EU-AIA. In this article, we focus on the EU-AIA and exclude discussions63

about related EU regulation, such as the Directive on Copyright in the Digital Single Market.64

Scholars have raised multiple concerns about the Act’s approach, e.g., arguing that the EU conflates65

trustworthiness with the acceptability of risk Laux et al. [2024] and identifying limitations and66

loopholes in the EU-AIA and proposed liability directives Wachter [2024]. These critiques underscore67

the importance of analysing gaps in the EU-AIA and pointing out possible improvements for future68

iterations, which is the purpose of this work. While previous studies have described organisational69

policies or analysed the gaps in the EU-AIA, to the best of our knowledge, this is the first attempt70

to inform analysis of the gaps in the EU-AIA by the existing and practically tested organisational71

policies as well as issues identified in academic research.72

News Organisations. With the wide uptake of AI, news organisations have been impacted by the73

use and availability of AI models and systems, requiring them to create clear guidelines and policies74

on how to use this new technology Simon and Isaza-Ibarra [2023]. A comprehensive analysis of 5275

news organisations across various countries reveals a concerted effort to address AI’s implications76

on journalistic integrity, transparency, and accountability Simon and Becker [2023]. Previous work77

has compared the transparency provisions in the European Union’s AI Act, particularly Article 50,78

and their alignment with news readers’ expectations Piasecki et al. [2024]. Similar to our findings,79

the study highlights the necessity for clear disclosure when AI systems contribute to news content,80

as transparency is crucial for maintaining reader trust. de Lima-Santos and Ceron [2022] explore81

the current perceptions and future outlook of AI in news media, identifying key areas where AI82

technologies are being adopted, such as machine learning, computer vision, and natural language83

processing. While they find potential benefits of AI in enhancing news production and distribution,84

they also caution against challenges related to editorial standards and public trust. In the context of85
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visual AI in news organisations, Thomson et al. [2024] emphasise the importance of clear guidelines86

to ensure clear boundaries between human-created and AI-generated images.87

Education. The uptake of AI technologies also impacts educational Institutions, such as universities.88

Studies point out a set of challenges with the use of ChatGPT in the educational institutions such89

as the misuse of ChatGPT to trick online exams Susnjak and McIntosh [2024]; the higher correct90

answer rate on exams with the improvement of AI technologies de Winter [2023]; the integration91

of generative AI technologies into engineering education given the limitations of the training data92

quality Qadir [2023]; superficial or inaccurate responses, potentially misleading students and the risk93

of bias and discrimination Farrokhnia et al. [2024]. Hence, educational institutions are also actively94

formulating AI policies to navigate the integration of AI in academic settings. The 2024 EDUCAUSE95

Action Plan2 and UNESCO Holmes et al. [2023] outline comprehensive guidelines for AI adoption96

in higher education, both focusing on ethical considerations and the impact on teaching and learning97

practices. Ghimire and Edwards [2024] conducted a survey of academic institutions, such as high98

schools, to collect information on current policies w.r.t. generative AI. This study gives an insight99

into the current lack of AI policies in many education institutions in the US. Slimi and Carballido100

[2023] emphasise the importance of stakeholders working together to develop AI policies in the101

education space. A set of studies have focused on the perspective of educators Pischetola et al. [2024],102

proposing policy implications based on a survey of teachers Chiu [2023]. Dotan et al. [2024] propose103

a “points to consider” approach for the responsible adoption of generative AI in higher education,104

emphasising alignment of AI integration with the unique goals, values, and structural features of105

higher education institutions.106

3 Methodology107

Selection of Organisational Policies for Analysis. We selected universities and news organisations as108

illustrative cases because they represent two sectors where AI adoption is already having a significant109

impact on core societal functions: the production and dissemination of knowledge, and the shaping of110

public discourse. Both have been notably proactive in developing organisational AI policies, enabling111

a comparative analysis that highlights domain-specific needs and offers insights for refining broader112

legislative frameworks. At the same time, they present an instructive contrast: universities apply AI in113

direct functions, some of which are classified as high-risk (e.g., automated grading), and operate under114

sector-wide regulatory oversight from ministries of education and accreditation bodies, making them115

useful for examining gaps in top-down regulation. By contrast, newsrooms use AI in content gener-116

ation and editorial workflows, raising concerns about misinformation, bias, and synthetic media, and117

they largely rely on self-regulation and industry standards, exemplifying bottom-up governance ap-118

proaches. To capture the diversity of organisational responses across different legal, cultural, and insti-119

tutional contexts, we conduct a cross-country comparison, recognising that differences between techni-120

cal and general research universities, or among news outlets with varying political perspectives, further121

enrich the analysis by showing how diverse institutional identities shape AI governance choices.122

Selection of News Policies. We select 10 news outlets with publicly available policies on generative123

AI use from across the EU, Switzerland, and the UK, based on Simon and Becker [2023] and Cools124

[2023], which list news organisations’ policies. The full list of news outlets, selected under the125

condition that they are based in Europe, is in App. Table 4. We translate each of the policies into126

English using Google Translate if they are not available in English. We access the latest version of127

the guidelines, which is documented along with the links to the policies in App., Table 7.128

Selection of University Policies. We select 10 universities from across the EU, choosing one top-129

ranked university from each country3 which has publicly available guidelines on generative AI use. 4130

The selected institutions are listed in App. Table 5. To reach our target number of ten universities, we131

checked 27 in total, discarding 17 that did not have public guidelines (six universities from France,132

three from Spain, two from Sweden, two from Denmark, two from Italy, one from Finland, and one133

from Switzerland). The guidelines for Vie, UiO, KUL have been automatically translated. We access134

2https://www.educause.edu/research/2024/2024-educause-action-plan-ai-policies-and
-guidelines

3https://www.topuniversities.com/europe-university-rankings
4We selected only one outlet per country to prioritise for geographic coverage while avoiding overrepresenting

a single country. This allows us to highlight cross-country differences and similarities while keeping the analysis
balanced, manageable, and focused on identifying patterns that are broadly relevant across contexts.

3
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Code FT ANP Guardian Parisien Spiegel SZ BBC Mediahuis Ringier VG

Suggested Uses
Illustrations/Graphics - - - -
Image generation - - - - -
Article generation - - - - -
Data analysis - - - - - - -
Language tool - - - - - - -
Transcription/Translation - - - - - - -
Ideas (Content) - - - - - - - - -
Ideas (Marketing) - - - - - - - - -
Content Moderation - - - - - - - - -

Issued Warning and Rules
Human oversight
Declaration of use -
Factual accuracy - - - -
Bias in AI - - - - -
Privacy and sensitive data - - - - -
Copyright - - - - -
AI literacy training - - - - - - -
Document AI use - - - - - - -

Table 1: AI-related practices in news organisations. = suggested use, = warning, = rule.

the latest version of the guidelines, which is documented along with the links to the policies in App.,135

Table 8.136

Coding of Organisational Policies. Given the set of policies in the news organisations and universities137

described above, we perform iterative coding of these policies. From the identified categories in138

these policies, we focus on those mentioned by at least two organisations within the same domain.139

Additionally, we discuss points raised by individual organisations in sections §4 and §5. Where140

possible, we merge the codes identified across the two domains. App. Table 3 outlines the resulting141

codes and their definitions in the respective domain. The codes are grouped into two broad categories:142

suggested uses of AI within the domain and warnings or rules/requirements related to its use.143

4 AI Policies in News Organisations144

We describe the policies of 10 news organisations, as summarised in Table 1 towards their suggested145

uses of AI and issued warnings and rules w.r.t. AI use in the newsroom.146

4.1 Suggested Uses147

All news outlets surveyed encourage the use of AI in their work; however, they propose different148

degrees of use and applications. Where in Table 1 outlets do not mention any of the listed codes, they149

still encourage AI usage but do not explicitly list suggested uses in their policy. Further, all news150

outlets require human oversight for all or most AI use as well as labelling the output as AI generated.151

The use of AI in news organisations has two directions. First, tooling to help automated processes152

in the day to day work of journalists such as data analysis, language tools, e.g., grammar correction,153

and transcription and translation of, e.g., interviews. Here, there seems to be very little differences154

in policies – either, these use cases are mentioned in the policies as allowed or encouraged, or they155

are not explicitly mentioned, none of the news organisations forbids this type of AI use. In a similar156

vein, Süddeutsche Zeitung (SZ) explicitly mention the use of AI for content moderation, showing157

the wide range of possible AI application in news organisations. The second set of proposed use cases158

of AI in news organisations is around the content of the published news, i.e., the use of AI for content159

production. Here policies diverge. Interestingly, while many news organisations explicitly allow the160

use of AI for the generation of illustrations/graphics, Financial Times (FT) and VG prohibit the use161

of AI for image generation, i.e., the creation and publication of photorealistic images whereas ANP,162

Le Parisien, and Der Spiegel allow use for image generation. Likewise, policies differ for article163

generation, i.e., the use of AI to create full or long parts of texts for news articles. While ANP and164

Der Spiegel allow article creation under human supervision, Financial Times (FT), Le Parisien, and165

Süddeutsche Zeitung (SZ) explicitly state that their articles are exclusively written by humans. In166
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the realm of ideation, only ANP encourages the use of AI to support journalists in finding ideas167

on headlines, articles, and even sources. The Guardian does not mention idea generation for news168

content, but they do encourage the use of AI for marketing campaign ideas.169

4.2 Issued Warning and Rules170

All news organisations mandate human oversight, requiring editorial approval before AI-generated171

content is published, and emphasise AI as a supportive tool rather than an independent generator.172

They also agree on the need for declaration of use, mandating clear labelling of AI-generated content.173

Broader concerns such as accuracy and bias are widely acknowledged, but concrete measures are174

rare. Only the BBC requires checks for “accuracy and reliability,” while The Guardian and Mediahuis175

propose safeguards against bias in models and training data.176

For journalists, sensitive data handling can be a crucial issue. Policies on privacy and sensitive data177

appear in four organisations, with bans on entering information about sources, staff, or partners into178

AI systems (e.g., Ringier), and BBC extending this to privacy-respecting AI tools. Copyright is179

addressed by half of the outlets, though often narrowly (e.g., Le Parisien on AI images, Ringier on180

code). The Guardian stands out by advocating fair compensation for creators whose data train AI181

models.182

Several organisations support AI literacy training to promote responsible use: Mediahuis (staff183

accountability and qualification), BBC (transparency about AI use and data), and FT (AI for story184

discovery). Finally, accountability measures differ: Der Spiegel and BBC call for documentation, but185

only the FT requires an internal register to systematically track AI use.186

5 AI Policies in University Education187

Table 2 presents a summary of the suggested use cases of AI in teaching and learning as well as the188

risks and rules enacted in the corresponding institutions. The table presents the points raised by at189

least two universities, we also discuss points raised by individual universities in the following section.190

5.1 Suggested Uses191

The suggested uses of AI systems in education are framed from two primary perspectives: that of the192

teacher and the student. The most commonly proposed application is for self-learning, mentioned in193

seven organisational guidelines. Examples of self-learning activities supported by AI systems include194

providing students with learning materials and resources, assisting in planning and monitoring their195

learning, encouraging exploration of covered topics (TUM), and offering alternative perspectives196

(Aalto).197

From the student perspective, AI systems are also frequently viewed as tools for enabling person-198

alised learning, e.g. by recommending individualised learning plans, presenting material with199

explanations of varying difficulty levels, and enhancing accessibility for students with disabilities200

(ETH). Additionally, AI is suggested as highly effective for coding tasks, such as understanding201

concepts, breaking down problems into smaller parts, practising debugging skills, and receiving202

feedback on code. University guidelines further note that students can leverage AI to gain an initial203

overview of a topic, terms, or concepts. Moreover, AI can help students monitor their progress and204

provide targeted feedback on written work or ideas.205

AI systems are also commonly suggested as language tools, particularly for grammar, spelling,206

and reference checks—often considered the safest and most permissible use of AI. For example,207

KTH identifies this as one of the three approved uses of AI, typically not requiring documentation208

in the declaration of use. Additional proposed applications for students include idea generation,209

summarising academic literature, translation, student assignment assessment, search engine210

functionality, and image generation. However, regarding translation, Vie cautions that AI may211

produce inaccuracies, particularly with new terminology or less common language combinations.212

From the teacher’s perspective, suggested uses of AI extend to course design activities, such as213

formulating learning objectives, drafting rubrics, planning workshops, designing assignments,214

creating questions, preparing courses, and even simulating a test student. Regarding assessment,215
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Code UiO Aalto TUD KUL ETH TUM Vie CUNI DTU KTH

Suggested Uses
Self-learning - - -
Course design - - - -
Personalisation - - - -
Coding - - - -
Topic knowledge - - - -
Feedback - - - - -
Language tool - - - - -
Ideas - - - - -
Summarisation - - - - -
Translation - - - - - -
Assessment - - - - - -
Search - - - - - - -
Image generation - - - - - - -

Issued Warning and Rules
Teacher restrictions - - -
AI literacy training - - -
Human oversight - -
Privacy and sensitive data / / / / -
Factual accuracy -
Declaration of use - / -
Copyright / - / / / -
Bias in AI - - - - -
No prioritisation - - - / - -
Digital inequity - - - - - -
Knowledge cut-off - - - - -
Persuasiveness - - - - -
Source attribution - - - - -
Skills assessment - - - - - -
Environment - - - - - - -
AI over-reliance - - - - - - - -
Teacher load - - - - - - - -

Table 2: Suggested uses and issued warnings and rules regarding AI in university teaching and
learning. = encouraged use, = cautionary warning, = formal rule, = restriction.
ETH explicitly disallows the fully automated grading of student work, but most universities grant216

teachers the discretion to decide whether AI use is restricted in assignments and exams.217

While many universities provide lists of potential AI applications in teaching and learning, some218

impose restrictions on those applications. For instance, KTH limits AI usage to predefined prompts219

and prohibits directly asking the system to generate specific answers or complete assignments.220

Similarly, KUL restricts the use of AI in coding tasks to generating components of larger assignments,221

and only if explicitly approved by the teacher.222

5.2 Issued Warnings and Rules223

The most common warnings and rules in university policies regarding AI include considerations of224

privacy and sensitive data, copyright, factual accuracy, and the declaration of use. While some225

universities encourage students and teachers to consider privacy and copyright concerns and warn of226

potential violations, others enforce strict rules regarding the types of data that can be input into AI227

systems to prevent such issues. For example, Aalto specifies that teachers may only submit student228

work to university-approved systems and prohibits entering other students’ answers or personal229

information into external systems. To support these policies, Aalto, along with DTU, KUL, and230

ETH, provides access to Microsoft Copilot for both teachers and students, which is meant to ensure231

that submitted data is not stored or used for future model training. Regarding copyright, universities232

caution that AI can reproduce copyrighted material without proper acknowledgement. They also233

require users to avoid inputting proprietary information, such as the university’s intellectual property,234

into AI tools.235

Other warnings address risks associated with the quality of generated content, including biases in236

the content, lack of prioritisation of arguments, absence of source attribution (making verification237

of accuracy, plagiarism, etc., difficult), limited knowledge due to cut-off dates, and a persuasive238
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tone that can mislead users about the correctness of the information. Risks also arise in educational239

scenarios where AI integration might necessitate course reorganisation or additional assessments240

to ensure learning objectives are met and student skills are accurately evaluated. AI usage may241

also contribute to digital inequity, stemming from disparities in access to paid versus free tools242

and variations in the quality of generated content based on user skills. Over-reliance on AI tools243

is another identified risk.244

KUL explicitly highlights the lack of reproducibility as a concern, noting that output can vary between245

attempts. UiO is unique in warning that AI can produce inappropriate or offensive content. KUL also246

advises against “humanising” AI, emphasising that it is merely a tool.247

Many universities stress the importance of asking the right questions and not settling for the248

first answer provided by AI. To support this, they offer guides for crafting effective prompts, and249

some institutions even provide dedicated courses on this topic. Teachers are encouraged to set250

clear restrictions on AI use within their courses and must communicate allowed uses transparently.251

Finally, most guidelines underscore that both teachers and students remain fully responsible for the252

content they incorporate into their work, regardless of AI use.253

6 Insights from Organisation Policies for the EU AI Act254

We now put the above findings from organisational policies in the perspective of EU AI Act European255

Parliament [2024] (EU-AIA). We recognise that these efforts towards AI governance are fundamentally256

different in scope and process through which they were created, and they are complementary. However,257

given the ongoing effort5 to develop a more specific implementation guidelines for EU-AIA, we believe258

that the insights from the bottom-up policies could help to identify areas where more clarity would259

be appreciated. We relate these to known research challenges in Appendix Section ??260

6.1 News Organisations’ Policies261

Similarities. News organisations’ policies align with the provisions introduced by the EU-AIA for262

example on the emphasises on human oversight with the EU-AIA Article 14. Article 50 of the EU-AIA263

describes transparency obligations for providers and deployers, aligning with the requirements to264

disclose AI-generated content by news organisations. For high-risk AI systems, Article 10 of the265

EU-AIA regulates data governance, a question that also is relevant to downstream users such as266

journalists. In the context of the EU-AIA this is limited to training, validation, and test data, whereas267

for news organisations the question of input of sensitive data into AI systems is crucial to preserve268

privacy of possible sources, reflecting the broader GDPR compliance required under the EU-AIA.269

Gaps. The news’ AI policies cover several points not covered by the EU-AIA. In particular, The270

Guardian emphasises compensating those whose data is used for AI, while the EU-AIA lacks explicit271

provisions for data creators’ compensation outside of existing copyright regulations. Financial Times272

and Mediahuis include newsroom AI training in their policies. The EU Act currently only requires273

AI literacy training for developers and deployers of AI systems. If news organisations as downstream274

users of these systems are not considered as deployers, this requirement will not cover this type of275

distribution of AI-generated content. Multiple policies require addressing bias in the AI systems276

used by journalists, a topic that is yet to be comprehensively covered by legislation. The internal AI277

usage register policy by Financial Times is an additional documentation practice not specified by the278

Act but useful for accountability. It could enable retroactive checks on which content was created279

with which AI system and where the systems where used, which would improve transparency and280

accountability of this outlet, and hence potentially increase trust in it.281

6.2 University Education’s Policies282

Similarities. University AI guidelines closely align with the EU AI Act’s provisions, particularly283

regarding transparency, human oversight, and data privacy. Universities’ emphasis on protecting284

personal data and advising against uploading sensitive information to AI tools reflects Article 10285

of the AI Act’s data governance requirements and broader GDPR compliance. The requirement286

for human oversight in AI-driven assessments and exams mirrors Article 14’s mandate for human287

5https://artificialintelligenceact.eu/ai-act-implementation-next-steps/
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monitoring in high-risk AI systems, with universities either prohibiting AI in exams entirely or288

implementing strict oversight to ensure AI doesn’t replace independent student evaluation. Since289

the AI Act classifies education as a high-risk area (Article 6 Annex III), universities are addressing290

concerns about bias mitigation and fairness, particularly regarding potential grading biases and291

manipulation tactics in AI assessments, while also exploring applications like adaptive learning and292

dropout risk prediction—the latter presenting challenges in balancing improved performance with293

regulatory compliance requirements.294

Gaps. University AI policies address critical issues absent from or not explicitly covered by the295

AIA, including the environmental impact and sustainability of AI use (highlighted by institutions296

like UiO, TUD, and KUL) and the risk of digital inequity among students arising from disparities297

in access to paid tools and variations in content quality based on user skills. While the AIA’s298

Article 4 mandates AI literacy training for developers and deployers, university policies extend this299

responsibility to educators and students, encouraging critical evaluation of AI outputs and providing300

resources for effective AI interaction – a proactive approach that contrasts with the AIA’s narrower301

focus on professional users. Overall, universities adopt a context-specific governance approach that302

addresses academic integrity, assessment reliability, and pedagogical challenges in ways that current303

EU regulation does not yet fully capture, complementing the AIA’s legal framework for AI safety,304

transparency, and human oversight with education-specific considerations.305

7 Policy Recommendations Based on Gaps Identified in This Work306

To reiterate, according to the legal endogeneity theory, the local organisational practices and reg-307

ulatory efforts are constantly impacting each other. The above practices in universities and news308

organisations highlight many themes, but of particular interest are the themes where the best practice309

recommendations for organisations depend on a higher transparency from the model providers. Since310

that currently goes against the market incentives6, we identify the following as the areas most in need311

of further research and consideration for top-down governance efforts.312

Expanding AI literacy training. The EU-AIA mandates AI literacy training for developers and313

deployers (Article 4), but it does not mandate AI literacy for students, teachers, journalists, the314

general public who generate or interact with AI-generated content, or even the media professionals or315

other users of AI models distributing their outputs on a large scale. Universities integrate AI literacy316

into academic policies, requiring students and educators to develop critical engagement with AI317

tools. Institutions like CUNI make a proactive step in this direction emphasising the education in AI318

ethics and responsible use. Newsrooms such as Financial Times and Mediahuis provide AI training319

for journalists, ensuring that AI-generated content is fact-checked and responsibly handled. Such320

training should include also critical reflection on the real functionality of the current AI models vs the321

marketing hype. While it is important to keep responsibility with the AI developers and deployers,322

supporting users on how to approach AI will be critical.323

Policies addressing Digital Inequity. The EU-AIA does not explicitly address digital inequity, despite324

its potential to exacerbate social and economic disparities (e.g. due to unequal access to AI and325

different quality of the models available for different socio-economic and linguistic groups). This326

is particularly relevant in education, where university AI policies have highlighted concerns about327

disparities in access to paid vs. free AI tools, as well as differences in the quality of AI-generated328

content based on user skills. Other concerns include the temptation to use AI ‘education’ as a329

low-cost substitute for human teachers for the already underpriviledged groups, and siphoning of330

public resources to for-profit AI providers instead of building public AI infrastructure. All this331

requires more thought to develop more equitable education infrastructure and policies that consider332

socio-economic impact on various population groups.333

Improved Transparency for Generated Content. While EU-AIA Article 52 mandates disclosure of334

AI-generated content, it does not specify how AI-assisted work should be attributed or audited by335

downstream users, or how the record of AI assistance should be kept. Universities enforce strict336

AI citation rules, requiring students to disclose AI-generated content to uphold academic integrity.337

6Some of these themes were part of AIA debates but got watered down by AI provider companies Wachter
[2024]. However, the fundamental discrepancies in the organisational policies, such as whether or not the use of
non-ethically-sourced model services is allowed.

8



However, there is no standardised framework for disclosing AI use, which could aid AI literacy338

across sectors. For example, in student submissions (e.g. should it be a brief description, or a full339

prompt+output? How should the source system be specified?) An interesting practice is the internal340

AI usage registers in Financial Times, which allows editors to track which articles were AI-assisted.341

Getting specific about ‘bias’. Both news and university policies sometimes warn about the possibility342

of ‘bias’, but it is not clear what kinds of bias should be addressed, or how. This is a gap legislation343

could address by providing guidance (e.g. based on existing human rights and non-discrimination344

laws) for model providers, deployers, as well as downstream users and content distributors.345

Attribution and compensation of sources of AI training data. EU has copyright laws, but AI training346

data poses new challenges currently tested in both US Vynck [2023], Grynbaum and Mac [2023] and347

in Europe Smith [2024]. In our sample, only The Guardian advocates for compensation of content348

creators whose data is used as part of AI training. In education, an equally important factor is source349

attribution, without which the students could be unwittingly plagiarising existing scholarly work. The350

question of data governance and compensation should be further investigated, taking into account351

concepts such as data collectives Hsieh et al. [2024].352

Disclosing Environmental Impact of AI. The Act does not explicitly address the carbon footprint353

of AI models besides documentation, despite researchers’ concerns about large-scale computational354

demands Dodge et al. [2022], Bouza et al. [2023], Luccioni and Hernandez-Garcia [2023], Li et al.355

[2023]. Some universities and news outlets highlight the environmental costs of training and running356

large models, yet there are no regulatory incentives to optimise for sustainability. One ongoing357

research direction is developing more efficient models Treviso et al. [2023], but if the more efficient358

models just get used more, this will not help. Mandating a visible disclosure to the users of how359

much water and energy each AI query costs, and where the resources come from, could help to360

discourage excessive use. Organisations could also have AI use by their employees as a part of their361

sustainability reporting.362

Detection and enforceability. There are currently no reliable methods of detecting generated text,363

which makes any policies unenforceable. A promising solution is watermarking Jiang et al. [2024],364

Roman et al. [2024], but the providers of commercial LLMs have no incentive to provide a mechanism365

that could reduce the usage of their services Davis [2024], Gloaguen et al. [2024]. This is where366

the considerations of social impact Solaiman et al. [2023] should guide regulation mandating such367

transparency from the popular AI service providers.368

Clarifying liability. In compliance with EU-AIA, providers of AI models may attempt to build in369

“safeguards” to avoid e.g. toxic outputs, and they will have to pass some evaluations to put the model370

on the market. But should something go wrong, e.g. seriously impacting the mental health of the371

user, it is currently not clear how much legal recourse the affected users would have. The question of372

AI liability European Comission [2025] will get more pressing with the amount of cases that pose the373

question of responsibility for the consequences of AI use Dao et al. [2022].374

8 Conclusion375

In conclusion, the rapid adoption of AI technologies across diverse domains has exposed significant376

gaps in governance, with multiple organisations scrambling to quickly develop their policies. Our377

comparative analysis of AI guidelines in universities and news organisations highlights both shared378

and domain-specific challenges, such as the need for clear accountability mechanisms, addressing379

biases, and managing domain-specific applications like personalised learning and content generation.380

We have also identified multiple challenges that are known in academic research, but not addressed by381

the current policies. These findings underscore the fragmented nature of current governance efforts382

and the critical need for cohesive policies that balance local organisational needs with broader societal383

and technological imperatives, while recognising and supporting areas where more research is needed384

for better policies. By identifying these gaps and challenges, this paper offers actionable insights for385

refining legislation and informs the critical future directions of research. Ultimately, bridging the386

disconnect between local practices, academic research, and global standards is essential for ensuring387

the safe, fair, and effective deployment of AI across diverse contexts.388
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Appendix674

Ethical Considerations Statement675

This study analyses AI policies from ten news organisations and ten universities to identify gaps in the676

EU AI Act that could be clarified for its implementation and point out possible research directions. All677

data used in this research is derived from publicly available policy documents, ensuring transparency678

and compliance with ethical research standards. We strived to present any interpretations or critiques679

of the policies in a constructive manner to inform policymakers, AI practitioners, and institutional680

stakeholders.681

This study strives to respects intellectual property rights by citing all sources and representing policy682

content appropriately. Since the analysis pertains to institutional policies rather than individual data,683

no personally identifiable information is processed or collected.684

Finally, we acknowledge that AI governance is an evolving field. To the best of our knowledge, our685

findings reflect the state of AI policies at the time of analysis and should be interpreted in light of686

ongoing regulatory and institutional developments. We encourage further interdisciplinary dialogue687

to refine AI governance frameworks in alignment with ethical, legal, and societal expectations.688

Known research challenges not covered in EU-AIA or organisational policies689

Finally, let us consider the set of sociotechnical challenges that is more broadly known from the690

existing academic literature (App., Table 6), but that we have not found to be addressed in sufficient691

detail in either organisational policies we considered or EU-AIA:692

• Definition. The organisational policies do not typically define what kind of ‘AI’ is being addressed,693

and the definition proposed in EU-AIA has been criticized by researchers Hooker [2024].694

• Enforceability. Many policies we considered require declaration of AI use, yet there are no robust695

detection mechanisms to verify compliance for generated texts Puccetti et al. [2024].696

• Unsafe outputs. Only one university in our sample (UiO) mentioned the possibility of exposing697

students to inappropriate outputs from AI models.698

• Misleading marketing claims. AI providers are constantly advertising new models claimed to be699

ever better at ‘reasoning’, ‘understanding’ and other constructs of questionable validity for the700

current AI Mitchell [2021]. Many policies we examined seem to be influenced by ‘fear of missing701

out’, manufactured by such narratives. More stringent requirements of transparency for claimed702

benchmark results could alleviate this problem.703

• Explainability. We saw no policies directly addressing the fact that the current AI systems are704

not interpretable, which has implications for their use (especially where decisions could have705

significant consequences, e.g. student grading or news fact-checking).706

• Un-equitable quality of service. Some university policies mention the need for AI literacy training,707

but we did not find that in news, and EU-AIA also does not discuss that for the users of AI systems.708

• Risks to skills. It is possible that over-reliance on AI systems could damage basic competences or709

creativity of its users, but most policies we examined do not seriously consider this factor.710

• Risks to workforce skills. Only 3 universities and no news organisations considered this point, and711

it is not addressed in EU-AIA beside documentation.712
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Code Description News Edu

Suggested Uses
Illustrations/Graphics Using AI to generate illustrations and graphics for publication. ✓
Image generation Creating photorealistic visuals, diagrams, or representations. ✓ ✓
Article generation Generating long texts for publication. ✓
Data analysis Processing and analysing large datasets. ✓
Language tool Grammar checks, proofreading, and rephrasing. ✓ ✓
Transcription/Translation Transcribing or translating content. ✓ ✓
Ideas (Content) Brainstorming story ideas, headlines, sources. ✓
Ideas (Marketing) Generating ideas for marketing campaigns. ✓
Ideas (University) Brainstorming project/curriculum planning. ✓
Content moderation Filtering spam, hate speech, fake news. ✓
Self-learning Supporting independent learning with adaptive resources. ✓
Course design Drafting rubrics, assignments, teaching materials. ✓
Personalisation Tailoring content to learner needs/preferences. ✓
Coding Debugging, code snippets, concept clarification. ✓
Topic knowledge Explaining concepts, simulating discussion, suggesting readings. ✓
Feedback Giving feedback on essays, projects, code. ✓
Summarisation Condensing academic texts or lectures. ✓
Assessment Assisting with assignment evaluation. ✓
Search Guiding research or literature review. ✓

Issued Warning and Rules
Human oversight Require human review of AI output. ✓ ✓
Declaration of use Disclosure of AI tool use. ✓ ✓
Document AI use Internal tracking of AI experiments. ✓
Factual accuracy Encourage fact-checking of outputs. ✓ ✓
Bias in AI Mitigating biased or discriminatory content. ✓ ✓
Privacy and sensitive data Discouraging input of private or sensitive data. ✓ ✓
Copyright Awareness of content and input IP risks. ✓ ✓
AI literacy training Educating users on ethical/effective AI use. ✓ ✓
No prioritisation Preventing biased prioritisation of outputs. ✓
Knowledge cut-off Warning about outdated training data. ✓
Persuasiveness Warning about convincing but incorrect output. ✓
Source attribution Lack of citations and plagiarism risk. ✓
Digital inequity Unequal access and capabilities across users. ✓
Skills assessment AI use may obscure student ability. ✓
Environment Awareness of AI’s environmental cost. ✓
Teacher load Increased burden for educators monitoring AI. ✓

Table 3: Codes used for annotating the policies of news organisations (News) and universities (Edu).
✓indicates that the code was present in that domain.

Name Abbreviation Country
The Guardian Guardian UK
ANP ANP Netherlands
Mediahuis Mediahuis Belgium / Nether-

lands
Norwegian Tabloid VG VG Norway
Le Parisien Parisien France
Financial Times FT UK
Süddeutsche Zeitung SZ Germany
Der Spiegel Spiegel Germany
Ringier Ringier Switzerland
BBC BBC UK

Table 4: Selected news organisations.
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Name Abbreviation Country
Technical University of Munich TUM Germany
Delft University of Technology TU Delft Netherlands
KTH Royal Institute of Technology KTH Sweden
Aalto University Aalto Finland
Technical University of Denmark DTU Denmark
KU Leuven KUL Belgium
Swiss Federal Institute of Technology
Zurich

ETH Switzerland

Charles University CUNI Czech Republic
University of Vienna Vie Austria
University of Lisbon UdL Portugal
University of Oslo UiO Norway

Table 5: Selected universities.
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Challenge & Summary Risk for the org.
What is regulated: what kind of models even fall under the policy? Definitions can
be based on training compute European Parliament [2024], data Rogers and Luccioni
[2024], performance Anderljung et al. [2023] etc.

Guidelines not
scoped appropri-
ately

Detectability & enforceability: can we detect when AI models’ usage violates the
policy? Particularly, when generated content is used without disclosure? At present,
no Puccetti et al. [2024].

Guidelines not en-
forceable

Factual errors: the current models cannot reliably reject queries for which they do
not have enough information Amayuelas et al. [2024], and may output plausible-
sounding but false results that are hard to identify and check Zhang et al. [2023],
Hicks et al. [2024]. Retrieval-augmented generation still has this problem Mehrotra
[2024].

Losing credibility
and reputation

Unsafe models: in spite of attempts to force the models to follow certain content
policies Ouyang et al. [2022], the models can still violate them Derczynski et al.
[2024], and this training can even decrease the quality in some aspects Judge et al.
[2024], Casper et al. [2023].

Exposing employ-
ees to toxic outputs

Privacy and security risks: employees using non-local generative AI models may
expose sensitive data from themselves and their organizations to the entity controlling
such models Kim [2023] or third-party attackers Wu et al. [2024]. Platform plugins
may also increase vulnerabilities Iqbal et al. [2024].

Exposing sensitive
data

Misleading marketing claims: employees may believe the claims of AI model
“capabilities” and trust the machine too much Khera et al. [2023], even though the
benchmark results may be compromised by methodological problems and test set
contamination Rogers and Luccioni [2024].

Degradation in the
outputs of the orga-
nization

Transparency & accountability: the social and legal norms on disclosing AI
“assistance” and taking responsibility for the resulting text have not yet settled. The
popular providers of these models do not accept responsibility for any faults in the
output7.

Public blame for
any missteps

Bias & inequity: The social biases in AI systems are well-documented Bolukbasi
et al. [2016], Nadeem et al. [2021], Marchiori Manerba et al. [2024], Stańczak et al.
[2023], Hutchinson et al. [2020], Bender et al. [2021], Sharma et al. [2024], and the
use of such models may reinforce misrepresentations in the society.

Discrimination,
ethical code
violation

Explainability: checking model outputs would be easier if they were accompanied
by rationales, the current interpretability methods are not faithful to the model’s
actual decision-making Lanham et al. [2023], Atanasova et al. [2023].

Trusting unreliable
solutions

Brittleness: Generative models perform worse outside of their training distribution
McCoy et al. [2024a,b]. For language models, this includes changes in both language
(idiolects, dialects, diachronic changes), content (e.g. evolving world knowledge),
and slight variations in prompt formulation and examples Zhu et al. [2023], Lu et al.
[2022].

Employees wasting
time and/or getting
poor results

Risks to creativity: AI systems may generate unseen sequences of words, but their
“creativity” is combinatorial, often lacking diversity, feasibility, and depth Si et al.
[2024], Padmakumar and He [2024], and further degraded in languages other than
English Marco et al. [2024]. Exposure to AI assistance could decrease human
creativity and diversity of ideas in non-assisted tasks Kumar et al. [2024].

Degradation in the
outputs of the or-
ganization and its
existing human re-
sources

Credit & Attribution: AI systems are commonly trained on copyrighted textsGray
[2024] without author consent. This practice triggered multiple lawsuits Brittain
and Brittain [2023], Vynck [2023], Firm and Butterick [2022], Grynbaum and Mac
[2023], Panwar [2025], protests from the creators Heikkilä [2022], Authors Guild
Foundation [2025], and questions about the credit for the author of an “assisted” text
Formosa et al. [2024].

Legal exposure, vi-
olating plagiarism
policies/principles

Carbon emissions: The current AI systems are environmentally costly for both
training and inference Luccioni and Hernandez-Garcia [2023], Dodge et al. [2022],
Bouza et al. [2023], Li et al. [2023], and workflows that significantly rely on them
would have adverse effect on climate action.

Not meeting sus-
tainability goals

Table 6: Major sociotechnical challenges for organizations relying on the current AI technology
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News Organisation Policy Link Version
Guardian https://www.theguardian.com/help/insidegua

rdian/2023/jun/16/the-guardians-approach-t
o-generative-ai

June 2023

ANP https://drive.google.com/file/d/1-3sAJtkOJr
dIGw-gZFqYDEGQQNw13e0U/view

April 2023

Mediahuis https://www.independent.ie/editorial/edito
rial/aiframeworkguide140623.pdf

May 2023

VG https://www.vg.no/informasjon/redaksjonell
e-avgjorelser/188

April 2023

Parisien https://www.cbnews.fr/medias/image-groupe-e
chos-parisien-s-engage-face-intelligence-a
rtificielle-generative-76799

May 2023

FT https://www.ft.com/content/18337836-7c5f-4
2bd-a57a-24cdbd06ec51

May 2023

SZ www.ethz.ch/en/the-eth-zurich/education/ai
-in-education.html

Dec. 2024

Spiegel https://www.sueddeutsche.de/projekte/artik
el/kolumne/kuenstliche-intelligenz-ki-e9035
07/

June 2023

BBC https://www.bbc.co.uk/supplying/working-wit
h-us/ai-principles/

Feb. 2024

Ringier https://www.ringier.com/ringier-introduce
s-clear-guidelines-for-the-use-of-artific
ial-intelligence/

May 2023

Table 7: Links to AI policies and their versions for each news organisation.

University Guidelines Link Version
TUM www.prolehre.tum.de/fileadmin/w00btq/www/Angebot

e_Broschueren_Handreichungen/ProLehre_Handreichu
ng_ChatGPT_EN.pdf

Feb. 2023

TU Delft www.tudelft.nl/teaching-support/educational-adv
ice/assess/guidelines/ai-chatbots-in-unsupervise
d-assessment

June 2023

KTH www.kth.se/profile/wouter/page/chatgpt-pragmatic
-guidelines-for-students-september-2023

Sep. 2023

Aalto www.aalto.fi/en/services/guidance-for-the-use-o
f-artificial-intelligence-in-teaching-and-learn
ing-at-aalto-university

Aug. 2023

DTU www.dtu.dk/english/newsarchive/2024/01/dtu-opens
-up-for-the-use-of-artificial-intelligence-in-t
eaching

Jan. 2024

KUL www.kuleuven.be/english/genai -
ETH www.ethz.ch/en/the-eth-zurich/education/ai-in-e

ducation.html
Dec. 2024

CUNI www.ai.cuni.cz/AI-12-version1-ai_elearning_en.p
df

June 2023

Vie www.studieren.univie.ac.at/en/studying-exams/a
i-in-studies-and-teaching/

Sep. 2024

UdL www.conselhopedagogico.tecnico.ulisboa.pt/files/
sites/32/ferramentas-de-ai-no-ensino-v8-1.pdf

Nov. 2023

UiO www.uio.no/english/services/ai/ -

Table 8: Links to AI guidelines and their versions for each university.
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NeurIPS Paper Checklist713

1. Claims714

Question: Do the main claims made in the abstract and introduction accurately reflect the715

paper’s contributions and scope?716

Answer: [Yes]717

Justification: The abstract and introduction clearly state that the paper examines AI policies718

from news organizations and universities to identify convergence/divergence patterns and719

inform AI legislation refinements, which in turn accurately reflects the paper’s contributions.720

Guidelines:721

• The answer NA means that the abstract and introduction do not include the claims722

made in the paper.723

• The abstract and/or introduction should clearly state the claims made, including the724

contributions made in the paper and important assumptions and limitations. A No or725

NA answer to this question will not be perceived well by the reviewers.726

• The claims made should match theoretical and experimental results, and reflect how727

much the results can be expected to generalize to other settings.728

• It is fine to include aspirational goals as motivation as long as it is clear that these goals729

are not attained by the paper.730

2. Limitations731

Question: Does the paper discuss the limitations of the work performed by the authors?732

Answer: [Yes]733

Justification: The paper acknowledges limitations, including geographic coverage decisions734

(one outlet/university per country), the temporal nature of the analysis, and scope limitations735

in the corresponding Methodology Section descriptions(§3) and Ethical Considerations736

Statement (Appendix).737

Guidelines:738

• The answer NA means that the paper has no limitation while the answer No means that739

the paper has limitations, but those are not discussed in the paper.740

• The authors are encouraged to create a separate "Limitations" section in their paper.741

• The paper should point out any strong assumptions and how robust the results are to742

violations of these assumptions (e.g., independence assumptions, noiseless settings,743

model well-specification, asymptotic approximations only holding locally). The authors744

should reflect on how these assumptions might be violated in practice and what the745

implications would be.746

• The authors should reflect on the scope of the claims made, e.g., if the approach was747

only tested on a few datasets or with a few runs. In general, empirical results often748

depend on implicit assumptions, which should be articulated.749

• The authors should reflect on the factors that influence the performance of the approach.750

For example, a facial recognition algorithm may perform poorly when image resolution751

is low or images are taken in low lighting. Or a speech-to-text system might not be752

used reliably to provide closed captions for online lectures because it fails to handle753

technical jargon.754

• The authors should discuss the computational efficiency of the proposed algorithms755

and how they scale with dataset size.756

• If applicable, the authors should discuss possible limitations of their approach to757

address problems of privacy and fairness.758

• While the authors might fear that complete honesty about limitations might be used by759

reviewers as grounds for rejection, a worse outcome might be that reviewers discover760

limitations that aren’t acknowledged in the paper. The authors should use their best761

judgment and recognize that individual actions in favor of transparency play an impor-762

tant role in developing norms that preserve the integrity of the community. Reviewers763

will be specifically instructed to not penalize honesty concerning limitations.764

3. Theory assumptions and proofs765
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Question: For each theoretical result, does the paper provide the full set of assumptions and766

a complete (and correct) proof?767

Answer:[NA]768

Justification: This paper is an empirical policy analysis study and does not include theoretical769

results or proofs.770

Guidelines:771

• The answer NA means that the paper does not include theoretical results.772

• All the theorems, formulas, and proofs in the paper should be numbered and cross-773

referenced.774

• All assumptions should be clearly stated or referenced in the statement of any theorems.775

• The proofs can either appear in the main paper or the supplemental material, but if776

they appear in the supplemental material, the authors are encouraged to provide a short777

proof sketch to provide intuition.778

• Inversely, any informal proof provided in the core of the paper should be complemented779

by formal proofs provided in appendix or supplemental material.780

• Theorems and Lemmas that the proof relies upon should be properly referenced.781

4. Experimental result reproducibility782

Question: Does the paper fully disclose all the information needed to reproduce the main ex-783

perimental results of the paper to the extent that it affects the main claims and/or conclusions784

of the paper (regardless of whether the code and data are provided or not)?785

Answer: [Yes]786

Justification: The paper provides detailed methodology for policy selection (§3), coding787

procedures (§3), and includes all source links in Table 7 and Table 8, enabling reproduction788

of the analysis.789

Guidelines:790

• The answer NA means that the paper does not include experiments.791

• If the paper includes experiments, a No answer to this question will not be perceived792

well by the reviewers: Making the paper reproducible is important, regardless of793

whether the code and data are provided or not.794

• If the contribution is a dataset and/or model, the authors should describe the steps taken795

to make their results reproducible or verifiable.796

• Depending on the contribution, reproducibility can be accomplished in various ways.797

For example, if the contribution is a novel architecture, describing the architecture fully798

might suffice, or if the contribution is a specific model and empirical evaluation, it may799

be necessary to either make it possible for others to replicate the model with the same800

dataset, or provide access to the model. In general. releasing code and data is often801

one good way to accomplish this, but reproducibility can also be provided via detailed802

instructions for how to replicate the results, access to a hosted model (e.g., in the case803

of a large language model), releasing of a model checkpoint, or other means that are804

appropriate to the research performed.805

• While NeurIPS does not require releasing code, the conference does require all submis-806

sions to provide some reasonable avenue for reproducibility, which may depend on the807

nature of the contribution. For example808

(a) If the contribution is primarily a new algorithm, the paper should make it clear how809

to reproduce that algorithm.810

(b) If the contribution is primarily a new model architecture, the paper should describe811

the architecture clearly and fully.812

(c) If the contribution is a new model (e.g., a large language model), then there should813

either be a way to access this model for reproducing the results or a way to reproduce814

the model (e.g., with an open-source dataset or instructions for how to construct815

the dataset).816

(d) We recognize that reproducibility may be tricky in some cases, in which case817

authors are welcome to describe the particular way they provide for reproducibility.818

In the case of closed-source models, it may be that access to the model is limited in819
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some way (e.g., to registered users), but it should be possible for other researchers820

to have some path to reproducing or verifying the results.821

5. Open access to data and code822

Question: Does the paper provide open access to the data and code, with sufficient instruc-823

tions to faithfully reproduce the main experimental results, as described in supplemental824

material?825

Answer: [Yes]826

Justification: All analyzed policies are publicly available with URLs provided in Table 7827

and Table 8. The coding framework is described in Table 3.828

Guidelines:829

• The answer NA means that paper does not include experiments requiring code.830

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/pu831

blic/guides/CodeSubmissionPolicy) for more details.832

• While we encourage the release of code and data, we understand that this might not be833

possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not834

including code, unless this is central to the contribution (e.g., for a new open-source835

benchmark).836

• The instructions should contain the exact command and environment needed to run to837

reproduce the results. See the NeurIPS code and data submission guidelines (https:838

//nips.cc/public/guides/CodeSubmissionPolicy) for more details.839

• The authors should provide instructions on data access and preparation, including how840

to access the raw data, preprocessed data, intermediate data, and generated data, etc.841

• The authors should provide scripts to reproduce all experimental results for the new842

proposed method and baselines. If only a subset of experiments are reproducible, they843

should state which ones are omitted from the script and why.844

• At submission time, to preserve anonymity, the authors should release anonymized845

versions (if applicable).846

• Providing as much information as possible in supplemental material (appended to the847

paper) is recommended, but including URLs to data and code is permitted.848

6. Experimental setting/details849

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-850

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the851

results?852

Answer: [NA]853

Justification: The paper does not include computation experiments.854

Guidelines:855

• The answer NA means that the paper does not include experiments.856

• The experimental setting should be presented in the core of the paper to a level of detail857

that is necessary to appreciate the results and make sense of them.858

• The full details can be provided either with the code, in appendix, or as supplemental859

material.860

7. Experiment statistical significance861

Question: Does the paper report error bars suitably and correctly defined or other appropriate862

information about the statistical significance of the experiments?863

Answer: [NA]864

Justification: The paper does not include computation experiments.865

Guidelines:866

• The answer NA means that the paper does not include experiments.867

• The authors should answer "Yes" if the results are accompanied by error bars, confi-868

dence intervals, or statistical significance tests, at least for the experiments that support869

the main claims of the paper.870
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• The factors of variability that the error bars are capturing should be clearly stated (for871

example, train/test split, initialization, random drawing of some parameter, or overall872

run with given experimental conditions).873

• The method for calculating the error bars should be explained (closed form formula,874

call to a library function, bootstrap, etc.)875

• The assumptions made should be given (e.g., Normally distributed errors).876

• It should be clear whether the error bar is the standard deviation or the standard error877

of the mean.878

• It is OK to report 1-sigma error bars, but one should state it. The authors should879

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis880

of Normality of errors is not verified.881

• For asymmetric distributions, the authors should be careful not to show in tables or882

figures symmetric error bars that would yield results that are out of range (e.g. negative883

error rates).884

• If error bars are reported in tables or plots, The authors should explain in the text how885

they were calculated and reference the corresponding figures or tables in the text.886

8. Experiments compute resources887

Question: For each experiment, does the paper provide sufficient information on the com-888

puter resources (type of compute workers, memory, time of execution) needed to reproduce889

the experiments?890

Answer: [NA]891

Justification: The paper does not include computation experiments.892

Guidelines:893

• The answer NA means that the paper does not include experiments.894

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,895

or cloud provider, including relevant memory and storage.896

• The paper should provide the amount of compute required for each of the individual897

experimental runs as well as estimate the total compute.898

• The paper should disclose whether the full research project required more compute899

than the experiments reported in the paper (e.g., preliminary or failed experiments that900

didn’t make it into the paper).901

9. Code of ethics902

Question: Does the research conducted in the paper conform, in every respect, with the903

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?904

Answer: [Yes]905

Justification: We follow the NeurIPS Code of Ethics and discuss ethical considerations in906

the appendix (Ethical Considerations Statement).907

Guidelines:908

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.909

• If the authors answer No, they should explain the special circumstances that require a910

deviation from the Code of Ethics.911

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-912

eration due to laws or regulations in their jurisdiction).913

10. Broader impacts914

Question: Does the paper discuss both potential positive societal impacts and negative915

societal impacts of the work performed?916

Answer: [Yes]917

Justification: We mention societal impact both as policy recommendations as well as point918

out ethical implications in the appendix (Ethical Considerations Statement).919

Guidelines:920

• The answer NA means that there is no societal impact of the work performed.921
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• If the authors answer NA or No, they should explain why their work has no societal922

impact or why the paper does not address societal impact.923

• Examples of negative societal impacts include potential malicious or unintended uses924

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations925

(e.g., deployment of technologies that could make decisions that unfairly impact specific926

groups), privacy considerations, and security considerations.927

• The conference expects that many papers will be foundational research and not tied928

to particular applications, let alone deployments. However, if there is a direct path to929

any negative applications, the authors should point it out. For example, it is legitimate930

to point out that an improvement in the quality of generative models could be used to931

generate deepfakes for disinformation. On the other hand, it is not needed to point out932

that a generic algorithm for optimizing neural networks could enable people to train933

models that generate Deepfakes faster.934

• The authors should consider possible harms that could arise when the technology is935

being used as intended and functioning correctly, harms that could arise when the936

technology is being used as intended but gives incorrect results, and harms following937

from (intentional or unintentional) misuse of the technology.938

• If there are negative societal impacts, the authors could also discuss possible mitigation939

strategies (e.g., gated release of models, providing defenses in addition to attacks,940

mechanisms for monitoring misuse, mechanisms to monitor how a system learns from941

feedback over time, improving the efficiency and accessibility of ML).942

11. Safeguards943

Question: Does the paper describe safeguards that have been put in place for responsible944

release of data or models that have a high risk for misuse (e.g., pretrained language models,945

image generators, or scraped datasets)?946

Answer: [NA]947

Justification: The paper analyses existing public policies and does not release models, code,948

or datasets requiring safeguards.949

Guidelines:950

• The answer NA means that the paper poses no such risks.951

• Released models that have a high risk for misuse or dual-use should be released with952

necessary safeguards to allow for controlled use of the model, for example by requiring953

that users adhere to usage guidelines or restrictions to access the model or implementing954

safety filters.955

• Datasets that have been scraped from the Internet could pose safety risks. The authors956

should describe how they avoided releasing unsafe images.957

• We recognize that providing effective safeguards is challenging, and many papers do958

not require this, but we encourage authors to take this into account and make a best959

faith effort.960

12. Licenses for existing assets961

Question: Are the creators or original owners of assets (e.g., code, data, models), used in962

the paper, properly credited and are the license and terms of use explicitly mentioned and963

properly respected?964

Answer: [Yes]965

Justification: We link to the policies used for the analysis in this paper.966

Guidelines:967

• The answer NA means that the paper does not use existing assets.968

• The authors should cite the original paper that produced the code package or dataset.969

• The authors should state which version of the asset is used and, if possible, include a970

URL.971

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.972

• For scraped data from a particular source (e.g., website), the copyright and terms of973

service of that source should be provided.974
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• If assets are released, the license, copyright information, and terms of use in the package975

should be provided. For popular datasets, paperswithcode.com/datasets has976

curated licenses for some datasets. Their licensing guide can help determine the license977

of a dataset.978

• For existing datasets that are re-packaged, both the original license and the license of979

the derived asset (if it has changed) should be provided.980

• If this information is not available online, the authors are encouraged to reach out to981

the asset’s creators.982

13. New assets983

Question: Are new assets introduced in the paper well documented and is the documentation984

provided alongside the assets?985

Answer: [NA]986

Justification: The paper does not introduce new datasets, models, or code assets.987

Guidelines:988

• The answer NA means that the paper does not release new assets.989

• Researchers should communicate the details of the dataset/code/model as part of their990

submissions via structured templates. This includes details about training, license,991

limitations, etc.992

• The paper should discuss whether and how consent was obtained from people whose993

asset is used.994

• At submission time, remember to anonymize your assets (if applicable). You can either995

create an anonymized URL or include an anonymized zip file.996

14. Crowdsourcing and research with human subjects997

Question: For crowdsourcing experiments and research with human subjects, does the paper998

include the full text of instructions given to participants and screenshots, if applicable, as999

well as details about compensation (if any)?1000

Answer: [NA]1001

Justification: The paper analyses publicly available policy documents and does not involve1002

human subjects research.1003

Guidelines:1004

• The answer NA means that the paper does not involve crowdsourcing nor research with1005

human subjects.1006

• Including this information in the supplemental material is fine, but if the main contribu-1007

tion of the paper involves human subjects, then as much detail as possible should be1008

included in the main paper.1009

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,1010

or other labor should be paid at least the minimum wage in the country of the data1011

collector.1012

15. Institutional review board (IRB) approvals or equivalent for research with human1013

subjects1014

Question: Does the paper describe potential risks incurred by study participants, whether1015

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)1016

approvals (or an equivalent approval/review based on the requirements of your country or1017

institution) were obtained?1018

Answer: [NA]1019

Justification: No human subjects research was conducted.1020

Guidelines:1021

• The answer NA means that the paper does not involve crowdsourcing nor research with1022

human subjects.1023

• Depending on the country in which research is conducted, IRB approval (or equivalent)1024

may be required for any human subjects research. If you obtained IRB approval, you1025

should clearly state this in the paper.1026
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• We recognize that the procedures for this may vary significantly between institutions1027

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the1028

guidelines for their institution.1029

• For initial submissions, do not include any information that would break anonymity (if1030

applicable), such as the institution conducting the review.1031

16. Declaration of LLM usage1032

Question: Does the paper describe the usage of LLMs if it is an important, original, or1033

non-standard component of the core methods in this research? Note that if the LLM is used1034

only for writing, editing, or formatting purposes and does not impact the core methodology,1035

scientific rigorousness, or originality of the research, declaration is not required.1036

Answer: [NA]1037

Justification: The core methodology involves manual analysis of policy documents through1038

iterative coding.1039

Guidelines:1040

• The answer NA means that the core method development in this research does not1041

involve LLMs as any important, original, or non-standard components.1042

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)1043

for what should or should not be described.1044
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