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Memes condense complex ideas into shareable formats, typically using text
overlayed on images [6], reflecting cultural and social trends [10]. They express
humor and irony, but can also serve malicious purposes, such as coordinated
hate campaigns and political messaging [8, 9, 2]. The task of meme clustering
aims to provide insights into how ideas and humor evolve online, aid moderation
of harmful content, and enable detection of emerging trends, o!ering a valuable
perspective on socio-political dynamics. E!ective meme clustering requires a
deep understanding of the factors behind inter-meme similarity.

Meme clustering has received little attention in previous research. Standard
bottom-up clustering methods [9, 13] are based on pixel-level similarity captured
through either local or global features, which o!er complementary strengths [12].
Recognizing that such methods cannot capture the multi-dimensional and rich
semantics of memes, another line of work grounds new memes in a knowledge
repository of novel templates [5, 1]. However, existing template-based approaches
rely on two strong assumptions: comprehensive database coverage and a single,
form-driven similarity. A more fundamental challenge with all existing methods
is the lack of agreement on how memes should be grouped, i.e., what it means for
two memes to be similar. Real-world memes defy strict template boundaries and
exhibit partial similarity [7]. These three challenges bring up the question: How
can we develop a comprehensive and modular meme clustering method that can
natively adapt to similarity dimensions?

This paper introduces a novel method that uses template-based matching
with multi-dimensional similarity features, thus eliminating the need for prede-
fined databases and supporting adaptive matching. Our methodology comprises
four steps (Figure 1). The first phase of feature extraction produces global
and local feature vectors. Global features represent entire images (e.g., using ViT
[4]), and local features encode key regions or points, e.g., using face recognition
models. Inspired by previous work [12, 11], we use multiple feature extractors
to capture complementary semantics of form, content, and identity. The feature
vectors serve as input for adjacency matrix construction, where each matrix
is aligned with the meme dimensions of textual content, visual content, form,
and identity. The adjacency matrices enable flexible analysis of image similarity,
but they can be aggregated to o!er a comprehensive similarity measure. The ad-
jacency matrices are leveraged to identify templates in a bottom-up manner.
This step includes matrix filtering for improved precision, followed by Louvain
clustering [3] to identify modular and high-density communities. Ultimately, we
match memes to the identified templates. by calculating meme-template
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Fig. 1. Our methodology: feature extraction, adjacency matrix construction, template
identification, and template matching.

similarity, assigning memes to templates, and ranking trade-o!s. This method-
ology allows for systematic and quantitative control over meme clustering, op-
timizing the balance between intra-cluster similarity and the breadth of images
included in the clusters.

We assess two aspects of the clusters produced by our method, based on
Know Your Meme (KYM) and Reddit data [5, 13]. First, we investigate the
accuracy of our method compared to ablated baselines by computing the cluster
consistency against preexisting clusters in KYM and the cluster coherence
through an Imposter-Host task with a human study. We observe that our the
template-based clustering method obtains greater consistency across all feature
sets. Moreover, incorporating more features leads to a more accurate clustering.
Notably, as the feature space becomes more complex, e!ective clustering becomes
increasingly di"cult without the guidance of meme templates. These results are
observed both through automatic and human evaluation. Second, we investigate
the e!ect of various similarity-based feature sets and their alignment with
human annotations of similarity dimensions. Among the individual feature sets,
clustering based on identity exhibits a high accuracy, which declines after the
initial 2,000 matched memes. Visual content and form are more informative
than text, indicating that the clustering of memes predominantly relies on their
visual features. The feature sets tend to successfully capture the intended aspect
of meme similarity, as the most commonly selected dimension aligns with the
target for each feature set. Our full paper presents two in-depth case studies of
the role of the individual similarity dimensions in meme clustering.

By addressing the complex nature of memes and their relationships, our
method enables more nuanced and accurate analyses of these popular digital
communication artifacts. Our method thus provides a balanced and systematic
perspective on studying the toxicity and semantics of Internet memes by social
scientists and content moderators. Several limitations remain, inspiring future
work: (i) sensitivity to the quality and interplay of the feature extraction meth-
ods; (ii) lack of background knowledge about culture, personal values, or intent;
and (iii) lack of guardrails to ensure its responsible use in practice by individuals
and groups. We make all supporting code available to support such endeavors.
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Abstract

Meme clustering is critical for toxicity detection, virality
modeling, and typing, but it has received little attention
in previous research. Clustering similar Internet memes is
challenging due to their multimodality, cultural context, and
adaptability. Existing approaches rely on databases, over-
look semantics, and struggle to handle diverse dimensions
of similarity. This paper introduces a novel method that uses
template-based matching with multi-dimensional similarity
features, thus eliminating the need for predefined databases
and supporting adaptive matching. Memes are clustered us-
ing local and global features across similarity categories such
as form, visual content, text, and identity. Our combined ap-
proach outperforms existing clustering methods, producing
more consistent and coherent clusters, while similarity-based
feature sets enable adaptability and align with human intu-
ition. We make all supporting code publicly available to sup-
port subsequent research.

Code — https://github.com/tygobl/meme-clustering

Introduction
Once niche in communities such as 4chan and Reddit, In-
ternet memes have gained widespread popularity due to so-
cial media and advances in image editing software (Theisen
et al. 2021). Memes condense complex ideas into shareable
formats, typically using text overlayed on images (Onielfa,
Casacuberta, and Escalera 2022), reflecting cultural and so-
cial trends (Shifman 2019). They express humor and irony,
but can also serve malicious purposes, such as coordinated
hate campaigns and political messaging (Pramanick et al.
2021; Qu et al. 2023; Beskow, Kumar, and Carley 2020).
The rapid proliferation and diversity of memes online ne-

cessitate automated analysis. Yet, their subtle, multimodal
nature —combining text, images, background knowledge,
and context —requires a broad set of intelligence capabili-
ties, making automated analysis of memes an AI-complete
challenge (Groppe and Jain 2024). Research on Internet
memes deals with modeling how memes evolve and spread
in online communities (Zannettou et al. 2018; Beskow, Ku-
mar, and Carley 2020; Qu et al. 2023; Weng, Menczer,

Copyright © 2025, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

(a) Original

(b) Form (c) Visual Content

(d) Textual Content (e) Identity

Figure 1: The original “Stonks” meme template, accompa-
nied by example memes related through various dimensions:
form, visual and textual content, and identity.

and Ahn 2014), analyzing the layered semantics and cul-
tural contexts of memes (Dancygier and Vandelanotte 2017;
Hee, Chong, and Lee 2023; Liu et al. 2022), applying ma-
chine learning to downstream learning tasks such as identi-
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fying hateful memes (Kiela et al. 2020; Thakur et al. 2023;
Grasso et al. 2024), and developing methods to generate
novel memes (Peirson and Tolunay 2018; Wang and Wen
2015). Analytical tasks with memes require a robust esti-
mate of meme similarity and cluster discovery (Dubey et al.
2018; Theisen et al. 2021). Clustering memes can provide
insights into how ideas and humor evolve online, aid moder-
ation of harmful content, and enable detection of emerging
trends, offering a valuable perspective on socio-political dy-
namics. Furthermore, given their challenging nature, memes
can serve as an ideal testbed for developing context-sensitive
methods broadly applicable to multimodal content analysis.
Standard bottom-up clustering methods (Qu et al. 2023;

Zannettou et al. 2018) are based on pixel-level similarity
captured through either local or global features, which offer
complementary strengths (Theisen et al. 2023). Recognizing
that such methods cannot capture the multi-dimensional and
rich semantics of memes, another line of work grounds new
memes in a knowledge repository of novel templates (Joshi,
Ilievski, and Luceri 2023; Bates et al. 2023). However, ex-
isting template-based approaches rely on two strong assump-
tions: comprehensive database coverage and a single, form-
driven similarity.
A more fundamental challenge with all existing methods

is the lack of agreement on how memes should be grouped,
i.e., what it means for two memes to be similar. Real-world
memes defy strict template boundaries and exhibit partial
similarity (Pandiani, Sang, and Ceolin 2024). New variants
continually emerge, borrowing elements from other memes,
mimicking, remixing by superimposing new elements, or
even repurposing images entirely, which makes their cluster-
ing relative to the dimension of interest. Figure 1 illustrates
the “Stonks” meme (a) alongside related memes:1 a remix
of the original template, keeping only its form with new su-
perimposed visual and text elements (Figure 1b); a mimetic
variation, retaining the visual content of a person in suit ob-
serving rising stock values but substituting the subject with
another well-known meme personality (Figure 1c); a varia-
tion of a different meme template2 related through text by
appropriating the “Stonks” catchword; and an identity sim-
ilarity case (Figure 1e) that features the same fictional char-
acter (“Meme Man”) as the “Stonks” meme in an entirely
different meme. These examples highlight the inherent chal-
lenges of matching these memes and defining what makes a
coherent cluster. For example, Figure 1d could be grouped
with the “Stonks” meme, other memes that follow the Steven
Crowder campus sign format, or both. Figure 1e raises the
question whether character continuity alone constitutes suf-
ficient grounds for grouping. As prior work did not consider
clustering relative to the similarity dimensions of interest,
we note a gap between assumptions in the literature and real-
world memes. In summary, we note three challenges with
prior work: the lack of consideration of semantics (bottom-
up clustering methods), the reliance on databases (template-

1https://knowyourmeme.com/memes/stonks
2https://knowyourmeme.com/memes/steven-crowders-change-

my-mind-campus-sign

based methods), and the lack of customization for similarity
dimensions (all methods).
How can we develop a comprehensive and modular meme

clustering method that can natively adapt to similarity di-
mensions (without a knowledge base of templates)? Our
contributions are twofold: 1. A novel two-step approach
that unifies template-based identification and data-driven
clustering. By first clustering a highly similar subset of
memes to discover coherent templates, then matching addi-
tional memes to these templates, we achieve more accurate
results than standard clustering methods without needing an
external database. 2. A modular framework that captures
multiple dimensions of similarity by consolidating both lo-
cal and global features. We show how isolating each dimen-
sion (form, visual content, text, and identity) can be insight-
ful, and how integrating them leads to robust clustering. This
decomposition theoretically respects the intrinsically multi-
modal nature of memes, while also supporting applications
such as dynamic meme retrieval.

Related Work
Previous work on Internet meme clustering contributes new
global and local features and grounds novel memes to known
templates.
Feature extraction for memes is essential for typical data-
driven, bottom-up approaches. The scope of the features
can be global (encoding the overall image) or local (cap-
turing image regions) (Theisen et al. 2021). Zannettou
et al. (2018) design the global feature of perceptual hash-
ing (PHASH). While PHASH effectively identifies near-
identical images, it struggles with other semantically related
but more visually distinct memes. Convolutional neural net-
work (CNN) models, such as MobileNet (Howard et al.
2019) and VGG (Simonyan and Zisserman 2015), can also
be used as global encoders of memes (Theisen et al. 2023).
Pre-trained multimodal encoders, like Contrastive language-
image pre-training (CLIP), can learn semantically rich and
transferable global meme embeddings. By fine-tuning CLIP
on a dataset of memes from 4chan’s /pol/ board, Qu et al.
(2023) demonstrate its ability to identify hateful meme vari-
ants and potential influencers without explicit labels. Al-
though CLIP can capture similarity beyond form without
external databases, its noise levels in clustering remain high
(47.9%-62.2%). Theisen et al. (2021) observe that relying
on global features causes almost all images in the dataset
to be grouped into a single cluster and is inadequate for
remixed memes. They adapt the Speeded-Up Robust Fea-
tures (SURF) algorithm, which identifies local points of in-
terest and encodes them as rotationally invariant descriptor
vectors. The local features are indexed and used to construct
an adjacency matrix and compute similarity based on the
number of shared features. While the results show that lo-
cal features obtain superior coherence and interoperability
over global features, they alone cannot capture the relations
between the identified objects and the image form. To ad-
dress these challenges, Theisen et al. (2023) integrate global
(e.g., PHASH, MobileNet) and local (e.g., SURF) features,
reporting superior performance. Meanwhile, the method

260



by Zhou, Jurgens, and Bamman (2024) clusters memes into
templates by visually decomposing them, followed by se-
mantic embedding of the meme text.
Clustering with local and global bottom-up feature extrac-

tors captures low-level visual similarities (e.g., dogs or Face-
book screenshots) and fails to preserve the core semantics of
memes. In response, we extend the method to (Theisen et al.
2023) with a discovery of fundamental meme templates,
while going beyond (Zhou, Jurgens, and Bamman 2024) by
utilizing a consolidated set of popular features from the liter-
ature. Moreover, a key novelty of our work is our categoriza-
tion of the features in sets, which we leverage to modularize
and adapt meme matching according to similarity dimen-
sions.
Template matching relies on pre-existing repositories of
known templates to identify and classify memes. Zannet-
tou et al. (2018) incorporate semantic information from
KnowYourMeme (KYM) using keyword analysis to sup-
plement the PHASH encoding. The study reports that fo-
cusing on near-identical images overlooks novel or evolv-
ing memes, evidenced by the high noise levels (62.8%)
and identified clusters that cannot be linked to KYM en-
tries (15-24%). Bates et al. (2023) leverage meme templates
from KYM to provide contextual grounding in classifica-
tion. Following case-based reasoning, they assign the la-
bel of the most similar KYM template to each test meme.
Dubey et al. (2018) develop the MemeSequencer method for
analyzing memes by decoupling overlaid information from
identified template images. MemeSequencer extracts visual
and textual features from each layer, capturing both the tem-
plate’s global context and the overlaid content’s context.
Tommasini, Ilievski, and Wijesiriwardene (2023) developed
the Internet Meme Knowledge Graph (IMKG), a knowledge
base that enriches KYM with world knowledge and millions
of meme instances to support complex queries about memes.
Joshi, Ilievski, and Luceri (2023) propose to contextualize
‘memes in the wild’ by grounding them to encyclopedic data
and related entities in IMKG. Their approach matches novel
memes with known templates using a Vision Transformer
(ViT) (Dosovitskiy et al. 2021).
While data-driven methods fail to capture high-level se-

mantics, template matching relies on external, manually cu-
rated knowledge repositories, which are incomplete and can-
not capture the constantly evolving meme variations. A fur-
ther challenge with all presented methods is their focus on
form-based similarity without an adaptive mechanism to
address the multifaceted relationships between memes. In-
spired by these observations, we introduce a method that
combines the strengths of both template-based matching and
feature-based approaches. We define a comprehensive set of
feature extraction techniques that capture diverse similarity
dimensions and automatically identify meme templates from
the data without external knowledge repositories.

Methodology
Our methodology comprises four steps (Figure 2). The first
phase produces feature vectors that serve as input to create
multiple adjacency matrices aligned with meme dimensions.

The adjacency matrices are leveraged to identify templates
in a bottom-up manner, ultimately used to cluster a meme in
the template matching step.

Feature Extraction
We consolidate techniques for extracting global and lo-
cal image features as vector embeddings. Global features
represent entire images, and local features encode key re-
gions or points. Inspired by previous work (Theisen et al.
2023; Thakur et al. 2023), we use multiple feature extrac-
tors to capture complementary semantics of form, content,
and identity.
Global features. We use four global feature extractors that
focus on high-level semantics, overall structure and con-
tent, color distribution, and text. 1. To extract high-level se-
mantic features such as objects (e.g., cat, car), scenes (e.g.,
cityscape, beach), abstract concepts (e.g., happiness, dan-
ger), and their interactions, we employ ViT (Dosovitskiy
et al. 2021). We deliberately choose a base ViT rather than
a text-image model such as CLIP (Qu et al. 2023), be-
cause we aim to keep the purely visual semantics separate
from the textual overlays. Preliminary experiments revealed
that CLIP may overemphasize superimposed text in im-
ages, merging textual and visual dimensions. 2. To capture
the overall structure and content of an image, we leverage
Perceptual Hashing (PHASH) (Klinger and Starkweather
2013): a compact, binary fingerprint of an image that repre-
sents its visual features. These features are particularly ef-
fective in detecting meme templates with slight text varia-
tions or edits (Zannettou et al. 2018). 3. To capture color
density, we compute color histograms. They capture im-
age color density in the hue, saturation, and value (HSV)
color space, enabling similarity calculation of images based
on their color distribution regardless of spatial arrangement.
Memes with largely overlapping color profiles may indicate
that they share a common base template image (Morinan
2021). Color histograms complement PHASH in targeting
the form of memes, as the latter does not account for color
and is not as robust to rotation and cropping. 4. To encode
text content within memes, we use BERT (Devlin et al.
2019). We assign greater weight to specific parts of the tex-
tual content to prioritize memes with familiar catchphrases
and phrasal templates. We identify frequent bigrams in the
meme dataset’s Optical Character Recognition (OCR) text
and double their word weights.
Local features. We use two extractors of local features.
1. To extract facial features, we use a pre-trained face recog-
nition model from the Dlib library, which is optimized for
speed and accuracy (King 2009). We use facial landmark
features to relate memes based on the identity of the peo-
ple or fictional characters they feature. 2. We employ SURF
(Bay et al. 2008) to identify points of interest in the images
and construct a 64-dimensional descriptor vector for each.
These descriptors are rotationally invariant and robust to
changes in illumination, making them ideal for meme anal-
ysis, where small, distinctive elements (e.g., specific char-
acters, gestures, or logos) are critical to linking remixed
memes together. To avoid overemphasizing letters and fonts,
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Figure 2: Our methodology: feature extraction, adjacency matrix construction, template identification, and template matching.

we superimpose black boxes over text regions before ex-
tracting the features (see the Appendix for further details).

Adjacency Matrix Construction
Feature-specific matrices. We encode each meme in an in-
dex using its features, which allows for an approximate near-
est neighbor (ANN) search based on cosine similarity. The
distances to the neighbors in the index are used to calculate
similarity scores and populate the corresponding cells in the
adjacency matrix. We use a hyperbolic tangent to convert a
distance d to a similarity score: s(d) = 1 � tanh(d). The
function is bounded between 0 and 1 and rewards smaller
distances. The similarities are used to construct a graph rep-
resentation using an adjacency matrix A for each feature
set, following (Theisen et al. 2023). A is an N ⇥N matrix,
where N is the total number of memes, and each cell Ai,j

represents the similarity between memes i and j. We set to
zero any similarity below a threshold (set to 0.001) to re-
duce noise and maintain computational efficiency, resulting
in a sparse adjacency matrix that focuses on meaningful rela-
tionships. We apply L2 normalization to each feature vector
before computing similarities, enabling consistent similar-
ity computations and meaningful comparisons across feature
spaces.
Global Features. A single global feature vector represents
each image. Let gi be the global feature vector for the im-
age i. We perform an ANN search in Iglobal using the global
feature gi to find the nearest global features. This search re-
sults in a setRi containing the nearest global features to gi.
Each element in Ri is a global feature gj corresponding di-
rectly to another image j. We convert the distances resulting
from the ANN search into similarity scores, s(gi,gj), where
gj 2 Ri. Formally:

A[i, j] = s(gi,gj)

Local Features. Let fi,k denote the k-th local feature vector
of image i. For each local feature, we perform ANN search
Ilocal to find a set of nearest features, denoted as Ri,k. Each
element inRi,k corresponds to a feature vector fj,l from po-
tentially any image j and any feature index l. We convert

the distances resulting from the ANN search into similar-
ity scores, s(fi,k, fj,l), where fj,l 2 Ri,k. For each retrieved
feature fj,l, we identify the image j it belongs to, and add
the similarity score s(fi,k, fj,l) to the adjacency matrix entry
A[i, j]. Hence, the entire process can be summarized by the
following formula for updating the adjacency matrix:

A[i, j] =
MX

k=1

X

fj,l2Ri,k

s(fi,k, fj,l)

Matrix aggregation. Creating separate adjacency matrices
for each feature set enables flexible analysis of image simi-
larities based on individual or combined features. Each adja-
cency matrix is constructed by computing similarity scores
between normalized feature vectors, ensuring a balanced
contribution from different features. Since each cell in these
matrices corresponds to the same meme pair, we can ag-
gregate them by summing their values element-wise. This
modular approach allows us to target specific similarity di-
mensions regardless of their granularity, namely: 1. Form
connects memes that share surface-level visual attributes
such as images, colors, fonts, and design elements. We sum
the adjacency matrices of PHASH, Color Histograms, and
SURF features for a comprehensive form similarity mea-
sure. It doesn’t necessarily reflect what specific objects or
people appear in the image, but rather focuses on aesthetic
features. 2. Visual content identifies deeper visual similar-
ities by considering the semantic content depicted in the
memes. Specifically, it captures if memes share recogniz-
able objects, similar objects, facial expressions, actions, or
environments. We use the adjacency matrix with ViT fea-
tures for this dimension. 3.Textual content connects memes
with similar captions using the adjacency matrix with BERT
features. 4. Identity links memes featuring the same real–
world individuals or fictional characters using the adjacency
matrix constructed from the Face Landmark features. While
we recognize that this four-way classification of similarity
may be disputable, it still provides a valuable lens to dis-
tinguish between dimensions of similarity. Finally, we con-
struct a combined adjacency matrix that combines all in-
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dividual matrices, offering a comprehensive similarity mea-
sure across all dimensions and potentially highlighting high
similarity within a single dimension. We directly sum the
feature-specific matrices to keep the aggregation simple and
in light of the effectiveness of this approach in our exper-
iments. We leave experiments with weighted averaging for
future work.

Our selection of similarity dimensions builds upon es-
tablished distinctions and empirical observations in the lit-
erature. Separating text content from visual elements is
fundamental in multimodal analysis, including research on
memes (Dubey et al. 2018). Within the visual domain, pre-
vious work employs features capturing either low-level
structural or pixel similarity like PHASH and SURF, as
seen in (Zannettou et al. 2018; Theisen et al. 2021), which
we term form; or higher-level semantic concepts like objects
and scenes using deep models, for example, ViT and CNNs
(Joshi, Ilievski, and Luceri 2023; Theisen et al. 2023), cor-
responding to our visual content dimension. We make this
distinction explicit, recognizing form and content as dif-
ferent facets of visual similarity. Finally, we added iden-
tity based on the empirical prevalence of memes centered
on recurring individuals or characters, as well as a re-
cent competition highlighting their importance for memes
(Sharma et al. 2022).

Template Identification
Matrix filtering. To identify templates, we first cluster using
a filtered adjacency matrix. By filtering out memes with low
similarity scores, we obtain a smaller subset of images with
robust edges, effectively bootstrapping a set of strongly co-
herent meme clusters to serve as base templates. Since these
clusters are smaller but more semantically focused, they pro-
vide a strong foundation for subsequently matching the re-
maining images to them. As a result, we expect higher pre-
cision compared to an alternative approach where we simply
cluster all images at once. Filtering is always applied to the
full aggregated adjacency matrix under evaluation.
Specifically, we remove all pairwise similarities below a

fixed threshold, ✓. This filtering technique was selected to
facilitate comparison between methods, such as assessing
the marginal benefits of using the combined feature set ver-
sus only local features. However, it does not fully exploit
the potential advantages of using a richer combined feature
set, such as an alternative filtering technique that would re-
tain only the connections between images with high pair-
wise similarities across more than one dimension. Such an
approach could potentially produce a more robust template
identification. While filtering the adjacency matrix (using ✓)
effectively identifies core templates, a potential weakness is
overlooking subtle variations or nascent meme trends. Given
the dynamic nature of memes and the rapid emergence of
meme templates, we opt for an unsupervised rather than a
supervised approach based on train-test splits to avoid over-

fitting. We leave it to future work to explore alternative ma-
trix filtering techniques, including supervised methods.
Matrix-to-graph conversion. The filtered matrix is con-
verted to a graph structure for Louvain clustering (Blondel
et al. 2008), a hierarchical algorithm based on graph mod-
ularity. Louvain clustering optimizes the connection den-
sity within communities versus between communities by it-
eratively moving nodes between communities until a sta-
ble, high-modularity partition is achieved. Louvain clus-
tering is adequate for sparse graphs and produces a more
balanced distribution of meme images across clusters com-
pared to competitors such as Markov and Spectral clustering
(Theisen et al. 2023).

Template Matching
We match memes to the identified templates by calculating
meme-template similarity, assigning memes to templates,
and ranking trade-offs. This methodology allows for sys-
tematic and quantitative control over meme clustering, op-
timizing the balance between intra-cluster similarity and the
breadth of images included in the clusters.
Template vector calculation. Let T = {T1, T2, . . . , Tk}
represent the set of k template clusters. For each tem-
plate cluster Ti, we construct a similarity vector Si =
[si1, si2, . . . , sim]. Here, sij denotes the similarity score be-
tween the j-th image Ij and all members of the template
cluster Ti, computed as the average of the corresponding ad-
jacency matrix cells. Formally, if Ti = {Ti1, Ti2, . . . , Tini}
and the adjacency matrix is A, then:

sij =
1

ni

niX

k=1

A[j, Tik]

where A[j, Tik] is the similarity score of the adjacency ma-
trix between the image Ij and the k-th member of the tem-
plate Ti.
Meme assignment. For each image Ij , we determine its po-
sition within each similarity vector Si and select the tem-
plate cluster Ti that yields the maximum similarity score:

max simj = max
i

(sij)

Consequently, image Ij is assigned to the template cluster
Ti⇤ where:

i⇤ = argmax
i

(sij)

Incremental ranking. Finally, after determining the maxi-
mum similarity score max simj for each meme Ij , we rank
all memes in descending order based on their maximum sim-
ilarity scores:

rank(Ij) = sort desc(max simj)

where sort desc denotes the sorting operation in descending
order. To incrementally cluster images, we proceed through
the ranked list from highest to lowest max simj . This pro-
cess prioritizes the images with the highest coherence to any
template cluster, thereby controlling the trade-off between
cluster coherence and the number of memes clustered.
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Experimental Setup
Data
Our evaluation is based on the union of KYM and Red-
dit data, both popular sources for existing datasets (Joshi,
Ilievski, and Luceri 2023; Zannettou et al. 2018). As exist-
ing clustering datasets focus on size (Zannettou et al. 2018)
or assume a comprehensive knowledge base (Joshi, Ilievski,
and Luceri 2023), we opt to create our dataset to control its
size and density properties (memes per template).
KYM is a large crowdsourced repository of meme knowl-

edge, offering example images, detailed descriptions, and
metadata for thousands of memes.3 For this study, we
scraped the 150 most popular meme entries as of Febru-
ary 2024, extracting up to 100 static images per entry while
excluding videos and GIFs. Each entry contains at least 10
example images, with an average of 73 images per entry,
resulting in 10,917 images. Sourcing multiple example im-
ages per meme entry allows us to obtain groups of related
memes in our relatively small dataset rather than many ran-
dom, unrelated memes. This will help seed the clustering
algorithms applied later in the study. Furthermore, the im-
ages are already linked to specific meme entries, which can
serve as a ground truth to validate the consistency of the
clustering of our method and the relevant baselines. Com-
plementing the KYM data, we gathered 9,869 memes from
the r/memes subreddit on Reddit, capturing memes ‘in the
wild’ as they circulate organically within online communi-
ties.4 This dataset spans from 2011 to 2024, with a higher
concentration of memes in recent years. The memes were
collected using a Reddit data dump from Pushshift.io.5 Posts
were randomly sampled, and the corresponding images were
scraped.
In total, our data collection yields 20,786 memes. Col-

lecting data from KYM and a dedicated meme community
on Reddit ensures high confidence that the collected images
are memes, eliminating the need for preprocessing steps to
filter out non-meme content. We verified this for the Reddit
dataset by manually inspecting a random sample of 100 im-
ages for memes. 96 of these images were memes; the other
4 were fan art and miscellaneous photos.

Tasks and Metrics
In line with our contributions, we assess two aspects of the
clusters produced by our method. First, we investigate the
accuracy of our method compared to ablated baselines by
computing the cluster consistency against preexisting clus-
ters in KYM and the cluster coherence through an Imposter-
Host task with a human study. Then, we investigate the ef-
fect of various similarity-based feature sets and their align-
ment with human annotations of similarity dimensions.
Consistency with existing clusters assumes the existence
of golden cluster labels, which are only available for the
KYM portion of our data. Here, we exclude clusters with
fewer than three KYM images. We use KYM meme entries

3https://knowyourmeme.com
4https://www.reddit.com/r/memes/
5https://the-eye.eu/redarcs/

as a proxy for desirable clusters to determine the quality of
the clustering methods. Specifically, we evaluate how many
images within each cluster correspond to the same KYM
meme entry. We measure performance at predetermined in-
tervals of 5,000, 8,500, and 11,000 clustered images. To
quantify how closely the system clusters align with KYM,
we define the consistency of a cluster Ct as follows:

ConsistencyCt
=

max
k

(nk,t)
P
j
nj,t

whereCt denotes cluster t and nk,t represents the number of
images in cluster t that belong to the k-th template. We cal-
culate the average consistency by weighting clusters accord-
ing to size for a fair comparison across different approaches.
Cluster coherence relies on human signals to avoid data
biases introduced by the KYM community. Following
(Theisen et al. 2021), we conduct the Imposter-Host task.
Here, we present five images to a human judge: four from
the same “host” cluster and one “imposter” image randomly
selected from another cluster. The human’s objective is to
identify the imposter image: assuming the images within a
cluster are visually coherent, the outlier should be easily dis-
cernible. This evaluation involves 12 non-experts varying in
age, gender, and background (see the Appendix for further
details). The clusters were randomly sampled to ensure com-
prehensive dataset coverage and minimize potential bias. We
evaluate the clustering methods across various increments of
the total clustered images, rewarding them for agreeing with
humans on the imposters. This setup allows us to observe
performance trends by incorporating images with progres-
sively lower similarity. The chosen intervals are the same
as in the consistency evaluation and include both KYM and
Reddit memes. We use accuracy as a metric, as is common
in multiple-choice QA tasks. Accuracy scores are weighted
by the cluster size.
Effect of similarity dimensions. In this task, the same 12
humans are presented with five memes, all belonging to the
same cluster according to the output of a clustering method.
Among these, one meme is the least likely member of the
cluster, as it was the last one added by our method. The
human’s objective is to answer “yes” or “no” to the ques-
tion “Are all the memes above related?” We choose memes
in random ranks rank(Ij) between 0 and 5000. A moving
average accuracy of image matching, weighted by cluster
size, is computed across ranks. For each rank representing
the cumulative number of images matched, the accuracy is
calculated over a sliding window of 1500 ranks, with larger
clusters contributing more to the accuracy measurement. We
expect accuracy to gradually decrease for higher-ranked im-
ages because these matches are found later in the process
and have lower similarity scores to the templates.
Human alignment.When a human selects “yes”, indicating
that all memes appear related, they are randomly prompted
50% of the time to specify how the memes are related: by
form, visual content, text, or identity. This step helps us to
determine whether our features accurately represent the in-
tended similarity dimension. An example of the task inter-
face and instructions is provided in the Appendix.
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We opted for broadening the annotation coverage through
randomization to evaluate performance across a wide vari-
ety of generated clusters with a practical number of anno-
tators, rather than focusing intensely on a small, potentially
unrepresentative subset. In this setup, each annotation task
is unique, and no data point is annotated by multiple an-
notators, which hinders our ability to compute inter-anno-
tator agreement indicators. Instead, we manually inspected
a small sample of the annotations to confirm their validity
informally, noting high agreement with some natural varia-
tion of how individuals perceive similarity. We anticipate a
follow-up study specifically designed with overlapping an-
notations to calculate inter-annotator agreement to provide
further insights into how people perceive meme similarity.

Baselines
Consistency and coherence are compared between template-
based and standard bottom-up clustering methods.
Template-based clustering is our proposed method that
involves initially identifying templates through stringent
clustering and matching memes to these templates incre-
mentally. Standard clustering directly applies the clustering
algorithm (e.g., Louvain) to the adjacency matrices without
identifying templates first, following (Theisen et al. 2023).
The values in the adjacency matrix are filtered at different
percentiles and re-clustered to test performance at incre-
ments of clustered images. While Louvain clustering fits
our task well, to demonstrate the generalizability of our
findings, we also experiment with another clustering algo-
rithm, DBSCAN. For both standard and our template-based
clustering, and both Louvain and DBSCAN, we compare
their combined feature sets against ablations using only the
four global, the two local, or the ViT features to determine
how clustering quality is affected when only one similarity
dimension is covered. In addition, besides ViT, we also
include CLIP as a baseline, which is a natural choice for
meme encoding given its multimodal training.
As the coherence experiment requires laborious hu-

man validation, we include a smaller set of baselines: the
combined baseline with standard features and the best-
performing template-based baseline. The effect and human
alignment of similarity dimensions between text, visual con-
tent, form, and identity features are analyzed. We match
memes with the templates identified for each similarity di-
mension based on their corresponding feature set.
For a fair comparison between methods, we set ✓ so that

the final number of images within the identified templates
always totals 5,000, although the number of templates may
vary. The total of 5,000 images was determined by manual
inspection to reflect the point at which the templates still
predominantly exhibit minor variations in superimposed text
or small visual elements while maintaining the core image
structure.

Results
We compare the consistency and coherence of the clusters
produced by our method with baselines. Subsequently, we

Clustering Feature set # Images clustered
method 5000 8500 11000

Standard

CLIP 0.51 0.40 0.31
ViT 0.71 0.48 0.35
Global 0.84 0.61 0.48
Local 0.84 0.70 0.53
Combined 0.94 0.67 0.54

CLIP 0.51 0.66 0.70
Template ViT 0.71 0.68 0.65
-based Global 0.84 0.81 0.78
(ours) Local 0.84 0.84 0.79

Combined 0.94 0.89 0.87

Table 1: Consistency scores across methods and # images
clustered when using the Louvain clustering algorithm. The
best results are shown in bold. The number of clusters for
various feature sets, together with additional metrics and
baselines, is given in the Appendix.

Figure 3: Mean weighted accuracy in the Imposter-Host task
for various clustering methods across different numbers of
total images clustered. Error bars indicate standard errors.

test the effect of our feature sets in matching memes to tem-
plates and their alignment with human similarity judgments.
Finally, we present two case studies that show the broad ap-
plicability of our methodology.

Clustering Accuracy
Consistency with KYM clusters. The results in Table 1
reveal several trends. First, the template-based clustering
method obtains greater consistency across all feature sets.
Our method produces smaller and more granular clusters
by centering the clustering around the identified meme tem-
plates. Instead, the clusters produced by the standard cluster-
ing baselines are often based on superficial similarities that
do not align semantically with the underlying meme tem-
plates. The gap between standard (Theisen et al. 2023) and
template-based clustering increases when more memes are
clustered. Our template-based clustering retains high con-
sistency when all 11,000 memes are clustered, whereas the
consistency score of standard clustering drops significantly.
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Second, as expected, incorporating more features leads to
a more accurate clustering. Using all global features outper-
forms ViT features for both clustering methods. The com-
bined feature set generally yields better results than rely-
ing solely on local or global features. One notable excep-
tion arises when comparing the performance of local fea-
tures alone with that of the total combined feature set under
standard clustering. In this case, adding global features does
not provide a marginal benefit. However, with template-
based clustering, the combined feature set significantly out-
performs local features alone. This suggests that as the fea-
ture space becomes more complex, effective clustering be-
comes increasingly difficult without the guidance of meme
templates. When properly incorporated, global features pro-
vide a marginal but meaningful benefit.
While the table shows these trends for Louvain clustering,

we observe similar trends when using DBSCAN as a clus-
tering algorithm, as seen in the Appendix. Further support-
ing these observations, an evaluation using cluster entropy to
measure cluster purity (see Appendix) also indicates the su-
perior homogeneity achieved by our template-based method.
Finally, we note that the performance of CLIP is generally
lower than that of ViT, suggesting that CLIP does not offer
a clear advantage for meme clustering over ViT, despite its
multimodal training.
Cluster coherence is assessed through an Imposter-Host ex-
periment while incrementally increasing the number of clus-
tered images. The results for the combined and the local fea-
tures are shown in Figure 3. The task accuracy starts with
a 93.1% to 98.5% score using the combined feature set at
five thousand images clustered, suggesting that the identified
templates are likely of reliable quality. The local features
achieve a slightly lower initial accuracy of 86.5%. As antic-
ipated, the quality of the clusters decreases as the number
of clustered images increases, given the introduction of im-
ages with lower similarity scores to any template than those
initially included.When comparing the template-based clus-
tering results obtained using the combined feature set with
those derived solely from local features, we observe that the
combined feature set consistently produces higher cluster
coherence at all three increments. The marginal benefits of
combining more features become more evident at higher in-
crements. At 11,000 images clustered, the combined features
obtain an accuracy of 86.5% compared to 67.98% for the lo-
cal features only. In particular, the accuracy of the combined
feature set here matches that of the local-only features when
clustering 5,000 images, highlighting its strength.
The figure also shows that standard clustering lags sig-

nificantly behind the template-based approach (accuracy of
49.1% for 11,000 memes), unable to fully exploit its exten-
sive feature set. These findings generalize the results in Ta-
ble 1 to an evaluation on an expanded dataset that includes
Reddit memes and contains explicit human judgments.

Analysis of Similarity Dimensions
Impact of similarity-based feature sets. Figure 4 presents
the results for our four similarity feature sets and the com-
bined set of the six features. The combined feature set

Figure 4: Moving average accuracy of image matching us-
ing various feature sets. At each increment of additional im-
ages matched, the average is estimated over all clusters with
that many images matched or fewer, using a rolling window.
Highlighted areas represent the standard error of the mean.

consistently obtains the highest or second-highest accuracy,
highlighting the benefits of integrating various similarity di-
mensions to form more reliable meme clusters. At higher
increments of memes matched, accuracy rates remain con-
siderably higher than those of any individual similarity di-
mension. This allows us to cluster many memes that do not
follow clear template structures with relatively high preci-
sion, addressing the gap in (Joshi, Ilievski, and Luceri 2023).
Among the individual feature sets, clustering based on

identity exhibits a high accuracy, especially for the initial
2,000 matched memes, but experiences a sharp decline af-
terward. This highlights the discrete nature of identity sim-
ilarity: images depict the same person or do not, making
matches in this dimension entirely accurate or false. The
only exception is group photos with partial overlap with re-
spect to the individuals present.
The performance of the form shows a different pattern,

with accuracy dropping off quickly before stabilizing some-
what and declining again. This aligns with the inherent lim-
itations of similarity assessment based solely on the form:
While algorithms may accurately identify shared local in-
terest points or color histograms within images, these com-
monalities do not necessarily denote semantic relevance.
For instance, a significant proportion of memes originate
as screenshots, inheriting common user interface elements
such as repost buttons that do not signify a meaningful rela-
tionship between these memes themselves, rendering them
inadequate as criteria for accurate matching.
The matching based on visual content exhibits a trend

similar to that observed for the form-based approach, ex-
cept with an even sharper drop at the beginning. Part of this
is due to the influence of outliers, which carry more weight
early on since there are fewer data points in the moving av-
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Figure 5: The percentage of clusters, deemed accurate by hu-
mans, for which various similarity dimensions were selected
in response to: ’Select all the ways in which the memes [in
this cluster] are related.’

erage. Upon manual inspection, we discovered that the early
incorrect matches were all screenshots with minimal visual
content, such as text-only tweets. Although precision is low,
the performance of visual content matching remains rela-
tively high at higher increments, suggesting that the features
can still intermittently yield relevant matches.
Text-based matching performs the poorest. Its accuracy

declines steadily after clustering just a few additional im-
ages, eventually plateauing at a very low accuracy. This re-
sult is intuitive, as memes often share visual elements while
using textual elements for individuality. Only a handful of
meme clusters rely heavily on shared textual elements, such
as catchphrases. Even when these elements are present, ac-
curate matching is challenging because they often appear as
fill-in-the-blank templates combined with other text.
Alignment with human similarity labels. To validate
whether the employed feature sets correctly target the in-
tended similarity dimensions, human judges were instructed
to identify the dimensions through which memes are re-
lated for clusters they rated accurate. Figure 5 shows the
frequency with which various dimensions were selected for
matches based on each distinct feature set. The feature sets
tend to successfully capture the intended aspect of meme
similarity, as the most commonly selected dimension aligns
with the target for each feature set. The exception is the tex-
tual feature set, which reveals that the annotators may occa-
sionally have overlooked meme text, focusing more on vi-
sual similarities.

Notably, Figure 5 shows that the matching based on form
often also results in high visual content similarity. However,
this is expected: images that are pixel-wise similar typically
depict similar subjects. Moreover, we have noticed that aes-
thetic similarity alone, e.g., a shared color palette, rarely
leads people to judge memes as related unless another sim-
ilarity dimension is also present. This suggests that form,
on its own, is a relatively weak signal. The figure also in-
dicates that when images are matched according to content,
in only about 30% of cases, annotators consider their form

to be similar as well. This supports our hypothesis that form
and content are meaningfully distinct in how we measure
them: visual content similarity does not simply arise from
low-level visual resemblance. This also confirms our choice
of ViT- over CLIP-based models to model the similarity di-
mensions of Internet memes.

Case Studies
Case 1: “WAT Grandma”6 is presented in Figure 6 to-
gether with memes similar to it according to various di-
mensions to highlight the strengths and weaknesses of our
approach. This meme, featuring a confused elderly woman
with the caption “wat”, humorously depicts bewilderment in
response to something nonsensical or hard to understand.
When examining visual content, we note that multiple

memes containing images of elderly women are matched
to the “WAT Grandma” template, even if they do not ad-
here to the original meme’s specific visual structure or tex-
tual elements. Although these memes are related, they do
not capture the core semantics of the template, focusing
on the woman’s age rather than her confused look. We ob-
serve similar patterns for matches based solely on form fea-
tures. Although demonstrating the lowest overall accuracy in
our findings, textual features effectively capture the seman-
tic link between the template “WAT Grandma” and other
memes containing the “wat” caption. This finding high-
lights the importance of incorporating textual content into
meme analysis, as it can reveal connections that might be
missed by visual features alone. However, even in the case
of this straightforward catchphrase, text-based matching re-
veals relatively low accuracy, as evidenced by two erroneous
matches that scored higher in similarity than at least one cor-
rect match. Text-based similarity is challenging for memes,
as errors may arise when extracting text from images and
embedding them to emphasize specific elements, such as
phrasal templates, rather than the overall semantic content.
Conversely, the identity features successfully link the “WAT
Grandma” template to other memes featuring the same per-
son, even if these memes deviate from the template’s typical
form. This underscores the value of identity as a similarity
dimension, mainly for memes centered around individuals.
The combined feature leverages the complementarity of

these four dimensions by aggregating their scores for more
effective clustering. For example, the fourth match based on
the form dimension may be prioritized over the erroneous
third match because it also exhibits similarity through text
and identity. This example also highlights two limitations of
our method. First, the distribution of similarity scores across
features is essential, which makes it especially challenging
to assign high scores to memes that only rank high in one
similarity dimension. Second, our approach remains sensi-
tive to the quality and focus of the selected feature extractors
that model a similarity dimension.
Case 2: “Remove kebab”7 demonstrates the applicabil-
ity of our methodology in the context of hateful and toxic

6https://knowyourmeme.com/memes/wat
7https://knowyourmeme.com/memes/serbia-strong-remove-

kebab
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Figure 6: Identified template for ‘WAT Grandma’ meme and matches through various feature dimensions, ordered by similarity.

Figure 7: The ‘Remove Kebab’ meme and its matches through various similarity dimensions.

memes (Figure 7). This template originates from a screen-
shot of a Serbian nationalist, anti-Croat, and anti-Muslim
propaganda music video from the Yugoslav Wars, which
has gained notoriety through viral spread among far-right
nationalist groups. We demonstrate how related meme in-
stances are matched through distinct similarity dimensions.
We present examples selected among matches with the top
ten highest similarity scores identified using the feature sets
specifically designed for each dimension.

Employing the visual content dimension, our method
identifies memes such as a comic-style illustration derived
from the original screenshot; notably, this match lacks di-
rect pixel correspondence, highlighting the necessity of this
dimension for capturing such variations. Matches based on
form similarity retrieve memes that share substantial pixel-
level visual overlap with the template, even when overlaid
by other visual elements. The identity dimension, leverag-
ing facial features, isolates instances where only the face of
the Bosnian Serb Army soldier featured in the source video
is retained. At the same time, the context of the surrounding
image is altered or removed.

These examples underscore the utility of analyzing dis-
tinct dimensions. As certain relevant matches are discover-
able only through a specific dimension, omitting these di-
mensions would consequently result in lower recall. Fur-
thermore, while the original screenshot lacks overlaid text,
memes matched via visual similarity dimensions (identity,

form, and visual content) frequently exhibit recurring key-
words and phrases associated with the meme’s hateful ori-
gins, such as ‘Serb’, ‘Kebab’, and ‘Remove’. If these vi-
sually similar instances form a coherent cluster identified
as a template in our process, subsequent matching could
leverage the textual content dimension to find further related
memes containing these phrases, as conceptually illustrated
on the right of Figure 7. Although not illustrated, using the
combined feature set offers the potential for even more in-
depth image matching. For instance, the co-occurrence of
the phrase ‘kebab’ and imagery related to soldiers consti-
tutes a stronger signal that a meme instance is related to this
template than either feature would individually, potentially
enabling the matching of more subtly related memes.

This case study indicates the need for a comprehensive,
multi-dimensional perspective when analyzing potentially
toxic or harmful memes. The subtle nature of memetic com-
munication, including obfuscated references to problematic
origins, can evade detection by methods that rely solely on
standard computer vision techniques unless similarity is as-
sessed and integrated across multiple dimensions, as our
framework facilitates. Meanwhile, to apply our methodol-
ogy meaningfully to detect toxic memes, it is necessary to
design a toxicity scoring mechanism for the identified tem-
plates and use those scores to infer the toxicity of individual
memes. This extension of our method, in line with (Bates
et al. 2023), is a promising future direction.
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Conclusion
This paper contributes a modular, multi-dimensional ap-
proach to meme clustering that goes beyond simple vi-
sual similarity analysis. Our method leverages automatically
identified templates and diverse global and local features to
capture meme similarity across form, content, and identity.
The grounding of the clustering in templates aligns with
the inherent structure of memes, which often involve vari-
ations on a shared semantic basis. Experiments with cu-
rated meme databases and human judgments show that our
multi-dimensional approach yields consistent, coherent, and
semantically meaningful clusters. Further quantitative and
qualitative analysis shows the complementary nature of in-
dividual feature sets and their alignment with human simi-
larity labels.
Our two-step strategy —first clustering a subset of highly

similar memes to discover coherent templates, then match-
ing additional memes incrementally —proves crucial in
avoiding overly broad, noisy clusters. By addressing the
complex nature of memes and their relationships, our
method enables more nuanced and accurate analyses of
these popular artifacts for digital communication, which can
be further assisted by similarity-aware semantic search en-
gines for memes, as illustrated in the Appendix. Our method
thus provides a balanced and systematic perspective on
studying the toxicity and semantics of Internet memes by
social scientists and content moderators.
Our method remains sensitive to the quality and interplay

of the feature extraction methods. In addition, it does not
incorporate background knowledge about culture, personal
values, or intent. Future research should increase the ro-
bustness of similarity features, devise methods to explicitly
model the interplay between these dimensions, and incorpo-
rate background knowledge from sources such as IMKG and
ConceptNet. Future work should apply our clustering ap-
proach to the downstream tasks such as tracking meme evo-
lution, sentiment analysis, and content moderation. While
our work aims to support social scientists and content mod-
erators toward a safer social media environment, we ac-
knowledge that advances in meme interpretation can be mis-
used to harm individuals or social groups. Our public release
of the code enables responsible use of our method, yet fur-
ther strategies are necessary to mitigate its misuse.
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olating privacy norms, perpetuating unfair profiling,
exacerbating the socio-economic divide, or implying
disrespect to societies or cultures? Yes, the multi-
dimensional similarity perspective of this work en-
ables for nuanced matching of memes.

(b) Do your main claims in the abstract and introduction
accurately reflect the paper’s contributions and scope?
Yes, the research question and the contributions listed
at the end of the Introduction section are aligned with
the title, abstract, methodology, and results.

(c) Do you clarify how the proposed methodological ap-
proach is appropriate for the claims made? Yes, the
Methodology section supports contributions 1 and 2;
the Experimental Setup defines how the method is
evaluated; and the Results section supports contribu-
tion 3.

(d) Do you clarify what are possible artifacts in the data
used, given population-specific distributions? Yes,
Data Details and Human Validation Details and Inter-
face (Appendix) report information about data consid-
erations, and the size and the demographics of the hu-
man judges.

(e) Did you describe the limitations of your work? Yes,
the limitations of our method are presented at the end
of the Results section (last paragraph). Further limita-
tions, coupled with possible mitigation strategies, are
presented in the second paragraph of the Conclusion
section.

(f) Did you discuss any potential negative societal im-
pacts of your work? Yes, the societal impact of meme
similarity is captured in the Introduction section, and
we acknowledge the possible negative use of our
method at the end of the Conclusion.

(g) Did you discuss any potential misuse of your work?
Yes, we acknowledge the possible misuse of our
method at the end of the Conclusion.

(h) Did you describe steps taken to prevent or mitigate po-
tential negative outcomes of the research, such as data
and model documentation, data anonymization, re-
sponsible release, access control, and the reproducibil-
ity of findings? Yes, see the end of the Conclusion, as
well as the Implementation Details and the Data De-
tails in the Appendix.

(i) Have you read the ethics review guidelines and en-
sured that your paper conforms to them? Yes.

2. Additionally, if your study involves hypotheses testing...
(a) Did you clearly state the assumptions underlying all

theoretical results? Yes, the Methodology section cap-
tures the nuances in the design of our framework.
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sults? Yes, the motivation for splitting features into lo-
cal/global and into similarity dimensions is described
in the Methodology and the Related Work.

(c) Did you discuss competing hypotheses or theories that
might challenge or complement your theoretical re-
sults? Yes, see Methodology as well as the design of
the baselines in Experimental Setup.

(d) Have you considered alternative mechanisms or expla-
nations that might account for the same outcomes ob-
served in your study? Yes, we experiment with multi-
ple tasks and alternative framework components (e.g.,
two clustering algorithms), see Experimental Setup.
Moreover, we provide ablation studies to rule out al-
ternative explanations to a reasonable extent, see Re-
sults.

(e) Did you address potential biases or limitations in your
theoretical framework? Yes, we acknowledge the fact
that our set of similarity dimensions may not be the
optimal one, see Adjacency Matrix Construction.

(f) Have you related your theoretical results to the existing
literature in social science? Yes, we ground our sepa-
ration of local and global features, and our analysis of
similarity, into prior work, see Related Work.

(g) Did you discuss the implications of your theoretical
results for policy, practice, or further research in the
social science domain? Yes, see Conclusions.

3. Additionally, if you are including theoretical proofs...

(a) Did you state the full set of assumptions of all theoret-
ical results? NA.

(b) Did you include complete proofs of all theoretical re-
sults? NA.
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(a) Did you include the code, data, and instructions
needed to reproduce the main experimental results (ei-
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we included the entire code of our method. Upon ac-
ceptance, we will provide comprehensive documenta-
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how to obtain the data.
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hyperparameters, how they were chosen)? Yes, please
see Implementation Details in the Appendix.

(c) Did you report error bars (e.g., with respect to the ran-
dom seed after running experiments multiple times)?
No, because we noticed the experimental results had
only a slight variance across runs.

(d) Did you include the total amount of compute and the
type of resources used (e.g., type of GPUs, internal
cluster, or cloud provider)? Yes, please see Implemen-
tation Details.

(e) Do you justify how the proposed evaluation is suffi-
cient and appropriate to the claims made? Yes, see Ex-
perimental Setup.

(f) Do you discuss what is “the cost“ of misclassifica-
tion and fault (in)tolerance? No, because our method
enables a multi-dimensional approach to similarity-
based classification of memes, which alleviates the
need for a single best classification.
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5. Additionally, if you are using existing assets (e.g., code,
data, models) or curating/releasing new assets, without
compromising anonymity...

(a) If your work uses existing assets, did you cite the cre-
ators? Yes, see Data in Experimental Setup for the data
sources we use and the Implementation Details in the
Appendix for code details.

(b) Did you mention the license of the assets? Yes, see Im-
plementation Details and Data Details in the Appendix
for the code and the data, respectively.

(c) Did you include any new assets in the supplemental
material or as a URL? Yes, we include our experimen-
tal code in the uploaded supplementary material.

(d) Did you discuss whether and how consent was ob-
tained from people whose data you’re using/curating?
Yes, see Data Details and Implementation Details in
the Appendix.

(e) Did you discuss whether the data you are using/curat-
ing contains personally identifiable information or of-
fensive content? Yes, see Conclusion: the data does not
contain personally identifiable information, whereas
some offensive content may be part of the data.

(f) If you are curating or releasing new datasets, did you
discuss how you intend to make your datasets FAIR
(see FORCE11 (2020))? NA.

(g) If you are curating or releasing new datasets, did you
create a Datasheet for the Dataset (see Gebru et al.
(2021))? NA.

6. Additionally, if you used crowdsourcing or conducted
research with human subjects, without compromising
anonymity...

(a) Did you include the full text of instructions given to
participants and screenshots? Yes, please see Human
Validation Details and Interface.

(b) Did you describe any potential participant risks, with
mentions of Institutional Review Board (IRB) ap-
provals? NA.

(c) Did you include the estimated hourly wage paid to
participants and the total amount spent on participant
compensation? The human judges participated volun-
tarily and were not financially compensated.

(d) Did you discuss how data is stored, shared, and dei-
dentified? Yes, see Data Details in the Appendix.

Appendix
Human Validation Details and Interface
All 12 human judges are adults in higher education or have
completed a higher education track. Almost all come from
the Netherlands and are adults between the ages of 18 and
64. Each human was presented with 90 meme clusters for
the Imposter-Host task and 50 for the second judgment task.
The following figures illustrate the interfaces used by hu-

man judges for the manual evaluation process. Before per-
forming the task, human judges receive the instructions pre-
sented in Figure 8. Figure 9 presents an example with two

clusters. A red outline highlights the images identified by the
user as imposters. The images can be enlarged by clicking
the button located in the top-left corner. Figure 10 illustrates
our validation task with two clusters. Users are prompted to
respond to the question ”Are all the memes above related?”
by clicking either the Yes or No button. When No is selected,
a pop-up prompts the user to specify how the memes are re-
lated. Users can also enlarge the images by clicking on them.

(a) Imposter-Host Task

(b) Meme-Cluster Validation Task

Figure 8: Instructions provided to the human judge in each
task.

Data Details
The aggregated human judgments (decoupled from the in-
dividual human votes) are stored on a local laptop. Due to
their aggregation and since no personal information was col-
lected, there is no risk of identifying the participants. As
the data is used to validate each approach separately, it can-
not be reused to evaluate new methods. However, we will
make the validation judgments available upon acceptance of
our paper. The rest of the data comes directly from KYM
and Reddit’s Pushshift dump. KYM’s license allows for free
access and use of its data; however, releasing any adapta-
tions requires written permission from KYM. Meanwhile,
Pushshift, is released under the permissive Creative Com-
mons Attribution 4.0 International license.
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Figure 9: Two examples of the Imposter-Host task interface.

Figure 10: Two examples of the meme cluster validation task.

Implementation Details
For the ViT features, we employ the large variant google/vit-
large-patch32-224-in21k from HuggingFace. To extract fea-
tures from the text embedded in the memes, we first per-
form Optical Character Recognition through Apple’s Vision
framework8, chosen for its optimization for our hardware.
Features are extracted using the google-bert/bert-large-
uncased model, also sourced from HuggingFace. For face
recognition, we use the Dlib machine learning toolkit’s pre-

8https://github.com/straussmaximilian/ocrmac

trained model dlib face recognition resnet model v1.dat.
SURF is chosen over alternatives like SIFT (Lowe 1999)

due to its speed and lower memory requirements, with only
64 dimensions per vector. We extract only the top 1000
keypoint descriptors per image for SURF features to man-
age the memory requirements. Before extracting SURF fea-
tures, black boxes are placed over text elements using the
EAST text detector (Zhou et al. 2017) to identify regions
likely to contain text. The deep learning model generates
scores and geometry data adjusted to the original image
scale. Black rectangles are drawn over bounding boxes with
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scores greater than 0.5, covering the detected text areas.
While indexing, all vectors are normalized to unit length

before being added to the index. We primarily use a simple
flat index for high fidelity. However, for SURF local fea-
tures, we use an Inverted File System with Product Quan-
tization (IVF-PQ) given the large number of vectors. IVF
partitions the vector space into 512 Voronoi cells to reduce
the search space. At the same time, OPQ compresses vec-
tors by decomposing the high-dimensional space into low-
dimensional subspaces and quantizing each with 8 bits per
subquantizer.
To facilitate an ANN, we build an index for each set of

features. The indices are constructed using FAISS (Face-
book AI Similarity Search), which enables rapid retrieval
of items similar to a query item without requiring exhaus-
tive comparison against every item in the dataset (Johnson,
Douze, and Jégou 2019).
For constructing adjacency matrices, we update the cells

for each image only for the top 100 neighbors in terms of
distance. This approach maintains sparsity and aligns with
our dataset’s nature, where memes are unlikely to be mean-
ingfully related to more than 100 other images.
All tools, libraries, and models used in our implementa-

tion are publicly available and can be used under permis-
sive licenses. We ran our experiments on a local cluster with
A5000 GPUs.

Entropy as a Complementary Metric for Cluster
Purity
While the consistency metric reported in the results section
evaluates how well clusters align with the dominant ground-
truth template (from KYM), it has a limitation: it primarily
focuses on the mode of the template distribution within a
cluster. It does not fully penalize clusters that exhibit signif-
icant mixing across multiple templates, as long as one tem-
plate remains the most frequent.

We also employ cluster entropy to provide a more nu-
anced view of cluster quality, particularly for the homogene-
ity or purity of the generated clusters. Entropy quantifies the
uncertainty or impurity in the distribution of ground-truth
template labels within each generated cluster. A lower en-
tropy value indicates a purer cluster, dominated by a sin-
gle template, while a higher entropy value signifies a more
mixed cluster with images spread across several different
templates.

Definition Let Ct be the t-th cluster generated by a clus-
tering method. Let nk,t be the number of images within the
clusterCt that belong to the k-th ground-truth template from
KYM. The total number of KYM-labeled images in the clus-
ter isNt =

P
k nk,t. The proportion of images belonging to

the template k within the cluster t is given by pk,t =
nk,t

Nt
.

The entropy H(Ct) of the cluster Ct is cal-
culated using the Shannon entropy formula:
H(Ct) = �

P
k pk,t log2(pk,t) , where the sum is on

all KYM templates k present in the cluster and, by con-
vention, 0 log2 0 = 0. Minimal entropy (H = 0) occurs
when all images in Ct belong to a single template (per-
fect purity). Maximum entropy occurs when images are
uniformly distributed across multiple templates (maximum
impurity/heterogeneity). We report the average entropy
across all clusters, weighted by cluster size (Nt), similar to
the consistency metric.

Results Table 2 presents the average weighted cluster en-
tropy scores for the different methods and feature sets in
various numbers of clustered images. Lower scores indicate
better cluster purity.

Table 2: Average weighted cluster entropy scores (lower
is better) across methods and number of images clustered.
Evaluated only on images with KYM ground-truth labels.

# Images clustered
Clustering method Feature set 5000 8500 11000

Standard

ViT 1.75 3.19 4.06
Global 0.96 2.50 3.35
Local 0.91 1.72 2.85
Combined 0.29 1.90 2.81

Template-based (ours)

ViT 1.75 1.12 0.91
Global 0.96 0.56 0.45
Local 0.91 0.55 0.45
Combined 0.29 0.24 0.21

Discussion The entropy results largely corroborate the
findings observed with the consistency metric. Our template-
based clustering approach consistently yields a lower aver-
age entropy (Table 2), indicating purer clusters with fewer
mixing between different ground-truth templates than stan-
dard clustering. This advantage becomes more pronounced
as more images are clustered. Whereas the standard cluster-
ing entropy increases sharply, indicating an increase in im-
purity, our method maintains or even improves the purity of
the cluster.

Furthermore, consistent with prior results, the ‘Com-
bined‘ feature set used with our template-based method
achieves the lowest entropy, demonstrating that integrating
multiple similarity dimensions leads to the most homoge-
neous and semantically well-defined clusters. In essence,
entropy analysis reinforces that our proposed methodology
produces clusters dominated by the correct template (as
shown by consistency) and significantly less contaminated
by unrelated templates.

Additional Results
The number of clusters discovered by our method using var-
ious feature sets is shown in Table 3.

The results with DBSCAN as a clustering algorithm in-
stead of Louvain clustering are shown in Table 4.
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5000 8500 11000
ViT 832 932 816
Global 933 1,071 981
Local 865 974 727
Combined 1,003 1,144 1,031

Table 3: Number of clusters discovered with our method us-
ing various feature sets for 5000, 8500, and 11000 memes.

# Images clustered
Clustering method Feature set 5000 8500 11000

Standard

ViT 0.68 0.29 0.10
Global 0.83 0.45 0.13
Local 0.70 0.36 0.17
Combined 0.94 0.47 0.15

Template-based (ours)

ViT 0.68 0.68 0.65
Global 0.83 0.81 0.78
Local 0.70 0.84 0.79
Combined 0.94 0.89 0.87

Table 4: Consistency scores across methods and # images
clustered when using DBSCAN clustering algorithm. The
best results are shown in bold. The numbers of clusters for
various feature sets are given in the Appendix.

Practical Application: Dynamic Meme Retrieval
per Similarity Dimensions
We developed a user interface to demonstrate how our
method facilitates dynamically serving the most relevant
memes to a query. Our methodology proceeds as follows.

1. Template Indexing: All identified templates are en-
riched with descriptive information. We detect web en-
tities for each template and combine this with the images
as input for a multimodal large language model (LLM).
The model is prompted to generate short descriptions and
keywords (refer to Listing 1 for the prompt). The cap-
tions are subsequently embedded using another language
model and indexed using FAISS.

2. Template Similarity Search: For a given query, we em-
bed it using the same text embedding model as the tem-
plates. The templates most similar to the query are iden-
tified through the FAISS nearest-neighbor search.

3. Image-Template Matching: Using the identified tem-
plates, we calculate their similarity vectors using the ap-
propriate adjacency matrix. Images with the highest sum
of similarity to the templates are retrieved. For instance,
if the query pertains to a specific person or fictional char-
acter, the adjacency matrix belonging to the ‘identity’
similarity dimension is employed to find non-templatic
memes with the same person.

This method enables the dynamic delivery of contextually
relevant memes. For example, querying ‘Joe Biden’ yields a
template to identify similar memes based on the ‘identity’
feature set, while querying ‘car’ uses the ‘visual content’
feature set, as it does not pertain to individuals or specific vi-

sual elements. Selection of dimensions may be done through
NLP methods such as Entity Type Classification and Named
Entity Recognition, through a large language model with
function-calling or other automated techniques. Currently,
we have the user manually select these dimensions. Figure
11 illustrates this with an example, and Figure 12 shows an
indexed meme template and its LLM-generated description.
Prompt-based methods may also extract additional features,
such as stance, for better clustering. Furthermore, enriched
information enables the integration of background knowl-
edge in the clustering process. For example, memes that
feature various fictional characters from the same television
show may be linked in this manner. However, the effective-
ness of these methods requires further investigation.

Listing 1: Prompt for enriching templates.
1 You are an expert in internet memes. You

are given a number of examples
images of a meme. While the images
may differ individually, they should
share a common meme template, e.g.
share patterns and elements composing
the ideas and behaviors in memes.

Your task is to identify the meme
template, and describe it.

2
3 Give a suggested title for the meme

template, a description of the meme,
and identify the entities and tags
that are relevant to the meme. Here
are three examples:

4
5 {
6 "title": "Pajama Kid",
7 "description" : "A photoshop

featuring a yearbook photograph
of a young boy wearing SpongeBob
Squarepants-themed pajamas with a
resigned expression on his face

.",
8 "entities": [
9 {
10 "entity": "boy",
11 "type": "person"
12 }
13 ],
14 "tags": [
15 "boy",
16 "kid",
17 "pajamas",
18 "SpongeBob Squarepants",
19 "resigned expression",
20 ]
21 }
22
23 {
24 "title": "Drake The Type Of Guy",
25 "description" : "Fan-written

factoids that are presented as
the personality traits of the
rapper Drake. Pokes fun at the
rapper’s stage persona as being
emotionally sensitive and even
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effeminate, which goes against
the alpha male stereotype that is
still prevalent in hip-hop.",

26 "entities": [
27 {
28 "entity": "Drake",
29 "type": "person"
30 }
31 ],
32 "tags": [
33 "Drake",
34 "rapper",
35 "emotional",
36 "sensitive",
37 "effeminate"
38 ]
39 }
40
41 {
42 "title": "King Charles’ Portrait",
43 "description" : "Portrait of King

Charles III, done by artist
Jonathan Yeo, features Charles’
face while his body blends into a
bright red background. It

appears demonic, as though
Charles was in the fires of hell
.",

44 "entities": [
45 {
46 "entity": "King Charles III

",
47 "type": "person"
48 },
49 {
50 "entity": "Jonathan Yeo",
51 "type": "person"
52 },
53 {
54 "entity": "portrait painting

",
55 "type": "object"
56 }
57 ],
58 "tags": [
59 "King Charles III",
60 "Jonathan Yeo",
61 "portrait painting",
62 "demonic",
63 "hell"
64 ]
65 }
66
67 Always use this JSON format.
68
69 Note: only incorporate the entities and

tags that are relevant to all the
images in the meme template, not just
one image.

70
71 You are given the following images:
72 [images]

(a)

(b)

Figure 11: Templates and memes found for queries

Figure 12: Example of an indexed template after information
enrichment.
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