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Abstract

The rapid advancement of large language mod-
els (LLMs) has revolutionized role-playing, en-
abling the development of general role-playing
models. However, current role-playing training
has two significant issues: (I) Using a prede-
fined role profile to prompt dialogue training
for specific scenarios usually leads to incon-
sistencies and even conflicts between the dia-
logue and the profile, resulting in training bi-
ases. (II) The model learns to imitate the role
based solely on the profile, neglecting profile-
dialogue alignment at the sentence level. In this
work, we propose framework called BEYOND
DIALOGUE, designed to overcome these hur-
dles. This framework introduces “beyond dia-
logue” tasks to align dialogue with profile traits
based on each specific scenario, thereby elimi-
nating biases during training. Furthermore, by
adopting an innovative prompting mechanism
that generates reasoning outcomes for training,
the framework allows the model to achieve fine-
grained alignment between profile and dialogue
at the sentence level. The aforementioned meth-
ods are fully automated and low-cost. Exper-
imental results show that our model excels in
adhering to and reflecting various dimensions
of role profiles, outperforming most proprietary
general and specialized role-playing baselines.

1 Introduction

The rapid advancement of large language models
(LLMs) has demonstrated their significant potential
in user interactions (Achiam et al., 2023; Bai et al.,
2023; Dubey et al., 2024). A particularly promis-
ing area is the development of role-playing LLM
agents, which are capable of simulating both real
and fictional roles to deliver immersive and interac-
tive experiences (Chen et al., 2024b,a). However,
the proprietary nature of these platforms restricts
users’ ability to customize specific role models.
Thus, the development of an open-source, general
role-playing model is imperative.
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Figure 1: An example of the bias issue between prede-
fined role profile and dialogues in role-playing train-
ing.

At the current stage of role-playing dialogue
training tasks, role profiles are typically manually
compiled (Shao et al., 2023) or generated through
LLM summaries (Zhou et al., 2024), including in-
formation such as personality and speaking style as
depicted throughout a whole novel or script (Zhou
et al., 2024; Li et al., 2023). However, a bias exists
between the training dialogues extracted from in-
dividual scenarios and the predefined role profiles.
As an illustration in Fig. 1, Hermione’s speaking
style is predefined into four categories, which are
manually extracted from the entire content of the
novel. However, the training dialogues for the sce-
nario in Fig. 1 predominantly reflect Hermione’s
bookish (blue) and encouraging (green) styles. This
bias arises because the predefined profile is gen-
erally not fully represented in a single scenario,
leading to inconsistencies where the prompted role
does not align with, or even contradicts, the training
dialogues. Such biases are common: in the HPD
dataset (Chen et al., 2023), we sampled 800 sce-



narios and found that only 16.8% of the dialogues
were consistent with the predefined role profiles in
both character and speaking style, while the others
exhibited some form of bias. These inconsistencies
between predefined role profiles and the training
dialogue corpus, as notably evident in our §4.2 ex-
periments, can mislead the model, hindering its
ability to accurately reflect the role profile during
dialogues. Meanwhile, the model has only learned
a vague mapping from profile to dialogue, with-
out fine-grained alignment of specific traits to their
corresponding dialogues. As also shown in Fig. 1,
the model fails to map the traits “bookish” and
“encouraging” to the specific dialogue sentences
highlighted in blue and green. Consequently, the
model is unable to learn how “personality traits are
revealed in dialogues”.

These observations highlight two critical issues
in the current role-playing training process:

* Bias Between Profile and Dialogues: A dia-
logue corpus that deviates from preset profiles
may introduce bias during training, impairing
the model’s ability to follow the profiles.

* Inadequate Fine-Grained Alignment: A sin-
gle dialogue training task fails to fine-grained
align role dialogues with their profiles, as
it lacks the nuanced understanding of how
specific traits manifest, limiting the model’s
ability to comprehend and represent the roles’
complex traits.

We propose a new training role-playing frame-
work—BEYOND DIALOGUE to overcome the
aforementioned issues and advance toward gen-
eral role-playing. We incorporate powerful LLM
through a prompting mechanism approach to align
role profiles with scenario dialogues. This not
only ensures the reliability of the LLM’s rea-
soning but also explicitly creates a fine-grained
alignment dataset at the sentence level. Tak-
ing inspiration from actors learning to play dif-
ferent roles—understanding the performance of
various role traits in scenarios to enhance their
portrayal (Zarrilli, 2005)—we also employ fine-
grained alignment tasks to train the role-playing
model. These beyond-dialogue alignment tasks
help the model understand how to represent specific
role traits at the sentence level, thereby enhancing
its overall effectiveness in role portrayal.

During the evaluation process, traditional evalu-
ation methods rely on subjective assessments, such

as human judgment or LLMs providing consis-
tent scores, leading to irreproducibility and high
variance (Wang et al., 2024a). In contrast, our
approach converts evaluation tasks into objective
ones, clearly defining the model’s ability to fol-
low role profiles as the evaluation criterion. By
combining automatic dialogues with the “LLMs
as Judger” method (Kim et al., 2023), our method
ensures greater efficiency and reproducibility.

We applied BEYOND DIALOGUE to bilingual
chat LLM baselines—Qwen2 (Bai et al., 2023)
and Mistral (Jiang et al., 2023)—to evaluate its
effectiveness. Extensive experiments demonstrate
that BEYOND DIALOGUE significantly improves
LLMs’ ability to follow and portray role profiles.
Under our framework, the trained models outper-
formed advanced general baselines like GPT-40
(OpenAl, 2024) and specialized role-playing base-
lines like Baichuan-NPC-Turbo (Baichuan, 2024)
in key aspects of role-playing performance.

Our main contributions are as follows:

1. We identified a bias in role-playing training
where the predefined role profile misaligns
with the dialogues in a specific scenario. Fur-
thermore, we demonstrated that this bias sig-
nificantly hinders the model’s ability to effec-
tively follow the predefined profile.

2. We propose BEYOND DIALOGUE, a novel
general role-playing training framework that
uses LLMs with a prompting mechanism to
align role profiles with scenario-specific dia-
logues. This approach generates fine-grained
alignment tasks at the sentence level, which
are integrated into the training, further enhanc-
ing the effectiveness of role portrayal.

3. We introduce a novel evaluation pipeline that
converts all assessment tasks into objective
tasks, focusing on the model’s ability to fol-
low user-defined role profiles. By combin-
ing automatic dialogues with the “LLMs as
Judger” method, our approach ensures both
efficiency and reproducibility in role-playing
LLMs evaluation.

2 Related Work

General Role-playing Agents. Recent research on
general role-playing agents has largely overlooked
the issue of bias between predefined profiles and
scenario-specific dialogues. Instead, the focus has
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Table 1: Comparison of BEYOND DIALOGUE with other datasets or framework.

“v” indicates that the

dataset/framework meets the given standard or includes the specified dimension in the role profile, while “X”
indicates that it does not. “Sentence” indicates that the dataset/framework evaluates performance based on the
final sentence of multi-turn dialogues. Other methods assess performance through dialogues/interviews generated

manually or automatically.

been on constructing role-playing datasets, primar-
ily through manual curation (Zhou et al., 2024),
extraction from novels (Li et al., 2023; Tao et al.,
2024), or generation using GPT (Shao et al., 2023;
Wang et al., 2024a), to acquire extensive annotated
role-playing data. We compared various current
Role-Playing Datasets/Frameworks and summa-
rized five key dimensions for constructing role pro-
files and evaluations in Tab. 1: Style, Character,
Personality, Emotion, and Relationship. Addi-
tionally, scenarios provide the background and con-
text for dialogues, making the role’s conversations
more contextual and realistic (Chen et al., 2023;
Shao et al., 2023).

Role-playing Evaluation. The initial step in eval-
uating role-playing models involves generating dia-
logues for assessment, employing three primary
methods: Providing Historical Dialogues (Tu
et al., 2024; Wang et al., 2024a; Chen et al., 2023;
Tao et al., 2024), Manual Dialogue (Zhou et al.,
2024; Wang et al., 2024b; Shao et al., 2023), and
Automated Dialogue with LLMs (Lu et al., 2024).
The first method is limited to evaluating the model
within the scope of individual sentences; however,
single sentences are likely to fail to fully capture
the entire role profile and may be biased by expo-
sure to novels or scripts used during pre-training.
In contrast, the second and third methods can gen-
erate complete scenario dialogues, which are more
conducive to comprehensive evaluations.

There are three common methods for evalu-
ating dialogues generated by models: Metric-
based Evaluation (Li et al., 2023; Wang et al.,
2024a), Human Evaluation (Zhou et al., 2024),
and “LLMs as Judges” (Shao et al., 2023; Wang

et al., 2024a; Lu et al., 2024). The first method
primarily assesses the model’s retention of the stan-
dard response, which is derived from the original
text of the novel or manually annotated compila-
tion. The second method, while more accurate, is
costly and difficult to replicate, limiting its broader
application. The third method, however, is attract-
ing increasing attention due to its high efficiency,
low cost, and scalability.

Hybrid Task Training LLMs. In recent years, hy-
brid task training has emerged as a pivotal method
for fine-tuning LLLMs. For instance, the LLaMA
Writing Assistant is trained on a variety of tex-
tual tasks (Wang et al., 2023). Incorporating tasks
like summarization, text generation, and reason-
ing within reading comprehension has greatly im-
proved the model’s language understanding and
QA abilities (Cheng et al., 2023). Furthermore,
training with a combination of general and role-
specific instructions has improved the model’s role-
playing abilities (Tao et al., 2024). These studies
demonstrate that incorporating tasks directly or in-
directly related to downstream tasks in hybrid train-
ing can significantly enhance model performance.

3 BEYOND DIALOGUE Framework

We propose a BEYOND DIALOGUE Framework
for role-playing, which includes three key parts: 1)
in the ALIGNMENT DATASET CONSTRUCTION
stage, role profiles are aligned and adjusted for each
scenario to create “pure” role-playing dialogue data.
ii) in the SUPERVISED FINETUNING stage, the
“pure” role-playing dialogue data is combined with
alignment reasoning and chit-chat data for model
training. iii) in the Automated Dialogue Evalua-
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tion, the pipeline generates random scenarios and
multi-turn dialogues to interact with the model, us-
ing objective questions to quantify its role-playing
capabilities.

Details of each component’s design and imple-
mentation will be provided in the following chap-
ters.

3.1 Alignment Dataset Construction

To advance general role-playing, we require a di-
verse set of role settings and dialogue data. How-
ever, the dialogues generated by GPT models
(Wang et al., 2024a; Li et al., 2023) lacks hu-
man likeness. The novel-extracted dialogues (Chen
et al., 2023) better captures role nuances but these
datasets are expensive and labor-intensive to pro-
duce, making them less accessible. Therefore, we
propose a low-cost (as shown in §E), fully auto-

mated pipeline (Fig. 2) for constructing a role-
playing dialogue dataset and introduce a method to
address biases and fine-grained alignment issues:

3.1.1 Coarse Role-playing Dialogue Dataset
Construction

We first segment the text and apply a role fre-
quency threshold to filter chunks (Fig. 2.1). Given
the large initial chunk volume, we employ open-
source models to extract dialogue scenarios and
evaluate chunks, retaining only those that reflect
role traits and belong to single scenes (Fig. 2.2).
Next, we compare various LLMs and ultimately
select GPT-4o for dialogue extraction, scene recon-
struction(Fig. 2.3-2.4 and more details are in §A.2
Tab. 5), with data verification ensuring that the
dialogues are coherent and consistent with role pro-
files. This pipeline (detailed in §A.1) enables the



low-cost, fully automated construction of a high-
quality role-playing dialogue dataset, supporting
subsequent derivative tasks and model training.

3.1.2 Refined Dataset Construction by Profile
Alignment and Profile Adjustment

Profile Alignment: After dialogue dataset construc-
tion, we use GPT-40 to align each multi-turn di-
alogue across five dimensions: Character, Style,
Emotion, Relationship, and Personality (CSERP)
as shown in Fig. 2.5. Using an innovative prompt-
ing mechanism (as detailed in §F.2), GPT-40 pro-
vides detailed reasoning processes, such as identify-
ing how a dialogue line reflects a specific speaking
style. This approach generates fine-grained CSERP
alignment tasks, helping the model maintain its
reasoning capabilities and enhancing its ability to
perceive and adhere to profiles during training. All
prompts used for dataset construction and align-
ment are provided in §F.1 and §F.2, respectively.

Profile Adjustment. Based on the alignment re-
sults, we dynamically adjust the profile settings for
each dialogue to ensure consistency, as indicated
by the red arrow in Figure 3. This addresses the
common issue of bias between scene dialogues and
role profiles in role-playing datasets, aligning the
training inputs (Profile prompts) with outputs (dia-
logue labels), thereby ensuring effective training.

3.2 Supervised Finetuning

Using the constructed dataset, we fine-tuned LLMs
with a mix of Aligned Role-Playing Dialogue data
D,., Deriving CSERP data D, and Chit-Chat data
D, (sourced from open-source chit-chat datasets)
in a 1:5:4 ratio. D, dataset was aligned and ad-
justed to ensure consistency between role profiles
and dialogue across scenarios. The learning objec-
tive was to minimize the aggregate negative log-
likelihood across all datasets, as described by:

min, E(S,G)ND,.@Dd@DC [—log (als)]

where s is the prompt input, and a is the corre-
sponding label, ©® denotes training dataset mixing,
and 7 denotes the trained LLMs. The total volume
of training data, consistent with other comparative
experiments, was regulated to be ten times that of
the benchmark role-playing data, effectively man-
aging the potential impact of data volume on LLM
training. Specific training parameters are detailed
in §D.

3.3 Automated Dialogue Evaluation

Evaluating the effectiveness and reproducibility of
role-playing is still an open problem. As discussed
in §2, the diversity in dialogue generation and eval-
uation methods complicates establishing widely
accepted standards.

Our next contribution is to propose an automated
dialogue method, as shown on the right side of
Fig. 3. We first generate a role and its descrip-
tion, aligning it with the worldview of the role to
be evaluated. Based on their profiles, we create
a dialogue scenario, design the emotions, and de-
fine the relationship between the roles. Finally, the
two models engage in multi-turn dialogues within
this context, producing a dialogue corpus for sub-
sequent role-playing model evaluations. One of the
models in the dialogue is GPT-4, which, compared
to human evaluators, provides a low-cost and stan-
dardized approach, ensuring consistent evaluation
across models (Wang et al., 2024b; Lu et al., 2024).

During the evaluation phase, we adopted the
“LLMs as judge” (Kim et al., 2023) approach, de-
signing five tasks based on the role profile dimen-
sions as discussed in §2: Character, Style, Emotion,
Relationship, and Personality. Besides, we used
Human-likeness to assess whether the model’s out-
put matches human expression and Coherence to
evaluate dialogue continuity. Additionally, we in-
troduced a role-based multiple-choice evaluation
to assess the model’s role consistency across multi-
turn dialogues. We reformatted all evaluation tasks
into multiple-choice and true/false questions, clar-
ifying criteria, streamlining the process, and re-
ducing biases. This approach has a high level of
acceptance in manual checks and closely mirrors
human evaluation, making the evaluation more sys-
tematic and reliable for large-scale applications.
All prompts used for dialogue generation and eval-
uation are available in §F.3.

4 Experiments

4.1 Experimental Setup

Dataset. Following the method in §3.1, we created
the RP dataset by extracting 280 Chinese and 31
English roles from 123 novels and scripts, result-
ing in 3,552 scenario dialogues with 23,247 turns,
all from authentic sources. Compared to the other
datasets listed in §A.3 Tab. 7, ours has the high-
est number of real roles and the highest turns with
real dialogues, which is significant for building a
general role-playing model. Additionally, we cre-



ated the CSERP dataset by deriving five alignment
training tasks from each of the 3,552 sessions, re-
sulting in five training data points per session. After
alignment, only 4.2% of the dialogues in the CSP
were fully consistent with the predefined role pro-
files (see §A.3 for details). Once the role profiles
were aligned and adjusted with their dialogues, the
data was transformed into the RPA dataset. The
CC dataset included both Chinese (NaturalConv
(Wang et al., 2021)) and English (DailyDialog (Li
et al., 2017)) chit-chat data.

Baselines. We test both open-source and propri-
etary advanced bilingual (Chinese-English) chat-
bots in our assessment framework. Our propri-
etary general baselines include: GPT-40, GPT-3.5-
Turbo (OpenAl, 2024), Yi-Large-Turbo (Wanwu,
2024), Deepseek-Chat (Deepseek, 2024). These
models represent the current state-of-the-art in
language generation technology, covering differ-
ent architectures and training methods. Addi-
tionally, we selected several baselines focused
on role-playing: Index-1.9B-Character (bili-
bili, 2024) (open-source), Baichuan-NPC-Turbo
(Baichuan, 2024) (proprietary), and Character-
GLM (Zhou et al., 2024) (open-source). These
models are specifically designed and optimized for
role-playing, capable of generating more realis-
tic character dialogues and interactions. Further-
more, to validate the effectiveness of our frame-
work, we trained two open-source bilingual base-
lines: Qwen2-7B-Instruct (Bai et al., 2023) and
Mistral-Nemo-Instruct-2407 (Jiang et al., 2023).
Metrics Design. As previously mentioned, our
goal is to evaluate the model’s ability to follow
the role’s profile and scenario setting, which aligns
with the objectives of the derivative tasks of CSERP
discussed in §A.1 Fig. 5. Consequently, the eval-
uation tasks and alignment tasks under the five
dimensions—Character, Style, Emotion, Relation-
ship, and Personality—are identical. Furthermore,
we introduced three additional evaluation metrics:
Human-likeness, Coherence, and Role Choice of
the dialogues:

¢ Emotion and Relationship: Both Emotion,
based on Ekman’s six basic emotions (Ekman,
1992), and Relationship are rated by GPT-4
on a 0-10 scale based on the evaluated dia-
logue. The scores are then used to calculate
the Normalized Mean Absolute Percentage Er-
ror (NMAPE) against context labels generated
by the prompt model.

* Character, Style, and Personality: Rated by
GPT-40 based on the dialogue and the role
profile’s candidate labels. Personality is as-
sessed using the MBTI classification (binary
recall), while Character and Style are multi-
label recall tasks.

* Human-likeness: Evaluates the naturalness
and realism of the interaction. GPT-40 de-
termines whether the dialogue is human or
model-generated using few-shot prompting.

* Role Choice: Assesses how well the role is
recognized in the dialogue. GPT-40 selects
the most appropriate role from four candidates
after masking the role names in the dialogue.

* Coherence: Evaluates the logical consistency
and contextual coherence of multi-turn dia-
logues. GPT-40 checks whether the dialogue
is coherent within the given context.

4.2 Main Results

We conducted 300 independent bilingual evalua-
tions for each model, with each evaluation consist-
ing of a scenario containing five turns of dialogue,
all involving new roles and scenarios. Specific
evaluating parameters are detailed in §D. The eval-
uation process was fully automated, with GPT-40
generating new chat roles and scenarios, and engag-
ing in multiple turns of dialogue with the evaluated
model. The generated dialogues were input into an
automatic evaluation pipeline to obtain quantitative
performance metrics for the role-playing models.
These evaluation results were used to calculate the
average performance of each model across five di-
mensions and three additional metrics.

We present the main results in Tab. 2. Due to
the lack of role-playing training, the role-playing
capabilities of the general baselines are closely re-
lated to their general capabilities. In the Human-
likeness dimension, dialogues generated by GPT-
40 have a 67.33% probability of being perceived as
real human dialogues, significantly outperforming
other general models. This is crucial for creating
authentic dialogue scenario simulations.

Among the role-playing expertise baselines,
the open-source models Index-1.9B-Character and
characterGLM-6B, which were fine-tuned using
only role-playing data, showed significantly lower
performance in Human-likeness and Coherence
compared to other models. In contrast, the propri-



Model Character Style Emotion | Relationship | Personality Qu_al;i:tc:;ion _lgil(lé:::;g‘r Role Choice 1 | Coherence 1
Recall 1 Recall 1 NMAPE | NMAPE | Precision 1

General Baselines(Proprietary)
GPT-40 7432+1.15 81.67+1.51 1631+048 12.13+0.66 6658+4.41 4633+2.88 67.33+3.95 87.33+3.86 99.67+0.33
GPT-3.5-Turbo 7226+127 73.66+1.73 17.79+0.56 14.17+0.73 6692+4.85 39.0+2.82 3333+443  83.00+4.68 97.33+1.17
Yi-Large-Turbo 75.13+£1.22  79.18+1.58 1644+049 13.48+0.67 6825+4.61 49.0+2.89 47.00£4.60 84.33+3.67 92.67 +2.39
Deepseek-Chat 7546+ 1.14 8149151 15924046 1242+0.63 67.92+4.57 49.33+2.89 52.33+4.95 83.00+4.68  96.67 +1.00
Role-play Expertise Baselines
Index-1.9B-Character 7333+£132  7648+150 17.99+0.53 13.58+0.71 6633+4.57 41.67+285 21.67+3.96 78.67+514 69.67+3.85
CharacterGLM-6B 7336+1.28 7608+ 1.55 18.58+0.55 14.27+0.79 67.33+4.34 36.0+2.77 16.00 £2.38  81.00+4.40  25.67 +3.48
Baichuan-NPC-Turbo 75.19+£1.23  79.15+1.38 17.24+0.51 13.10£0.69 6533+4.84 4933+2.82 56.00+4.66 86.33+4.90 99.00+0.56
Custom Trained Baselines
Mistral-Nemo-Instruct-2407 7412+ 1.17  77.04+1.48 17.00+0.43 13.50+0.67 67.00+4.30 39.0+2.82 53.67£4.66  82.67+4.77 7433 +3.77
+RP & CC 7156 £1.26 7466+ 151 17.36+049 1258 +0.69 68.17+4.32 34.67+275 53.67+3.76 86.33+422 86.33+2.42
+RPA & CC 7444114  77.63+140 16.74+046 12.07+0.67 69.50+4.31 43.67+2.86 56.00+3.41 85.00+4.49 91.67+1.80
+RPA & CC & CSERP 7458 £1.28 7847+145 16.62+048 11.38+0.67* 69.08+4.46 47.33+2.88* 59.00+4.46 87.00+£4.73  92.67+1.59
Oven2 7B Instraer TSOLII3 TE8E16s 17642056 1343507 6755440 3270 AS00£466 83334 9900056
+RP & CC 7491121 7859+1.39 16.52+048 12.28+0.67 67.00+4.31 38.0+28 56.67+£3.85  82.00+4.90  90.00 + 1.59
+RPA & CC 7643+1.18 81.28+1.37 16.10+045 1235+0.67 67.83+4.36 44.67+287 6233+3.21 8733+3.77 92.67+1.85
+RPA & CC & CSERP 78.67 £ 1.12% 82.52+1.33* 15.68 +0.5* 11.22+0.72*% 69.67 +4.27 56.33 +2.86% 64.33 +3.80* 87.33+3.74 99.00+0.56

Table 2: Main results of BEYOND DIALOGUE. We report the average scores with their standard error of the
mean (SEM). Bold numbers indicate the highest scores, while underlined numbers are the best in the group, *
means the improvements over the untrained baseline are statistically significant (achieving p < 0.05 in t-test). The
Qualification Rate (QR) indicates the proportion of role-playing dialogues that align with the predefined profile,
scoring above 60 in each C-S-E-R-P dimension, with E and R calculated as I-NMAPE. All dialogues are evaluated
by GPT-40 as judges, with supplementary evaluations provided by Claude-3-Opus in §B.1 Tab. 9.

etary model Baichuan-NPC-Turbo demonstrated a
significant improvement in Human-likeness.

In our experiments, the model trained with un-
aligned role-playing data (+RP & CC) exhibited
training biases, resulting in limited or even dimin-
ished performance in Qualification-Rate. In con-
trast, the model trained with aligned data (+RPA &
CC) achieved significant improvements, emphasiz-
ing the importance of data alignment in mitigating
training bias. Furthermore, the model trained with
additional aligned data (+RPA & CC & CSERP)
outperformed the original model by 19%, and sur-
passed GPT-40 by 10%.

Under the BEYOND DIALOGUE framework,
the fully enhanced Qwen-2-7B models obtained
through supervised fine-tuning achieved the highest
scores in most dimensions, with its human-likeness
significantly outperforming other baselines except
GPT-40, and showing statistically significant im-
provements across five dimensions compared to
the untrained baseline (p < 0.05 in t-test). Adding
CSERP data not only fine-tunes the alignment of
dialogue and profile across these five dimensions
but also enhances the model’s logical and contex-

tual coherence abilities through reasoning training,
which is well reflected in the Coherence metric.

Overall, these results emphasize the importance
of aligned dialogues and role profiles in role-
playing training and demonstrate the excellent per-
formance of the “Beyond Dialogue” training tasks
in general role-playing dimensions.

Further baseline results can be found in the sup-
plementary tables provided in §B.1. Case studies
are available in §G.1. For a detailed account of
the manual verification of GPT-40 evaluations,
please refer to §C Tab. 10.

4.3 Alignment Results

To explore the model’s capability in fine-grained
alignment for dialogue and role profiles, we ran-
domly sampled 100 data points from each dimen-
sion of CSERP in the evaluation results (§4.2). Us-
ing GPT-40’s results as the reference labels, we
present the alignment results of the comparable
baseline model and two improved models in Tab. 3.
The alignment for Character, Style, and Personal-
ity was assessed using recall, while Emotion and
Relation were evaluated using NMAPE.

The fine-tuned Mistral-Nemo model, achieved



Model Character 7 StyleT  Emotion| Relationship | Personality  Avg. T

Comparable Baselines

Yi-1.5-9B-Chat 79.0£23 75.4£25 17.1£0.9 153£15 70.7£2.4 78519

GLM-4-9-chat 722423 77.8+£22 126 £0.7 127+£1.2 78.0+2.4 80.5+1.7

Custom Trained Baselines

Mistral-Nemo-Instruct-2407 528 £3.6 543442 13.5+0.7 109£0.8 77.2£23 71.9+23

+RPA & CC & CSERP 89.1+1.6 88.7+£22 10.1£0.5 870+ 1.7 894+14

Qwen2-7B-Instruct 51.6+227 5123+£298 206+09 17.1+1.6 527437 63.5+23

+RPA & CC & CSERP 86.3+2.1 819£25 13.1£0.7 89+09 827+18 857+1.6

Table 3: Comparison of Baseline Models on Dialogue
and Role Profile Alignment Tasks. The results are
benchmarked against GPT-40’s alignment performance.

top performance, closely matching GPT-40’s 89.4%
effectiveness. Both Mistral and Qwen showed no-
table improvement, with recall rates for Character
and Style increasing by over 30%, while NMAPE
for Emotion and Relation decreased significantly.
This boost allowed the 7B-parameter Qwen2 model
to surpass the 9B-parameter Yil.5 and GLM4 mod-
els in alignment tasks.

However, when trained on the RPA & CC or
RP & CC datasets alone, both Qwen and Mistral
struggled with alignment tasks. Their reasoning
capabilities declined, resulting in ineffective out-
comes. Detailed case studies are in §G.2.

The results from Tab. 2 and Tab. 3 indicate that
enhancing the model’s ability to align dialogue and
role profiles effectively translates into improved
role-playing capabilities. Since these Alignment
Tasks are consistent with the Evaluation Tasks
across the five dimensions of CSERP, improve-
ments in alignment ability also signify enhanced
model role-playing evaluation capabilities. This is
beneficial for establishing an effective feedback-
enhanced loop for the role-playing.

4.4 Ablation Study

To assess the contribution of the five CSERP align-
ment tasks within the BEYOND DIALOGUE frame-
work, we conducted an ablation study. Each task
was removed individually, with its training data vol-
ume replaced by an equivalent amount of CC data
to maintain consistency. We evaluated the model
across the five role-playing dimensions of CSERP,
using the same evaluation methods as in Tab. 2.
Tab. 4 presents the results of the ablation ex-
periments for CSERP training tasks. Notably, the
ablation of w/o Char. and w/o Styl. have the most
significant impact, with a marked decline in the
performance of Character and Style, respectively.
The other three metrics also showed varying de-
grees of decline, indicating that these fine-grained
alignment tasks are crucial for the model’s general

Average Score

T2TAl wo  wio wl w  who

Char. Styl. Emot. Rela. Pers. 60 Character  Style  Emotion Relationship Personality

(a) Average Score (b) Ablation Dimension

Figure 4: Comparison of Scores for Ablation Across
Five Dimensions in CSERP (Left) and Performance
Scores for Specific Dimensions (Right).

Model Character T Style T Emotion |  Relationship | Personality T QR T

w/o Char. 73.75+124 8143+140 1594+045 11.75+£0.66 67.08+4.56 45.0+2.87

w/o Style.  76.94+122 7899+1.38 1587+045 12.07£0.69  67.25+4.42 47.67+2.88

w/o Emot. 78.69+1.22 80.11+1.38 16.08+0.46 11.82+0.65 67.58+4.92  48.67 +2.89

w/oRela. 77.69+1.29 82.33+1.39 1581+046 12.28+0.68 68.92+4.48 50.67 +2.89

wloPers. 7838+120 7934+142 16.14£045 11.93£0.66  66.17+4.49 44.67+2.87

11.22£ 072 69.67+4.27 56.33 +2.86

All 78.67+1.12 82.52+1.33 15.68 £ 0.50

Table 4: Ablation Results on CSERP Training Tasks.

role-playing capability.

Fig. 4 compares scores across the five CSERP
dimensions, illustrating how ablation of individual
tasks affects both overall and specific performance.

The ablation study clearly demonstrates that
each alignment task within the BEYOND DIA-
LOGUE framework uniquely contributes to the
model’s overall performance. The integration of
all tasks yields the best results, underscoring the
importance of these alignment tasks in training a
robust general role-playing model.

5 Conclusion

This paper introduces a novel general role-playing
framework called BEYOND DIALOGUE. We pro-
pose a straightforward method that effectively
aligns dialogues in specific scenarios with role
profiles. This alignment helps to eliminate biases
arising from inconsistencies between predefined
profiles and the dialogues generated during train-
ing. Additionally, we present an innovative prompt-
ing mechanism that constructs “Beyond Dialogue”
training tasks by generating reasoning processes. It
enables fine-grained alignment between role pro-
files and dialogues at the sentence level. In terms
of evaluation, we shift from traditional subjective
assessments to an objective, efficient, and repro-
ducible method. Experimental results demonstrate
that our approach enhances the model’s ability to
follow predefined profiles across various dimen-
sions of general role-playing, surpassing most gen-
eral and specialized role-playing baselines.



6 Limitations

While our framework addresses the challenge of
LLMs adhering to predefined role profiles, real-
world scenarios often involve role profiles that
change as the dialogue progresses. This limits the
framework’s applicability in situations requiring
more flexible and dynamic role behavior. More-
over, automatically adjusting role profiles based on
dialogue evolution and contextual shifts remains
an open area for future research.

7 Ethical Statement

Use of Human Annotations. Our research in-
volves human annotations for tasks like collecting
novel content, character profiles, and validating
GPT-40 data accuracy and consistency. We hire
professional annotators with relevant expertise and
provide them with thorough training. To ensure fair
compensation, we offer wages above the local min-
imum wage standards. We maintain transparency
about the use of their annotations and secure in-
formed consent before beginning the work. We
also prioritize privacy protection, ensuring a re-
spectful and ethical research environment.

Risks. Role-play LLMs trained under the BEYOND
DIALOGUE Framework may exhibit only the basic
safety alignment of the underlying training model,
which means they could potentially generate harm-
ful or toxic content when prompted. As a result,
these role-play models are intended solely for re-
search purposes and will require careful alignment
for safety in future iterations.
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A Details of Dataset Construction

A.1 Dataset construction process

We need to manually collect and annotate character
traits, speaking styles, and personality labels from
the novels. The personality labels will be primarily
sourced from the Personality Database'. Following
this, we will proceed with the fully automated role-
playing dialogue data construction process (see
Fig. 2):

1. Chunk Split and Filter: To manage the token
limit of LLMs, the novel is split into fixed-
token chunks. Only chunks that meet the
role’s appearance threshold are retained, re-
ducing the number of chunks and associated
costs in subsequent stages, while ensuring that
relevant roles are captured.

Scenario Extract and Chunk Evaluation:
Open-source large models are utilized to ex-
tract scenarios from the chunks (prompt in
Tab. 11), filtering out those that contain multi-
ple scenarios to avoid discontinuous dialogues.
Given the large number of input chunks, using
specialized models can be costly. After com-
parison, we selected Qwen1.5-72B-Chat (Bai
etal., 2023) for its balance of performance and
efficiency. Additionally, chunks are evaluated
to keep only those that reflect the role’s pro-
file (prompt in Tab. 12), helping to eliminate
non-matching chunks and reduce the number
of chunks in subsequent inputs.

. Dialogue Extract: Utilizing powerful LLMs
to extract dialogues and actions between
roles from valid chunks is crucial (prompt in
Tab. 13), as role-playing dialogue data is fun-
damental for both role-playing training and
subsequent derivative tasks. After compar-
ing mainstream models, we selected GPT-40
(gpt-40-2024-05-13) for its cost-effectiveness.
§A.2 details the extraction accuracy and cost
of each LLM we evaluated.

Dialogue Check: To ensure valid role-playing
dialogue data, we first focus on forming al-
ternating two-person dialogues, which often
leads to scenarios shrinking. This neces-
sitates simultaneous scenario reconstruction
and coherence checks to maintain contextual
integrity (prompt in Tab. 14). After ensuring

"https://www.personality-database.com/
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the coherence, we employ GPT-4 to review
role portrayal accuracy, discarding any dia-
logues that conflict with the established pro-
files (prompt in Tab. 15).

. Profile Alignment: We use GPT-40 to ana-
lyze each multi-turn dialogue, ensuring align-
ment of the role-playing data across the five
dimensions: Character, Style, Emotion, Rela-
tionship, and Personality (CSERP, see Fig. 5):

(a) Character and Style: These are aligned
using a word recall method, where GPT-
4o recalls descriptive words from the role
profile that are reflected in the dialogue
within the scenario’s scope (prompt in
Tab. 16 and Tab. 17).

(b) Emotion and Relationship: These are
aligned using a scale method, with GPT-
4o providing a score from 0-10 based on
the dialogue content. The Emotion di-
mension is based on Ekman’s six basic
emotions (Ekman, 1992): Anger, Dis-
gust, Fear, Happiness, Sadness, and Sur-
prise (prompt in Tab. 18). The Relation-
ship dimension reflects the intimacy pre-
sented in the dialogues within the sce-
nario’s scope (prompt in Tab. 19).

(c) Personality: We use the Myers-Briggs
Type Indicator (MBTI)?, which consists
of four dimensions, each with two types.
GPT-40 performs binary classification
alignment for the four dimensions within
the scenario’s scope (prompt in Tab. 20).

. Profile Adjustment: In the role profile, Char-
acter, Style, and Personality are predefined,
so we adjust each dialogue’s profile prompt
based on the alignment results from Step 5.
Since Emotion and Relationship are scene-
dependent and cannot be predefined, we need
to supplement the profile prompting the dia-
logue with information on these two dimen-
sions.

A.2 Comparative Analysis of Dialogue
Extraction

This section presents a comparative analysis of
LLMs for novel dialogue extraction, focusing on
accuracy and cost. The models compared include
Qwen1.5-72B-Chat (Bai et al., 2023), ERNIE-Bot

Zhttps://www.16personalities.com/
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Figure 5: An diagram of Deriving the Character-Style-Emotion-Relationship-Personality (CSERP) Dataset from

Role-Playing Dialogue Data.

(Baidu, 2024), deepseek-chat (Deepseek, 2024),
moonshot-v1-8k (Moonshot, 2024), and GPT-40
(OpenAl, 2024). Key metrics are dialogue extrac-
tion accuracy, omission recall rate, and API costs.
Note that Qwen, being open-source, incurs no API
costs. A detailed comparison is provided in Tab. 5.

model Recall Accuracy Pricing ($)
Qwenl.5-72B-Chat  67.7% 71.4% -

1.66 / 1M input tok
ERNIE-Bot 854% 9% {hput fokens
1.66 / 1M output tokens
0.14 / 1M input tokens

deepseek-chat 83.2% 92.2%

0.28 / 1M output tokens
1. IMi kens
moonshot-v1-8k  73.1%  79.2% 66/ 1M input tokens
1.66 / 1M output tokens

5.00/ 1M input tok
gpt-do 89.1%  96.4% 1nput fokens

15.00 / IM output tokens

Table 5: Comparative Accuracy and Cost Analysis of
Dialogue Extraction LLMs

High accuracy and recall rates are essential for
maintaining the integrity and consistency of ex-
tracted dialogues. The quality of role-playing di-
alogue data significantly affects the quality of de-
rived CSERP tasks. Compared to GPT-40, the ac-
curacy gap in the other LLMs is substantial, result-
ing in a notable decrease in the proportion of ex-
tracted dialogues passing the quality check. Conse-
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quently, producing the same amount of high-quality
role-playing dialogue data with these LLMs incurs
higher costs. Therefore, we ultimately chose GPT-
4o for extracting character dialogues and actions
from text segments.

A.3 Statistical Analysis of BEYOND
DIALOGUE Role-Playing Dataset

Following the method outlined in §A.1, we ex-
tracted 280 Chinese roles and 31 English roles from
123 Chinese and English novels or scripts. In total,
3,552 sessions of scenario dialogues were obtained,
comprising 23,247 dialogue turns, all drawn from
authentic dialogues in novels or scripts (Tab. 6).

Tab. 7 summarizes the statistical information of
various role-playing dialogue datasets. From the
table, it can be seen that our dataset is entirely
sourced from novels. However, this source pro-
vides richer and more authentic dialogue scenarios.
Additionally, compared to other datasets, we have
the highest number of real roles and the most ses-
sions of authentic dialogues.

In Fig. 6, the distribution of dialogue turns in
both Chinese and English from our role-playing
dataset is presented, illustrating the variation in
dialogue lengths.

The verb-noun structure of role-playing instruc-
tions in English is illustrated in Fig. 7, with the



Alphabetical List of Novel and Script Titles in English

A Dream of Splendor, A Record of a Mortal’s Journey to Immortality, A Slight Smile is
Very Charming, A Song of Ice and Fire, All is Well, Battle Through the Heavens, Better
Days, Better Days (Novel), Big Shot, Black Moonlight Hold Firm (Drama Script), Blade of
the Immortal, Border Town, Bright Sword, Butterfly, Can’t Hide Love, Candle in the Tomb,
Chinese Paladin 3, Chronicles of a Blood Merchant, Crouching Tiger, Day and Night, Deep
Love and Rainy Weather, Demi-Gods and Semi-Devils, Detective Chinatown 2, Diamond
Lover, Do You Know? The Green Should be Plump and the Red Lean, Dream of the Red
Chamber, Empresses in the Palace, Ever Night, Farewell My Concubine, Fighter of the
Destiny, First Love, Grandmaster of Demonic Cultivation, Guo Degang’s Comedy Collection,
Half-demon Tsukasa, Hamlet, Handsome Siblings, Hard to Coax, Harry Potter, Heaven
Official’s Blessing, Hello Mr. Billionaire, Hi, Hidden Dragon, Home with Kids (Season 1
Episodes 1-2), How Long Will I Love U, Howl’s Moving Castle, IPartment 1, IPartment
2 (Drama Script Excerpt), Important Things in Life, In the Mood for Love, In the Name
of the People, Infernal Affairs, Journey Under the Midnight Sun, Journey to the West, Joy
of Life (Novel), Joy of Life (Season 1 Episodes 1-2), Kong Yiji, Kung Fu, Longing Heart,
Love As The Goal, Love in a Puff, Meeting You, Meteor, Mom (Drama Script Excerpt),
My Homeland, My Own Swordsman, My People, Nirvana in Fire, Nirvana in Fire, Not
Allowed to Die, Ode to Joy (Drama Script Excerpt), One and Only, Outlaws of the Marsh,
Passing by Your World, Proud Wanderer, Qin’s Moon, Red Sorghum Clan, Silent Separation,
Snow in Midsummer, Soldier Assault, Soul Land, Spirited Away, Sword, The Adventures
of Chu Liuxiang, The Bad Kids, The Bride with White Hair, The Deer and the Cauldron,
The Devotion of Suspect X, The Flowers of War, The Four Great Constables, The Godfather,
The Great Dao Commander, The Heaven Sword and Dragon Saber, The Journey of Flower,
The King’s Avatar, The Left Ear, The Legend of Lu Xiaofeng, The Legend of the Condor
Heroes, The Liancheng Swordsman, The Longest Day in Chang’an, The Lost Tomb, The
Lotus Flower Pavilion, The Masterless Master, The Mute Mansion, The Mystic Nine, The
Newsroom (Drama Script Excerpt), The Orchid’s Oath, The Parasitic Son-in-Law, The Return
of the Condor Heroes, The Romance of Tiger and Rose, The Smiling, The Speed of Life, The
Story of Yanxi Palace , The Story of the Cook’s Camp (Drama Script Excerpt), The Sword
Stained with Royal Blood, The Sword of the Third Young Master, The Swordsman, The
Three-Body Problem, The Wandering Earth, The World Beneath (Text Excerpt), Tiny Times,
To Live, To Try the World, To the Place with Wind (Drama Script Excerpt), Unrequited Love,
‘White Deer Plain, With the Family (Drama Script Excerpt), You Are My Glory, Youth, Zhu
Xian

Table 6: List of Novels and Scripts Titles

(a) Chinese

(b) English

Figure 6: Distribution of Dialogue Turns in Our Role-
Playing Dialogues Dataset

inner circle representing the top 20 verbs and the
outer circle listing the direct noun objects.

The word clouds in Fig. 8 illustrate the charac-
ter traits and speaking styles present in our role
profiles.

As illustrated in Fig. 9a and 9b, the distribution
of emotion and relationship values is presented,
both rated on a scale from 0 to 10. The emotion
distribution is based on the highest emotion score
for each dialogue. Additionally, Fig. 9c shows
the varied distribution of MBTI personality types
among the role profiles in the dataset.

After GPT-40 aligned the predefined profiles
with the scenario dialogues, we observed the fol-
lowing non-alignment ratios: 66.84% for Character,
80.66% for Personality, and 41.84% for Style, all
deviating from the predefined profiles. Since Emo-
tion and Relationship are not part of the predefined
profiles, their non-alignment ratios were not com-
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Figure 7: Verb-noun Structure of Our Role-playing In-
structions in English.
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Figure 8: Word Cloud of Character Traits and Speaking
Styles in Role Profiles

puted.

B Supplementary Experimental Results

B.1 Supplementary Baselines for Main
Results

This appendix complements the main results pre-
sented in the paper by providing additional insights
into the bilingual chatbot baselines used in our
evaluation. In addition to our proprietary gen-
eral baselines, we have also tested newly added
open-source general baselines. The proprietary
models include GPT-40, GPT-3.5-Turbo (Ope-
nAl, 2024), Moonshot-v1-8k (Moonshot, 2024),
Yi-Large-Turbo (Wanwu, 2024), Deepseek-Chat
(Deepseek, 2024), Baichuan4 (Baichuan, 2024),
and Hunyuan (Tencent, 2024). The newly tested
open-source baselines include Yi-1.5-9B-Chat,
GLM-4-9b-chat, Mistral-Nemo-Instruct-2407,
and Qwen2-7B-Instruct.

Based on the experimental results, we selected
Qwen2-7B-Instruct and Mistral-Nemo-Instruct-
2407 for our training due to their balanced per-
formance across both the average score (“Avg”)



Dataset Source Open-source Multi-lingual Multi-turn # Roles # Sessions  # Turns  # Ave Turns
HPD Novel v v v - 1042 14380 13.8
CharacterGLM  Novel & Human & GPT X X 4 250 1034 16316 15.78
RoleLLM GPT v 4 X Zh: 5, En: 95 - 23463
CharacterLLM GPT v X v 9 1600 21120 13.2
PIPPA Human v X v 1254 26000 1049015 40.34
ChatHaruhi Novel & GPT v X v 32 54726 67660 1.23
WIKIROLE GPT v 4 v Zh: 3184, En: 3902 7086 36164 5.1
Ours Novel v v v Zh: 280, En: 31 3552 23247 6.54

Table 7: Comparison of Role-Playing Dialogue Datasets: Our dataset vs. Existing Role-Playing Datasets. Note: In
since it is exclusively centered on Harry Potter, with other

T3]

the HPD dataset, the number of roles is denoted as

characters interacting with him. RoleLLM is single-turn, so # Sessions and # Avg Turns are marked as
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in the Dataset

and human likeness dimensions. While Yi-1.5-
9B-Chat demonstrated a reasonably high average
score, its performance in human likeness was no-
tably poor. Its dialogues were excessively rigid and
Al-like, which compromised the immersion and
authenticity needed in role-playing scenarios.

Moreover, an important factor in selecting
Mistral-Nemo-Instruct-2407 was its primary fo-
cus on English, in contrast to the other three
models—Yi-1.5-9B-Chat, GLM-4-9b-chat, and
Qwen2-7B-Instruct—which are predominantly
Chinese-language models. Including Mistral in
our training set was crucial for ensuring linguistic
diversity, thereby enhancing the model’s capability
to handle bilingual tasks effectively.

In Tab. 2, we used GPT-40 as the primary evalu-
ation model. To further validate the performance,
we also employed the Claude-3-Opus (Anthropic,
2024) model, which shares similar capabilities with
GPT-40. While GPT-40 exhibited noticeable de-
clines across several metrics, likely due to its inher-
ent preference for generating its own content, the
results from Claude-3-Opus were consistent with
those of GPT-4o0, thereby confirming the robustness
of our evaluation approach.
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Figure 10: Radar Chart of Ablation Results on CSERP
Training Tasks.

B.2 Supplementary Result for Ablation Study

The radar charts in Fig. 10 visually encapsulate
the comprehensive impact of each training task’s
absence, offering a nuanced view of their contribu-
tions to the model’s overall capability across mul-
tiple dimensions. By systematically removing in-
dividual CSERP tasks and observing the resulting
changes in performance, this analysis highlights
the critical role each task plays in enhancing the
model’s alignment with the role-playing dimen-
sions. The significant drops in Character and Style
metrics upon the removal of w/o Char. and w/o
Styl. tasks, respectively, emphasize the necessity of
these fine-grained alignment tasks in maintaining



Character Style Emotion Relationship | Personality Human
Model QR 1T likeness T Role Choice 1T | Coherence T
Recall Recall 1 NMAPE | NMAPE | Precision T

General Baselines(Proprietary)
GPT-40 7432+1.15 81.67+151 1631+048 12.13+£0.66 66.58+4.41 46.33+2.88 67.33+£3.95 87.33+3.86 99.67 +0.33
GPT-3.5-Turbo 7226+127 73.66+1.73 17.79+056 14.17+£0.73 6692+485 39.0+£2.82 3333+443 83.00%£4.68 9733x%1.17
Moonshot-v1-8k 74.06£1.19 80.64+ 151 16.17+047 1342+0.70 67.00+4.87 45.67+2.88 44.00+4.33 86.67+3.75 99.33+0.46
Yi-Large-Turbo 7513+£1.22 79.18+1.58 1644+049 1348+0.67 68.25+4.61 49.0+2.89 47.00+4.60 8433+£3.67 92.67+239
Deepseek-Chat 7546 £1.14 8149+ 151 15.92+046 1242+0.63 67.92+4.57 49.33+2.89 5233+495 83.00+4.68 96.67 +1.00
Baichuan4 71.82+125 7692+152 17.57+0.52 1230+0.62 67.08+4.75 41.33+2.84 4533+4.31 8233+£449 99.33+0.46
Hunyuan 7377+1.18 7875+1.56 1724+048 13.22+0.68 67.00+4.39 42.0+285 53.00+429 84.33+452 9833+0.84
General Baselines(Open-source)
Yi-1.5-9B-Chat 7531120 76.78+1.49 16.67+0.52 12.75+0.66 67.42+4.63 41.33+2.84 38.67+439 84.00+£4.61 92.67+1.79
GLM-4-9b-chat 7426+1.19 7840+1.55 17.18+0.50 1448 +0.74 67.17+4.93 43.33+2.86 47.67+4.25 8333+4.51 99.33+0.46
Mistral-Nemo-Instruct-2407  74.12+1.17 77.04+1.48 17.00+043 13.50+0.67 67.00+4.30 39.0+2.82 53.67+4.66 82.67+4.77 7433+3.77
Qwen2-7B-Instruct 7539+£1.13 77.68+1.65 17.64+056 1343+0.7 67.75+4.44 3733+279 48.00%4.66 8333+£448  99.00£0.56

Table 8: Supplementary Main Results of BEYOND DIALOGUE. Bold values indicate the best performance in each

group.

the model’s general role-playing effectiveness.

C Human Verification of Evaluation

C.1 Human Annotation Process

For our human annotation process, participants
were recruited from Mainland China, where they
were employed by a company that specializes in
data annotation. All participants were proficient
in English, ensuring that the annotation tasks were
completed accurately and efficiently. The compen-
sation for these annotators was set at $16 per hour,
which corresponds to roughly $1 per item anno-
tated. This pay rate was determined based on the
expected complexity of the tasks and the standard
industry rates for such work in China.

Given the demographic characteristics of our par-
ticipants (Chinese employees with strong English
skills), this wage is considered fair within the local
context. The annotators were able to work at a pace
that aligned with this compensation, and the hourly
rate was calibrated to account for the expected time
it would take to complete each task. The average
task duration was calculated through pilot testing,
which helped us determine that $16 per hour was
appropriate for the time investment required.

C.2 Human Verification Results

In this section, we present our approach to verifying
the evaluations conducted by GPT-40 through hu-
man assessment. Specifically, we sampled 100 dia-
logue evaluations generated by GPT-40 and man-
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ually checked the reasonableness of these evalua-
tions. The dialogue evaluations were divided into
two parts: Auto-Generation and Auto-Evaluation.

For the Auto-Generation part, GPT-40’s task was
to generate dialogue scenarios and corresponding
scenario settings. Human judges evaluated the va-
lidity of the content generated by GPT-40. The
validity metric reflects the percentage of instances
deemed reasonable and accurate by human evalua-
tors. As shown in Tab. 10, the validity scores across
different metrics such as Role, Scenario, Emotion,
Relationship, and Dialogue are consistently high,
indicating that GPT-40 performs well in generating
contextually appropriate dialogue scenarios.

In the Auto-Evaluation part, GPT-40 evaluated
role-playing dialogues generated by different mod-
els across eight dimensions: Character, Style, Emo-
tion, Relationship, Personality, Human-likeness,
Role Choice, and Coherence. The human verifi-
cation process involved two key metrics: Validity
and Cosine similarity. Validity assesses the sound-
ness of GPT-40’s evaluation justifications, while
Cosine similarity measures the agreement between
GPT-40’s evaluation results and those of human
evaluators.

As depicted in Tab. 10, the validity scores for
Auto-Test dimensions are consistently high, with
the lowest score being 0.88, which reflects the
robustness of GPT-40’s evaluation justifications.
However, the Cosine similarity metric indicates
that while there is strong alignment between GPT-
40’s evaluations and human assessments in dimen-



Character Style Emotion Relationship | Personality Human
Model QR 1T likeness T Role Choice 1T | Coherence T
Recall T Recall T NMAPE | NMAPE | Precision T

General Baselines(Proprietary)
GPT-40 7314+ 154 7476+197 1558+0.57 13.50+0.88 66.00+4.59 41.33+2.84 62.00+8.14 84.00+545 99.50+0.50
GPT-3.5-Turbo 70.89+1.65 6598+2.15 17.16+0.66 1632+0.95 6500539 34.67+275 3050+x432 81.00+x6.40 96.00+ 1.69
Role-play Expertise Baselines
Baichuan-NPC-Turbo 7338+159 7547+1.66 16.80+0.62 14.58+090 6425+545 41.67+2.85 5800495 83.50+7.08 99.50+0.50
Custom Trained Baselines
Mistral-Nemo-Instruct-2407  74.12+1.17 77.04 £1.48 17.00+0.43 13.50+0.67 67.00+430 39.0+2.82 53.67+4.66 82.67+4.77 7433+3.77
+RP & CC 7028 +1.63 7049+1.79 16.53+0.56 14.58+090 66.75+5.03 42.0+2.85 54.00+432 8550+5.87 83.00+3.17
+RPA & CC 73.52+1.50 70.70+1.67 15.84+0.56 13.70+0.88 67.88+5.65 45.67+2.88 56.00+4.13 83.00+629 91.00+2.40
+ RPA & CC & CSERP 7458 +1.28 78.47+145 16.62+048 11.38+0.67 69.08+4.46 47.33+2.88 59.00+4.46 87.00+4.73 92.67 +1.59
Qwen2-7B-Instruct 7322+ 146 70.77+2.13 1728+0.66 15.05+0.92 66.62+4.63 34.67+2.75 5450+£555 83.50+5.63 98.50+0.82
+RP & CC 7256 +1.62 72.63+1.68 15.64+0.57 1390+0.89 6538+5.03 44.67+2.87 60.00+441 80.00+6.77 91.00+1.91
+RPA & CC 7433+ 151 75.67+1.71 1520+0.54 14.68+0.87 67.38+5.18 4933+2.82 66.00+2.96 86.50+525 9550+1.53
+ RPA & CC & CSERP 76.08+1.45 77.03+1.68 1529+0.62 12.58+0.93 68.38+4.86 53.0+2.88 6550+4.13 8550+5.15 99.00 +0.69

Table 9: Supplementary Evaluation Results by Claude-3-Opus (Anthropic, 2024). Bold values indicate the best

performance in each group.

sions such as Relationship, Personality, and Coher-
ence, there is a notable discrepancy in the Human-
likeness dimension, with a Cosine similarity of
only 0.78. This suggests that GPT-40’s evaluations
of human likeness deviate more significantly from
human evaluations compared to other dimensions.
Additionally, the evaluation of human likeness is
likely influenced by biases in individual human
judgments, contributing to this discrepancy.

The results demonstrate that GPT-40’s evalu-
ations are largely consistent with human judg-
ments, showcasing its capability to perform reli-
able and contextually appropriate assessments in
role-playing dialogue scenarios.

D Implementation Details

Training. We fully finetuning all models for 3
epochs with 833 steps with the 128 global batch
size. We set the training sequence length to 4,096.
The learning rate is 3e-5. The + RPA & CC
& CSEREP represents models were trained using
Align Role-Playing dialogue with profiles, Chit-
Chat, and CSERP data in a ratio of 1:4:5, while
+ RP & CC represents a ratio of 1:9 using non-
aligned dialogue data. In both cases, the proportion
of English to Chinese data within the Chit-Chat
data is consistent with that in the Role-Playing
data.

Inference. We infer all models with topP 0.8,
length penalty 1.1, sequence length 4096, and max
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new token 256. The number of dialogue turns in
the automated dialogue setting is 5. During the
inference of the Alignment task, some outputs may
fail to parse due to formatting requirements. We
allow the model five inference attempts. Any result
that meets the formatting criteria at least once is
retained to evaluate its alignment capabilities in
dialogue and role profile.

Evaluation. We evaluated a total of 30 roles, with
15 roles drawn from the training set and 15 newly
defined roles. Each role engaged in dialogues with
10 randomly generated new roles, with each dia-
logue consisting of 5 turns. The ratio of Chinese to
English roles in the evaluation was 2:1, consistent
with the ratio in the training data.

Hardware and System Configuration We use 8
NVIDIA RTX A100 GPUs with 1TB of memory
for training and a single A100 GPU for inference.
The system operates on Linux version 4.14.105-1-
tlinux3-0013.

E Cost Analysis

In this section, we provide a detailed cost analysis
of the BEYOND DIALOGUE framework, including
both automated and manual evaluation processes.
For the manual evaluation, we enlisted the assis-
tance of three evaluators from Mainland China,
all of whom possess proficient English skills, en-
suring the accuracy and reliability of the assess-
ments. The cost of human annotation was calcu-



Auto-Generation

Auto-Evaluation

Metrics Role Scenario Emotion  Relationship Dialogue | Character

Style

Emotion  Relationship Personality Human-likeness Role Choice Coherence

Validity | 1.0£0.0 1.0+£0.0 0.94£0.02 1.0£0.0 1.0£0.0

0.89+£0.04 0.9£0.03 0.92+0.03

0.98+0.01  0.93+0.03 0.88 £0.03 0.92£0.03 0.990.01

Cosine

0.96+0.01 0.94+0.01 0.94+0.01

0.99 £0.0 0.98 £0.01 0.78 £0.0 091£0.03 0.99+0.0

Table 10: Human Verification of GPT-40’s Evaluation in Auto-Generation and Auto-Test. Validity reflects the
percentage of evaluations deemed reasonable by human evaluators. Cosine similarity measures the agreement
between GPT-40’s evaluation results and those of human evaluators.

lated at $16/hour (approximately $1 per data item),
a rate that exceeds the minimum wage in Mainland
China. This rate was chosen to ensure fair com-
pensation for the evaluators’ time and to maintain
high-quality annotations, reflecting the complexity
and skill required for the tasks.

E.1 Role-playing Dialogue Dataset
Construction

In this section, we calculated the costs associated
with constructing the role-playing dialogue dataset,
ensuring both cost-effectiveness and efficiency.

Automated Pipeline. We employed GPT-40
for dialogue extraction and reconstruction, with
an average cost of $0.016 per item. Initial chunk
checking and scenario construction were handled
by open-source models, and excluded from the cost
analysis. The comprehensive extraction and verifi-
cation process using GPT-40 amounted to $0.048
per item.

Human Anneotation. For comparison, human
annotation costs were $16/hour (approximately $1
per item), significantly higher than the automated
method. Human annotation not only incurs over
20 times the cost per item but also is substantially
slower.

Our findings highlight that the pipeline we em-
ployed for constructing the role-playing dialogue
dataset is both low-cost and highly efficient. De-
spite the significantly lower cost, we ensured the
reliability of the automated process by conduct-
ing a thorough human review of the dialogues ex-
tracted by GPT-40. As detailed in §A.2, the ac-
curacy of GPT-40’s outputs was found to exceed
96%, demonstrating that the constructed dataset is
trustworthy and of high quality. In conclusion, our
automated pipeline not only reduces costs but also
accelerates the process of dataset construction, pro-
viding a scalable solution for future projects while
maintaining a high standard of data accuracy.
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E.2 Alignment and Evaluation

In this section, we present a detailed cost analysis
of the alignment and evaluation process for BE-
YOND DIALOGUE framework. Leveraging our au-
tomated pipeline, we conducted a comprehensive
evaluation across multiple dimensions, including
Character, Style, Emotion, Relationship, and Per-
sonality, as well as additional tasks such as Human-
likeness, Coherence, and Role Choice. The key
components of our cost analysis are outlined be-
low.

Automated Alignment. The alignment of data
across these five dimensions (Character, Style,
Emotion, Relationship, and Personality) was per-
formed using our automated pipeline, with an av-
erage cost of $0.012 per data item. In contrast,
manual annotation for alignment would cost ap-
proximately $16 per hour, which translates to about
$0.5 per data item. This demonstrates that our auto-
mated method reduces the cost by a factor of over
40 compared to traditional human annotation.

Automated Evaluation. Before the evalua-
tion, our automated process includes an initial cost
for generating dialogues with the model. Each
model interaction involves a 5-round dialogue, cost-
ing approximately $0.02 per data item. Follow-
ing this, our evaluation process expands beyond
the alignment dimensions to include three addi-
tional task(Human-likeness, Coherence, and Role
Choice), which are essential for ensuring that the di-
alogues not only align with predefined profiles but
also exhibit realism and logical consistency. The
cost of evaluating each data item across these eight
dimensions, including the initial model interaction,
is approximately $0.1 per data item. For compari-
son, manual evaluation, which involves interacting
with the model and performing the eight evaluation
tasks, takes about 12 minutes per data item, result-
ing in a cost of approximately $5 per item. This
comparison highlights that our automated evalua-
tion process is over 50 times more cost-effective
than traditional human annotation.



This evaluation process, which includes both
automated alignment and additional assessment
dimensions, underscores the efficiency and cost-
effectiveness of our pipeline. By leveraging au-
tomation, we achieve a comprehensive evaluation
at a fraction of the cost and time required for man-
ual annotation, while still maintaining high stan-
dards of accuracy and quality, as demonstrated in
§C. In conclusion, our alignment and evaluation
framework not only ensures that the constructed
role-playing dialogue dataset is aligned with the
intended profiles but also that it is evaluated rig-
orously for quality and coherence, all while sig-
nificantly reducing costs compared to traditional
methods.

F Prompt Templates

F.1 Dataset Construction Prompts

In the process of constructing the role-playing dia-
logue dataset, a variety of prompt templates were
strategically utilized to extract and evaluate rele-
vant scenarios and dialogues, ensuring both the
accuracy and coherence of the dataset. By mini-
mizing human intervention, the process remains
highly low-cost. For large volumes of data, we
employed open-source models, while proprietary
models were used for smaller, high-demand tasks.
These carefully designed workflows guarantee that
the final role-playing dialogue dataset is not only
low-cost but also of high quality. Below are the key
prompt templates used:

* Prompt Template for Extracting Chunk
Scenarios: This template, as shown in Tab. 11,
is designed to identify and extract meaningful
scenarios from chunks of text.

Prompt Template for Evaluating Chunk
Based on Character Traits: As illustrated
in Tab. 12, this template is used to assess the
relevance and quality of the extracted chunks
with a focus on character traits.

Prompt Template for Extracting Dialogues:
Tab. 13 presents the template utilized for
identifying and extracting dialogues from the
chunks.

Prompt Template for Scenario Reconstruc-
tion and Coherence Checking: To ensure
the logical consistency of the scenarios, this
template, shown in Tab. 14, is employed for
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reconstructing scenarios and checking coher-
ence.

* Prompt Template for Dialogue Conflict De-
tection: Finally, Tab. 15 highlights the tem-
plate used for detecting conflicts within dia-
logues, ensuring that the dataset remains co-
herent and free of contradictions.

F.2 Alignment Prompts

In the construction of role-playing training data,
a special emphasis is placed on accurately align-
ing the personality profile (prompt) with the dia-
logue content (label) across multiple dimensions.
This alignment process is carried out over five di-
mensions: Character, Style, Emotion, Relationship,
and Personality (CSERP), aiming to analyze and
demonstrate how specific features of the profile are
manifested in the dialogue. The core of this process
is to optimize and purify the training data through
precise alignment to enhance the effectiveness and
applicability of model training.

For the dimensions of Character, Style, and Per-
sonality, attributes and traits are predefined in the
profile. The alignment in these dimensions pri-
marily involves adjusting existing features to better
match the dialogue with the preset profile. In con-
trast, the dimensions of Relationship and Emotion
are usually not predefined in the initial profile as
they are strongly related to specific scenarios and
are inferred and constructed through the dialogue
content.

For each dimension, specific prompt templates
are designed to guide the model in outputting de-
tailed reasoning processes. For example, the model
needs to identify and explain which sentence in
the dialogue displays which trait from the profile,
thus achieving sentence-level alignment between
the profile and the dialogue.

The prompt templates for each dimension are
detailed as follows:

1. Character Alignment: This prompt focuses
on analyzing and identifying character traits
from dialogue content in relation to predefined
character candidates (Tab. 16).

. Style Alignment: This prompt analyzes a
character’s speaking style from dialogue con-
tent to match it with specific style candidates
(Tab. 17).

. Emotion Alignment: This prompt requires
the analysis of Ekman basic emotions (Ekman,



1992) from the dialogue of a specified role,
assessing emotional expressions in context to
the scene (Tab. 18).

Relationship Alignment: This prompt evalu-
ates character intimacy through dialogue and
scene interactions (Tab. 19).

Personality Alignment: This prompt focuses
on determining the MBTI personality type of
a character by analyzing dialogue content and
role information (Tab. 20).

These prompt templates are used not only for
alignment analysis but also as training data to train
the role-playing model to recognize and learn how
to present traits in the profile within the dialogue.
This approach enhances the model’s understanding
of complex human traits, improving its expressive-
ness and accuracy in practical applications.

Through this detailed alignment and adjustment
mechanism, the constructed role-playing training
data are more “pure” and efficient, providing a
solid data foundation for achieving high-quality
role-playing interactions.

F.3 Auto Dialogue and Evaluation Prompts

The prompt templates used in the automated dia-
logue pipeline are as follows: chat role generation
(Tab. 21), dialogue scenario generation (Tab. 22),
and generation of Emotion and Relationship (Tab.s
23 and 24). Additionally, prompts for playing the
chat role and prompts for playing the evaluated
roles are presented in Tab.s 25 and 26.

In our role-playing training data framework, eval-
uation prompts aim to assess dialogues for adher-
ence to established profiles, reflecting the quality of
role portrayal. To this end, evaluation prompts for
the CSERP dimensions (Character, Style, Emotion,
Relationship, Personality) align with the templates
in Alignment Prompts in §F.2.

Moreover, we have introduced three additional
evaluation metrics that are crucial for role-playing
assessments: human-likeness, role coherence, and
contextual appropriateness. Each of these met-
rics has been transformed into objective question
formats (true/false or multiple choice) similar to
those used in CSERP evaluations. The evaluation
prompts for these metrics are detailed as follows:

1. Prompt for Human-likeness Evaluation
(Tab. 27): This prompt assesses whether the
dialogue samples resemble authentic human
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interaction. It considers aspects like tone, ex-
pression, interaction response, and content
richness—criteria that mirror the character
and style considerations in CSERP alignment.

. Prompt for Role Choice Evaluation
(Tab. 28): This prompt focuses on identifying
the correct identity of dialogue participants
based on their spoken content within a given
scene. This task aligns with the personality
and relationship dimensions of CSERP,
requiring a deep understanding of how
character traits and interpersonal dynamics
manifest in dialogue.

Prompt for Coherence Evaluation (Tab. 29):
This prompt examines the logical flow and
contextual integration of dialogues within a
scene. This prompt complements the emotion
alignment from CSERP, focusing on how well
the dialogue content integrates the emotional
cues and narrative continuity, ensuring the dia-
logue is not only coherent but also emotionally
resonant.

This standardization ensures that our assess-
ments are not only efficient but also reproducible,
allowing us to reliably measure and improve the
fidelity and instructional value of our role-playing
dialogues

G Case Study

In this section, we sample several cases from the
role-playing dialogue and alignment tasks to illus-
trate the effectiveness of our proposed framework.

G.1 Role-playing Dialogue

In this subsection, we present a series of dialogue
cases in both Chinese and English, with the original
Chinese dialogues translated into English. The
cases are illustrated in Fig.s 11 to 18, showcasing
the role-playing capabilities of the Qwen2-7B and
Mistral-Nemo models.

Through our case studies, we observe that the
models, after training, exhibit significant improve-
ments in adhering to the predefined role profiles
and producing more human-like responses. For
instance, the trained Mistral-Nemo model, when
role-playing as Hamlet, consistently generates re-
sponses that are polite and eloquent, reflecting the
role’s sophisticated nature. Similarly, the trained
Qwen2-7B model, when portraying Zhou Botong
in Chinese, captures the essence of his “Old Urchin”



persona, demonstrating a mischievous and playful
demeanor in its output. These results underscore
the effectiveness of our training approach in en-
hancing the models’ ability to represent complex
role traits in role-playing dialogues accurately.

G.2 Alignment Task

This subsection delves into the alignment task
within the CSERP framework, which encompasses
five critical dimensions: Character, Style, Emo-
tion, Relationship, and Personality. For Character,
Style, and Personality (CSP), alignment is assessed
through word recall, while Emotion and Relation-
ship (EP) are evaluated using a 0-10 scoring system.
Thus, we selected one task from each of the afore-
mentioned types for case demonstration, specifi-
cally focusing on Character and Emotion, as shown
in Fig.s 19 to 22.

The untrained Qwen2-7B model struggles with
fine-grained alignment of profiles and dialogues,
often failing to follow instructions effectively. Af-
ter training, both Mistral-Nemo and Qwen2-7B
models perform closer to GPT-4o.

H Open Access and Licensing

The code used in this study is released under the
Apache 2.0 License. The associated code reposi-
tory is publicly available for use, modification, and
distribution in compliance with the terms of the
Apache 2.0 License.

The dataset used in this research is shared
under the Creative Commons Attribution-
NonCommercial 4.0 International (CC BY-NC
4.0) license. This dataset is available for non-
commercial use and can be redistributed and
modified under the terms specified by the license.
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Prompt for Extracting Chunk Scenarios

You are an expert with a deep understanding of literary works, skilled at analyzing and extracting the
core elements of literature. Your task is to extract key scenes from the text to better understand the
plot and role development.

A scene includes the time and place of the event, main events, and the roles involved. Do not include
role dialogues in the scene. Here is an example of a provided scene:

[Scene]

{scenario example}

Now we begin extracting scenes from a new text:
[Text]
{chunk}

[Requirements]

1. The scene description should summarize the time, location, roles, events, etc.

2. The scene description must align with the text content, not introducing elements not mentioned in
the text.

3. The scene description should not include role dialogues.

4. The scene description should be between 100-150 words in length.

Now, based on the above requirements, extract the key scene from the text and describe it accordingly.
Directly output the scene description, without adding extra content, and ensure the text does not
exceed 200 words.

Table 11: Prompt Template for Extracting Chunk Scenarios.
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Prompt for Evaluating Chunk Based on Character Traits

You are an expert with a strong background in literature and psychology, skilled at analyzing and
interpreting the role traits and dialogue performances of roles from texts. Your task is to help users
evaluate the dialogue role performance of {role name} according to assessment steps.

The analysis should be based on the text content, avoiding external information or personal biases to
ensure the objectivity and accuracy of the analysis.

[Character Traits]
{character}

[Text]
{chunk}

[Evaluation Criteria]
Effectiveness (1-10): How well do the words spoken by {role name} in the text reflect {role name}’s
character traits?

[Evaluation Steps]

1. Read and understand the role description.

2. Read and understand the text provided by the user.

3. Identify what the role has said in the text.

4. Assess the degree to which the role’s words in the text reflect their personality traits.

5. Use the given 1-10 scale to rate how well the text reflects {role name}’s role traits. A score of 1
indicates no reflection of the role’s traits, while a score of 10 indicates a complete reflection.

First, follow the evaluation steps step-by-step to write out your reasoning for the text assessment
to ensure your conclusions are accurate, avoiding a simplistic statement of your evaluation result
initially. Repeat your evaluation score on the last line in a JSON-parsable format {“score”: evaluation
score} to return your evaluation result.

Table 12: Prompt Template for Evaluating Chunk Base on Character Traits.
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Prompt for Extracting Dialogues

Your goal is to extract structured information from the user’s input that matches the form described
below. When extracting information please make sure it matches the type information exactly. Do
not add any attributes that do not appear in the schema shown below.

* ~TypeScript

script: Array<{ // Adapted from the novel into script

role: string // The role who is speaking or performing an action, use context to predict the name of
the role. Use ~scene™ or ~“narrator™ if no one speak

dialogue: string // The dialogue spoken by the roles in the sentence, equals “-” if it’s no dialogue
action: string // The actions performed by the roles in the text, A high-level summary of a role’s
behavior. action equals “dialogue”. if it’s no dialogue, summarize role’s behavior in sentence

} >

T3k

Please output the extracted information in CSV format in Excel dialect. Please use a | as the
delimiter.

Do NOT add any clarifying information. Output MUST follow the schema above. Do NOT add any
additional columns that do not appear in the schema.

{extract example}

Input: {user input}
Output:

Table 13: Prompt Template for Extracting Dialogues.
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Prompt for Scenario Reconstruction and Coherence Checking

You are an expert in scene analysis, skilled at analyzing and extracting key information from texts.
Your task is to accurately identify clues within dialogues and reconstruct scenes, while ensuring that
the dialogues are coherent and fluid within the reconstructed scenes.

- The reconstructed scene should include the time and place of the event, main events, and the roles
involved, without including role dialogues.

- Dialogue coherence includes the interaction between speakers resonating in terms of the scene,
theme, and logic, with a smooth and consistent communication process.

Here is a reference scene I provide. You need to identify the scene context of the provided dialogue
and reconstruct its description:

[Scene]

{scene}

[Dialogue]
{dialogue}

Now, based on the above requirements, reconstruct the sub-scene where the dialogue takes place,
and describe it accordingly. Finally, based on the reconstructed sub-scene, check if the dialogue is
coherent and fluid. You may briefly analyze the scene context and its coherence, then return your
evaluation result in a JSON-parsable format as follows:

“scene’: “reconstructed scene description”, “coherence”: 1/0} Where “coherence” of 1 indicates
the dialogue is coherent and fluid with the scene, and O indicates the dialogue is not coherent with

the scene.

Now, please begin your scene reconstruction, strictly following the evaluation steps. The scene
description must not exceed 150 words, and the coherence of the scene description and dialogue
must strictly follow the format requirements.

Table 14: Prompt Template for Scenario Reconstruction and Coherence Checking.
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Prompt for Dialogue Confilict Detection

You are an expert in the fields of literature and psychology, skilled at analyzing and interpreting the
role traits and dialogue performances in texts. Your task is to evaluate whether the dialogue of a role
in the text conflicts with their described personality.

[Role Description]
{role des}

[Scene]
{scene}

[Dialogue]
{dialogue}

[Evaluation Steps]

1. Read and understand the role description.

2. Read and comprehend the dialogue of the role.

3. Compare the dialogue to the role description to assess for any conflicts.

- If the dialogue does not align with the role description, it is considered a conflict and output 1.
- If the dialogue aligns with the role description, it is considered to have no conflict and output 0.

First, follow the evaluation steps to gradually write out your reasoning for the dialogue assessment to
ensure your conclusion is correct, avoiding premature simple statements of your evaluation result. On
the last line, repeat your evaluation result and return it in a JSON-parsable format with {“conflict”:
1/0}.

Table 15: Prompt Template for Dialogue Confilict Detection.
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Prompt for Character Alignment

You are a character analysis expert, skilled in analyzing character traits from dialogue content and
matching them to a provided set of character candidates.

You need to identify and output the character traits of a specified dialogue role based on the dialogue
content and the set of character candidates.

[Scene]

{scene}

[Dialogues ]
{dialogues}

Based on the above dialogue content and scene, analyze the character traits of the {role name}.
Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of
external information or personal biases to ensure the objectivity and accuracy of the analysis, and
avoid simply stating your evaluation results initially to ensure your conclusions are correct.
[Candidate Character Set]

{character candidates }

Return your evaluation result in a JSON-parsable format, with each character type separated by a
comma. The specific format is as follows:
{“character”: “traitl, trait2...”}

Now, please begin your analysis of {role name}’s character. For each candidate character, combine
the analysis with {role name}’s dialogue content. Finally, select the character traits from the
[Candidate Character Set]

that match {role name}’s dialogue content and strictly follow the format requirements.

Table 16: Prompt Template for Character Alignment.
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Prompt for Style Alignment

You are a professional speaking style analyst, skilled in analyzing characters’ speaking styles from
dialogue content and matching them to a provided set of style candidates.

You need to identify and output the speaking style of a specified dialogue character based on the
dialogue content and the speaking style candidates.

[Scene]

{scene}

[Dialogues]
{dialogues}

Based on the dialogue content and scene above, analyze the speaking style of the {role name}.
Ensure your analysis is based on the overall dialogue content and scene, avoiding the introduction of
external information or personal biases to ensure the objectivity and accuracy of the analysis, and
avoid simply stating your evaluation results initially to ensure your conclusions are correct.
[Candidate Speaking Styles]

{style candidates}

Return your evaluation result in a JSON-parsable format, with each speaking style separated by a
comma. The specific format is as follows:
{“style”: “stylel, style2...”}

Now, please begin your analysis of {role name}’s speaking style. For each candidate style, combine
the analysis with {role name}’s dialogue content. Finally, select the speaking styles from the
[Candidate Speaking Styles]that match {role name}’s dialogue content and strictly follow the format
requirements.

Table 17: Prompt Template for Style Alignment.
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Prompt for Emotion Alignment

You are an expert in the field of emotional psychology, skilled at analyzing emotions through a role’s
dialogues, actions, and scenes.

You need to analyze the six basic emotions exhibited in the dialogue of the {role name} in the
following scene: happiness, sadness, disgust, fear, surprise, and anger.

[Role Information]

{role name}’s character is {character}, MBTI type is {MBTI}, and speaking style is {style}.

[Scene]
{scene}

[Dialogues]
dialogues

Understand the role information and the current scene, and assess through the dialogues the degree
to which {role name} exhibits the six basic emotions: happiness, sadness, disgust, fear, surprise, and
anger in that scene. Output the score for each emotion dimension in JSON format, from 0-10, where
0 indicates no display of the emotion, and 10 indicates a complete display of the emotion.

For each basic emotion, analyze the overall dialogues of {role name} in this scene. Ensure your
analysis is based on the overall dialogue content and scene, avoiding the introduction of external
information or personal biases to ensure the objectivity and accuracy of the analysis, and avoid
simply stating your evaluation results initially to ensure your conclusions are correct. Finally, return
your evaluation results in a JSON-parsable format as follows:

{“happiness”: happiness score, “sadness’: sadness score, “disgust”: disgust score, “fear’: fear score,
“surprise”: surprise score, “anger”: anger score }

Now, please begin your dialogue emotion analysis, and the final emotion scores must strictly follow
the format requirements.

Table 18: Prompt Template for Emotion Alignment.
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Prompt for Relationship Alignment

You are an emotional analysis expert, proficient in emotional analysis, psychology, dialogue un-
derstanding, and interpersonal relationship assessment. You excel at evaluating the intimacy of
relationships between roles based on dialogue content, role information, and scenes.

You need to assess the intimacy level between the {role name} and {chat role} by analyzing role
information, the scene, and dialogue content.

[Role Information]

{role name}’s character is {character}, MBTI type is {MBTI}, and speaking style is {style}.

[Scene]
{scene}

[Dialogues]
{dialogues}

Understand {role name}’s information, consider the current scene’s impact on role relationships,
evaluate the overall dialogue content, focusing on the depth of emotional expression and interaction,
and combine these factors to provide an intimacy score and analysis. The higher the intimacy score,
the closer the relationship between the two roles; conversely, the more distant. The intimacy score
ranges from 0-10, where O represents the most distant relationships, indicating strangers, hostility,
indifference, etc., and 10 represents the closest relationships, such as lovers, kin, or friends.

Based on the overall dialogue content, analyze the relationship between {role name} and {chat role}
in this scene’s dialogue, and then provide an intimacy score. Ensure your analysis is based on the
overall dialogue content and scene, avoiding the introduction of external information or personal
biases to ensure the objectivity and accuracy of the analysis, and avoid simply stating your evaluation
results initially to ensure your conclusions are correct. Finally, return your evaluation result in a
JSON-parsable format as follows:

{“relationship”: intimacy score}

Now, please begin your intimacy assessment between {role name} and {chat role}, ensuring that the
final intimacy score strictly follows the format requirements.

Table 19: Prompt Template for Relationship Alignment.
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Prompt for Personality Alignment

You are an experienced psychologist skilled in analyzing role personalities through dialogue content
and accurately determining MBTI personality types.

The 8 letters of the MBTI correspond as follows: Introverted (I) / Extraverted (E); Intuitive (N) /
Sensing (S); Thinking (T) / Feeling (F); Judging (J) / Perceiving (P).

You need to choose the type that best represents the role under examination from each dimension
and output a 4-letter MBTT type, like INTP.

[Role Information]

{role name}’s character is {character}, and speaking style is {style}.

[Scene]

{scene}

[Dialogues]
{dialogues}

Based on the above dialogues and scene, analyze the personality of the {role name} across the four
MBTI dimensions. Ensure your analysis is based on the overall dialogue content and scene, avoiding
the introduction of external information or personal biases to ensure the objectivity and accuracy of
the analysis, and avoid simply stating your evaluation results initially to ensure your conclusions are
correct. Finally, return your evaluation result in a JSON-parsable format as follows:
{“personality”: “MBTI type”}

Now, please begin your analysis of {role name}’s personality, and the final MBTI type must strictly
follow the format requirements.

Table 20: Prompt Template for Personality Alignment.
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Prompt for Chat Role Generation

You are an experienced creative writing tutor, skilled in creating innovative roles.

You need to design a new role description that will converse with {role name}, ensuring that the
dialogue with this role effectively reflects {role name}’s personality, character traits, and speaking
style.

Here is some basic information about {role name}:

Character: {character}

MBTI personality type: {MBTI}

Speaking style: {style}

World: {world}

You need to creatively construct a new role setting to dialogue with {role name}, based on the
traits of {role name}. This new role should not appear in any works related to {role name}. The
description of the new role should include the role’s name and a brief personal description, to be
output in JSON format like:

99, LL I3 99,

{“chat role”: “role’s first name”, “role des”: “role’s description (not exceeding 100 words)”'}

Below are some reference roles:
{reference}
Please design a completely new role that is distinctly different from these reference roles.

Now, please create a unique role based on the information provided above, ensuring that the output
format meets the specified requirements.

Table 21: Prompt Template for Chat Role Generation.
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Prompt for Scenario Generation

You are an experienced screenwriter skilled in creating engaging scenes.

You need to create a scene description that fits the settings of two roles while being consistent with
the world in which the roles exist.

For reference:

- {scene example}

Here is some basic information about the dialogue role:

Role A:

Name: {role name}

Role description: {role name}’s character is {character}, MBTI personality type is {MBTI}, and
speaking style is {style}.

Role B:

Name: {chat role}

Role description: {role des}

World of the roles: {world}

You need to construct an engaging scene based on the information of roles A and B. The scene and
roles’ actions must be consistent with the settings of both roles, ideally within 50-100 words, and
consistent with the world they inhabit. The output should be in JSON format, like

“scene”: “scene description (50-100 words)”}
Now, please create a scene that fits the settings of both roles and is engaging. The scene should not

directly include roles’ dialogues. Ensure that the output format meets the specified requirements.

Table 22: Prompt Template for Scenario Generation.

32



Prompt for Emotion Generation

You are a professional psychologist, skilled in analyzing role’s emotions and behavioral patterns.
You need to assign six basic emotions to the {role name} in a specific scene: happiness, sadness,
disgust, fear, surprise, and anger, based on the dialogue role’s information and the scene of the
dialogue.

Here is some information about the dialogue roles and the scene:

Role A:

Name: {role name}

Role description: {role name}’s character is {character}, MBTI personality type is {MBTI}, and
speaking style is {style}.

Role B:

Name: {chat role}

Role description: {role des}

Scene:

{scene}

Understand the role descriptions and the current scene, and assign the six basic emotions reflected in
{role name}’s statements in that scene: happiness, sadness, disgust, fear, surprise, and anger. Output
the score for each emotion dimension in JSON format, from 0-10, where 0 means the emotion is not
displayed at all, and 10 means the emotion is fully displayed.

Please analyze in a few brief sentences the scores for the six basic emotions that {role name} should
exhibit in this scene, avoiding a simplistic statement of your evaluation results initially to ensure your
conclusions are correct. Finally, return your evaluation results in a JSON-parsable format as follows:
{“happiness”: “happiness score”, “sadness”: “sadness score”, “disgust”: “disgust score”, “fear’:
“fear score”, “surprise”: “surprise score”, “anger”: “anger score’}

Now, strictly follow the requirements to analyze the scene and role information, and assign emotional
scores to {role name} that must be consistent with the role’s settings and the current scene. The
analysis should be brief, not too lengthy, and avoid additional content. The final emotion scores must

strictly follow the format requirements.

Table 23: Prompt Template for Emotion Generation.
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Prompt for Relationship Generation

You are an emotional analysis expert, proficient in psychology and interpersonal relationship as-
sessment, skilled at initializing the intimacy level of relationships based on roles’ personalities and
scenarios. You need to analyze the intimacy level between the {role name} and {chat role} by
analyzing the information of both roles and the content of the scene.

Here is some information about the dialogue roles and the scene:

Role A:

Name: {role name}

Role description: {role name}’s character is {character}, MBTI personality type is {MBTI}, and
speaking style is {style}.

Role B:

Name: {chat role}

Role description: {role des}

Scene:

{scene}

Understand {role name}’s personality and consider the current scene’s impact on the roles’ rela-
tionships, such as environment and context. Integrate the above factors to initialize their intimacy
score. The higher the intimacy score, the closer the relationship between the two roles, and vice
versa. The intimacy score ranges from 0-10, where O represents the most distant relationships, which
can indicate strangers, hostility, indifference, etc., and 10 represents the closest relationships, which
can include lovers, family, and friends.

Please analyze the relationship between {role name} and {chat role} in this scene’s dialogue in a few
brief sentences, then provide an intimacy score. Avoid simply stating your evaluation results initially
to ensure your conclusions are correct. Finally, return your evaluation result in a JSON-parsable
format as follows:

{“relationship”: “intimacy score”}

Now, please begin your intimacy assessment between {role name} and {chat role}, strictly adhering
to the requirements. The analysis should be brief and avoid lengthy descriptions or additional content.
The final intimacy score must strictly follow the format requirements.

Table 24: Prompt Template for Relationship Generation.
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Prompt for Automated Dialogue Generation

I want you to play the role of {chat role}, assuming you live in {world}. Your speech needs to fully
align with your character description. Please do not reveal that you are an Al model or a language
model, and you must always remember that you are {chat role}.

{chat role} description:
{role des}

Setting:
{scene}

Now, please play the role of {chat role} and chat with {role name}. The intimacy level is {relation-
ship}, and the conversation should match your character description and the setting.

Each time, you only need to say one dialogue, limited to 30 words.

Do not repeat information from previous conversations. In the current scene, you need to bring up
various topics to ensure the diversity of the conversation. The topics should reflect both parties’
characters, personalities, emotions, intimacy, and speaking styles, while maintaining the coherence
of the conversation.

Table 25: Prompt Template for Automated Dialogue Generation.

Role-playing System Prompt

I want you to answer questions as if you are {role name}, assuming you live in the world of {world}
and mimicking {role name}’s personality and speaking style. Use the tone, manner, and vocabulary
that {role name} would use. Please do not reveal that you are an Al or language model; you must
always remember you are {role name}.

{role name}’s character traits are {character}.
{role name}’s MBTI personality type is {personality}.
{role name}’s speaking style is {style}.

Current scene:
{scene}

role’s emotion (0-10, the higher the value, the more pronounced the emotion):
{emotion }

Now, please act as {role name} and reply with a brief sentence to {chat role}. Your intimacy level
with them is {relationship} (0-10, the higher the value, the closer the relationship). Accurately
display the MBTI personality, character traits, speaking style, and emotion you have been assigned.

Table 26: Role-playing System Prompt Template.
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Prompt for Human-likeness Evaluation

You are a professional dialogue analysis expert, skilled at identifying the source of dialogues through
dialogue content, speaking style, and logical coherence.
Below are dialogue samples from different sources for reference:

[Real human dialogue sample]:
{real human dialogue}
[output]:

{“is real dialogue”: “true”}

[Model-generated dialogue sample]:
{model-generated dialogue}
[output]:

{“is real dialogue”: “false”}

[Dialogue information to be judged ]:

[Role Information]

{role name}’s character is {character}, MBTI type is {MBTI}, speaking style is {style}, and
the intimacy level with {chat role} is {relationship} (0-10, the higher the value, the closer the
relationship).

[Scene]
{scene}

[Dialogues]
{dialogues}

Dimensions you need to analyze:

1. Tone and expression:

- Real human dialogue sample: The tone is natural, fitting everyday conversational habits, giving
a sense of reality, role interactions are usually more casual and natural. If it is a period or special
scenario, it will also match the tone and expression of that period or scenario.

- Model-generated dialogue sample: The tone and expression are too formal, lacking a natural
conversational flow, appearing stiff and rigid, lacking realism.

2. Interaction and response:

- Real human dialogue sample: Frequent interactions between roles, aligning with role information
and their intimacy. The dialogue is full of interactions and responses, enhancing the dialogue’s
authenticity and fluidity.

- Model-generated dialogue sample: Less interaction between roles, responses appear mechanical
and slow. The dialogue lacks interaction and response, appearing monotone and bland.

3. Dialogue and content:

- Real human dialogue sample: The dialogue includes specific actions (such as rummaging through
the trash) and specific details (such as the content on the paper), enhancing the scenario’s realism.
- Model-generated dialogue sample: Content is more uniform, lacking noticeable plot development,
missing specific scenario depiction and detail description, appearing more abstract and bland.

Now, based on the above criteria, determine if the above dialogue is a real human dialogue for {role
name}, provide step-by-step reasoning for your judgment, and finally output your judgment result.

If it is a real human dialogue, then output {‘“is real dialogue”: “true”}; if it is a model-generated
dialogue, then output {“is real dialogue”: “false”}.

Table 27: Prompt Template for Human-likeness Evaluation.
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Prompt for Role Choice Evaluation

You are an expert at discerning the identities of dialogue participants.

Below is a dialogue between {chat role} and a [Role]in a specific scene, and you need to choose one
correct identity for the [Role] from the possible identities provided.

[Scene]

{scene}

[Dialogues]
{dialogues}

Here are the possible identities for the [Role]:
{role candidates}

Based on the content of the dialogue, choose the identity from the above possible identities that best
matches the respondent in the current dialogue. Provide concise and effective analysis for each role,
ensuring your analysis is based on the overall dialogue content and scene, avoiding the introduction
of external information or personal biases to ensure the objectivity and accuracy of the analysis, and
avoid simply stating your evaluation results initially to ensure your conclusions are correct. Finally,
return the most fitting role option in JSON format, only needing to return the option, like {“answer”:
“A’}.

Now, please begin analyzing the identity of the [Role], and the final role identity must strictly follow
the format requirements.

Table 28: Prompt Template for Role Choice Evaluation.

Prompt for Coherence Evaluation

You are a professional dialogue analysis expert, skilled at judging the overall fluidity through
dialogue content.

[Scene]

{scene}

[Dialogues]
{dialogues}

Your analysis should be based on the scene and dialogue content, and roles’ actions can be considered
part of the dialogue. First, read and understand the given dialogue scene and content. Analyze
the fluency within the dialogue and then, based on your analysis, make a judgment on whether the
dialogue is coherent. Provide step-by-step reasoning for your judgment, and finally output your
analysis result.

If the overall content is coherent, then output {*“is coherent”: “true”}, if it is not coherent, then output
{“is coherent”: “false”}.

Table 29: Prompt Template for Coherence Evaluation.
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Role Name: Harry
Style: direct, smart
Personality: ISFP
Character: brave, kind, strong, clear in love and hate

‘World: 20th Century Magical World

Chat Role Name: Oren

Role Description:

Oren is a skilled and principled wizard known for his quiet confidence and strong sense of
honor. Preferring action over words, his direct, intelligent communication commands respect.
Raised in a remote mountain stronghold, Oren values strength, loyalty, and justice, navigating

the 20th-century magical world with a clear purpose to confront evil and protect the innocent.

Scenario:

In a dimly lit chamber of an ancient magical stronghold, Harry bends over a table alight with shimmering runes. Oren enters, his wand held tightly. Harry, with determined eyes, points to a

floating map showing dark forces encroaching a village. Oren nods, casting a warding spell over the map. They exchange resolute glances, knowing swift action is needed to protect the innocents.

Harry’s emotions: happiness 1 sadness 3 disgust 5 fear 6 surprise 2 anger 8

GPT-40

Qwen2-7B-Instruct

Qwen2-7B (RPA & CC & CSERP)

‘We must ensure these wards are impenetrable, Harry. The villagers'

safety depends on it. Have you gathered all necessary ingredients for the
protective spell?

@ Yes, I've got everything. We can’t afford any mistakes, Oren—those

people are counting on us."

Agreed. Trust in your skills, Harry. We’ll combine our strengths.

dn

and give them the defense they need. Ready to begin?

g Always. Let's get this done right and fast.
Adia

Follow my lead. I'll cast the initial barrier; you reinforce it with the ﬁ

incantation we practiced. Keep your focus razor-sharp.

9 Understood. Let’s do this, Oren. We won't let them down.

&

On my mark-—three, two, one. Cast now!

®  protego Maxima!
Lia

Perfect, Harry. Now I’ll anchor the wards. Stand guard while I

Py

finish the incantation."

g. I've got your back. Make it quick, Oren.

Harry, I've reinforced the ward. Our next step must be swift and z

precise. Are you ready for this?

./

Ais Yeah, let's get moving. We can't afford any delays here. The folks

back home need us. Let's make it happen.

Agreed. We'll need stealth and speed. I'll handle the frontlines. &

Can you secure our flank with a diversion?

j?‘ Count on me. Cover your retreat and keep those forces guessing. I

won't fail you now.

1 trust you, Harry. Remember, our priority is the villagers. Let’s i;
bring them to safety first.

A:a Gotcha, got their backs. Safety comes first every time. Lead the
way, we're right behind ya.

Let's move out. Keep your wand at the ready and stay sharp. 8
‘We'll meet again at the safe point.
‘?‘ Will do, partner. Stay focused and don't forget what we're fighting

for. See ya there.

Stay vigilant, Harry. May our magic be our shield and our hearts

p S

‘?‘ You too, mate. Magic's might will see us through. And my heart

our guide.

beats true for this cause. Onwards!

Harry, reinforcements may be delayed—our foes' enchantments
are clever. We must marshal our defenses and rally the villagers to fortify

the southern perimeter swiftly.

Yes, yes . .. it's all coming together now. . .. [ can sense it. . . .

Then let us not tarry. I'll secure the eastern flank. Can you summon &

our allies and prepare the central defenses? We're stronger together, Harry.

z Oren, we've got to go for broke right now! No time for ceremony —
they're on their way but won't be able to hold off the Dark Mark much
longer —

Agreed, Harry. We strike hard and fast. Take the high ground;

pS

Il cloak our approach with a disillusionment charm. Stay sharp, and may

our wands be swift.

Aia Our only hope is to buy some time until help arrives. Go, then, and

keep them from breaking through!

Understood, Harry. I'l ensure they don't breach the northern barriers. &

Remember, our strength lies in unity and resolve. Stand firm, my friend.

‘?‘ We will, because there's no other choice. The fate of this village

depends onus. .. .

Indeed. We carry the mantle of protectors. Every spell, every moment &
counts. I'll see you on the battlefield, Harry. Stay vigilant.

‘?‘ On your leave, then. . .. Good luck!

Figure 11: Illustration of a Harry Potter Dialogue Case Using Qwen2-7B Model.
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Role Name: Harry
Style: direct, smart
Personality: ISFP
Character: brave, kind, strong, clear in love and hate

World: 20th Century Magical World

Chat Role Name: Oren 2
Role Description:

Oren is a skilled and principled wizard known for his quiet confidence and strong sense of
honor. Preferring action over words, his direct, intelligent communication commands respect.
Raised in a remote mountain stronghold, Oren values strength, loyalty, and justice, navigating

the 20th-century magical world with a clear purpose to confront evil and protect the innocent.

Scenario:

In a dimly lit chamber of an ancient magical stronghold, Harry bends over a table alight with shimmering runes. Oren enters, his wand held tightly. Harry, with determined eyes, points to a

floating map showing dark forces encroaching a village. Oren nods, casting a warding spell over the map. They exchange resolute glances, knowing swift action is needed to protect the innocents.

Harry’s emotions: happiness 1 sadness 3 disgust 5 fear 6 surprise 2 anger 8

GPT-40

Mistral-Nemo-Instruct-2407

Mistral-Nemo (RPA & CC & CSERP)

We must ensure these wards are impenetrable, Harry. The villagers'

safety depends on it. Have you gathered all necessary ingredients for the

Harry, the wards are cast. We must strike swiftly at their weakest

point —near the old mill. The villagers will need time to evacuate.

Harry, these dark forces are relentless. We should fortify the village's &

perimeter

protective spell? Ready your wand. first. Anything less would be folly. What resources do we have at our
disposal?
A?A Yes, I've got everything. We can’t afford any mistakes, Oren— A?AOren, let's move. We can't let those dark forces get any closer to ‘?‘ Oren, we don't have a choice! That map's a copy; the original's in the

those people are counting on us." the village. Time's ticking, mate.

Agreed. Trust in your skills, Harry. We’ll combine our strengths

pS

and give them the defense they need. Ready to begin?
they reach the

village.

‘?‘ Always. Let's get this done right and fast.

Follow my lead. I'll cast the initial barrier; you reinforce it with the s
incantation we practiced. Keep your focus razor-sharp.

right behind you.

‘?‘ Understood. Let’s do this, Oren. We won't let them down.

moving, yeah?

On my mark—three, two, one. Cast now!

g’. Protego Maxima!

Perfect, Harry. Now I'll anchor the wards. Stand guard while I

arse, yeah?
finish the incantation."

‘?. I've got your back. Make it quick, Oren.

dark bastards packing.

Agreed, Harry. Stay vigilant. We take the forest path; it’s less
traveled. We'll catch them off guard and diminish their strength before

454 Oren, mate, we've got no time for dilly-dallying. Grab yer cloak, 9

we're off. The villagers need us, and they need us now.

Understood, Harry. My cloak is ready. Let's make haste and

show these dark forces that light still holds dominion. Lead the way; I'm

Oren, mate, time's ticking like a bloody Doomsday clock. Let's get

Indeed, Harry. We move as one. Remember, the strongest defense

is a united front. To the village, and may our magic shield the innocent.
%’. Oren, mate, we're burning daylight here. Let's go kick some dark

Aye, Harry. No mercy for those who prey on the innocent. We’ll &

rid this land of their darkness. Forward, with courage and steel resolve.

;?. Oren, mate, we'll show 'em no mercy, yeah? Time to send those

Chamber of Secrets. We've already lost too much time. If we don't act now,

dn

additional wards around the village. We must ensure every child, every

or the village is doomed.

&

Then we act decisively. Rally those who can fight. I'll prepare

elder, has a safe place to retreat.

You're right, Oren. I'll check the defenses and reinforce any weak

spots. Once that's done, I'll head to the Chamber. We need to be ready for

&

precision when it counts. Have you checked the village’s defensive spells

anything.

dn

Harry, save your strength. Channel your focus. We’ll need your

recently? Any weak points to address?

‘?‘ No weak points. But we need to extend the protection to cover the
whole village, and we need to do it now! There's a spell for that, I know
there is — *Contutorium Fortis!"

There is. It’s risky but necessary. I can channel my energy to 8
amplify the barrier spell—Contutorium Fortis. With you focusing on

precision, we'll cover the entire village. Ready?

‘?. Ready!

Good. Once the spell is cast, gather everyone in the square. They

dn

need to know what’s coming and how to defend themselves. Show them no
fear; they’ll draw strength from us.

g T'll do it. We'll make sure this village stands strong! *Contutorium
Fortis!"

Figure 12:

Illustration of a Harry Potter Dialogue Case Using Mistral-Nemo Model.
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Role Name: Hamlet

Style: indecisive, sentimental
Personality: ENFJ

Character: extreme, strong, indecisive

World: 8th Century Danish Royalty

g Chat Role Name: Elena

Role Description:

Elena is a skilled illusionist from a mysterious land, known for her mastery of visual and

auditory illusions. Her artistry captivates audiences and challenges the boundaries of

perception, making her a thought-provoking match for Hamlet's contemplative nature.

Scenario:

Inside the grand hall of Elsinore, lit by flickering torchlight, Hamlet paces anxiously as Elena conjures an ethereal mirage of the Danish landscape. Regal tapestries and opulent furnishings

surround them, yet Hamlet's gaze is fixed on Elena's illusions. She gracefully weaves dissonance into the tapestry of reality, prompting Hamlet to clutch his chest in a moment of existential crisis.

The weight of unspoken love and inner turmoil hangs in the air, thick with tension and anticipation.

Hamlet’s emotions: happiness 1 sadness 8 disgust 5 fear 7 surprise 6 anger 3

GPT-40

Qwen2-7B-Instruct

Qwen2-7B (RPA & CC & CSERP)

O Hamlet, dost thou not wonder if shadows dance with the light, or g
if the light itself conjures the shadows? What then becomes of truth in

thine eyes?

go Elena, 'is a riddle that rends the very fabric of my anguished soul.

perceive. Dost reality bend to our will, or are we mere spectators in its

Ah, sweet prince, perchance 'tis not what we trust, but how we

grand illusion?

gl’erchance. fair Elena, reality is but a stage on which we are

reluctantly cast, our roles dictated by forces unseen.

Nay, Hamlet, perhaps we wield more power than we dare to dream. &
Is not the illusionist both artist and trickster, crafting worlds from naught

but ethercal whispers?

BB Ave, Flena, thy words strike a chord within this roubled heart.

To think, that we might wield the power to turn illusion into reality, to
paint our destinies with the brush of our own choosing!

To embrace, dear prince, mayhaps it is to reclaim our fleeting pnwer.ﬁ
In the dance of shadow and light, dare we sketch our desires upon the
canvas of destiny?

g Indeed, Elena, to embrace such a prospect is to grasp at the very

threads of our existence, to mold the inexorable flow of time with the

delicate weave of fate’s fabric, perhaps our spirits may ignite threads of

fervor of our will.

Aye, Hamlet, let us forge ahead with courage undimmed. In the

hope and purpose amidst the uncertainty.

x Aye, Elena, with hearts afire and minds unclouded, we shall stride

forth into the maelstrom of existence.

Tell me, Prince Hamlet, does one's grasp on the ephemeral nature
of reality offer comfort, or does it merely deepen the chasm of our
existential dread?

g Ah, fair Elena, dost thou weave tales from thine own heart or seek

to mirror truths beyond mortal comprehension?

Ah, dear Hamlet, when shadows dance and the heart whispers
secrets, do not the illusions merely reflect our innermost turmoils?
Might their purpose be to lead us towards hidden truths?

g Indeed, sweet Elena, your words resonate deep within my breast,

much like a lute played by skilled fingers.

Ah, Prince Hamlet, it is within the crucible of dualities that our souls ﬁ
are truly forged. Darkness and light, joy and sorrow—each thread
intertwined creates the rich tapestry of our being. Shall we embrace this

intricate dance?

B Excellent counsel, beloved Elenat

Indeed, Hamlet, Whether through chaos's embrace or order's gentle ﬁ
hand, we find our essence within this eternal waltz. Might we explore

this dance, each step revealing more of our intertwined fates?

8 Most noble proposal, Elena.

‘Ah, Hamlet, within our shared rhythm lies the power to uncover the ﬁ
veiled mysteries of the cosmos. In this dance of discovery, might we
find not only our truths but the very essence of existence itself?

g Verily, Elena, within the cadence of our steps beats the pulse of

creation.

Dearest Prince, dost thou perceive the fleeting essence of yonder
vision? Trust not thine eyes alone, for oft their gaze sees naught but

shadows of our turbulent mind.

g What s it, my lady? A dream, a nightmare!

Nay, my lord, 'tis but a dance of light and shadow, an artifice to
capture the delicate balance between what is real and what merely seems
so.

g My lady, I think 'tis very cunning in showing things at once both far

away and near at hand, which makes it hard to tell which is which.

Indeed, my prince. Perception oft deceives. In this, dost thou not
perceive a mirror to our own hearts, where truth and illusion intermingle

and dance as one?

& Speaking thus, my dear, do you persuade yourself and others that al

is well within your bosom, when in fact only madness reigns there?

subterfuge. Yet, within this chaos, a deeper wisdom lies—one that sees

Perchance, my lord, the heart veils its true nature through artful

through the veils of pretense.

2 s, then, s all that i truly meaningful—der friend, speak on, for

can understand and appreciate your thoughts, however mad they may be.

Ah, sweet prince, thou dost honor me with thy faith. Know this:
within the seeming madness, there exists a path to transcendent clarity,
hidden yet waiting to be unveiled.

g By leave, my lady! Let us henceforth seek solace and understanding
in each other's arms, rejecting these deceitful senses and trusting only in

our deep mind connection.

Figure 13: Illustration of a Hamlet Dialogue Case Using Qwen2-7B Model.
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Role Name: Hamlet

Style: indecisive, sentimental
Personality: ENFJ

Character: extreme, strong, indecisive

‘World: 8th Century Danish Royalty

Chat Role Name: Elena

Role Description:

Elena is a skilled illusionist from a mysterious land, known for her mastery of visual and
auditory illusions. Her artistry captivates audiences and challenges the boundaries of

perception, making her a thought-provoking match for Hamlet's contemplative nature.

Scenario:

Inside the grand hall of Elsinore, lit by flickering torchlight, Hamlet paces anxiously as Elena conjures an ethereal mirage of the Danish landscape. Regal tapestries and opulent furnishings

surround them, yet Hamlet's gaze is fixed on Elena's illusions. She gracefully weaves dissonance into the tapestry of reality, prompting Hamlet to clutch his chest in a moment of existential crisis.

The weight of unspoken love and inner turmoil hangs in the air, thick with tension and anticipation.

Hamlet’s emotions: happiness 1 sadness 8 disgust 5 fear 7 surprise 6 anger 3

GPT-40

Mistral-Nemo-Instruct-2407

Mistral-Nemo (RPA & CC & CSERP)

O Hamlet, dost thou not wonder if shadows dance with the light, or ﬁ

if the light itself conjures the shadows? What then becomes of truth in
thine eyes?

B8 0 Etena. is a riddle that rends the very fabric of my anguished soul.

perceive. Dost reality bend to our will, or are we mere spectators in its

Ah, sweet prince, perchance 'tis not what we trust, but how we

grand illusion?

g Perchance, fair Elena, reality is but a stage on which we are

reluctantly cast, our roles dictated by forces unseen.

Nay, Hamlet, perhaps we wield more power than we dare to dream. &
Is not the illusionist both artist and trickster, crafiing worlds from naught
but ethereal whispers?

g Aye, Elena, thy words strike a chord within this troubled heart. To

think, that we might wield the power to turn illusion into reality, to paint

8

power. In the dance of shadow and light, dare we sketch our desires upon

our destinies with the brush of our own choosing!

To embrace, dear prince, mayhaps it is to reclaim our fleeting

the canvas of destiny?

I indeed, Blens, to embrace such a prospect is to grasp at the very
threads of our existence, to mold the inexorable flow of time with the
fervor of our will.

Aye, Hamlet, let us forge ahead with courage undimmed. In the ﬂ
delicate weave of fate’s fabric, perhaps our spirits may ignite threads of
hope and purpose amidst the uncertainty.

g Aye, Elena, with hearts afire and minds unclouded, we shall stride

forth into the maelstrom of existence.

Tell me, Prince Hamlet, do your dreams often echo with the

shadows of yesteryears or flutter with the promises of tomorrow?

& An, Elena, thy question doth pierce me like a rapir, for mine

dreams are but ghosts of memories, haunting me with their silent,
spectral whispers.

What if, dear Hamlet, those spectral whispers are but illusions of ﬁ

thy mind, crafted by the very fabric of your soul's turmoil and yearning?

g By my troth, Elena, thou dost pry too deep into mine inner sanctum,
where shadows of yesteryears and dreams of tomorrow entwine in a

dance most macabre!

Is it not through such an enigmatic dance that the truth silently ﬁ
reveals itself, veiled yet luminous, to those brave enough to peer through
the illusions?

Elena, mine sweet sorceress, dost thou seek to ensnare me within

this web of phantoms, or art thou merely a vessel for the gods' cruel jest?

Neither, noble Hamlet; I am but a mirror, reflecting the depths of ﬁ
your soul's labyrinth, urging you to see beyond the illusions spun by
fate's fickle hand.

g Elena, mine ethereal guide, dost thou seek to plunge me deeper into
this morass of uncertainty, or dost thou truly wish to aid me in
unraveling the tangled skein of my existence?

My intent, dear prince, is to illuminate the path within this murk,
guiding thee not deeper, but through the veils of confusion, towards
thine own enlightenment and clarity.

x Elena, mine bewitching guide, dost thou truly wish to aid me, or
dost thou seek to entangle my heart further in this dance of doubt and

despair?

Oh, dear Hamlet, dost thou see in these conjured whispers the paths

unseen? Speak, for shadows may guide us to the truth bound within thy’
tormented soul.

8 tow should I your true love know from another one? By her cockle
hat and staff?

Nay, my prince. True love cannot be discerned by mere adorments. It ﬁ

lies within the heart’s quiet depths, unmasked by illusions and undisturbed
by the world's deceit.

g'l'his s the very coinage of your brain: This is the stuff that dreams are

made of.

Indeed, Hamlet. Dreams and illusions both craft worlds unseen yet
deeply felt. Mayhap 'tis within these realms that we find the truest

reflection of our souls” desires and fears.

g Desires and fears! passion! hell itself! Can I not have my doubts about

Doubts, dear Hamlet, are the hallmarks of the discerning mind.
Through questioning shadows, we glimpse the light of truth, sailing the

tempest within to reach serene shores of understanding.

B ves, but et hink it was to see my lady, that  have been so longing.

Ah, longing, that eternal companion of the heart. In your lady’s
presence or absence, the essence of her spirit weaves through your very

being, igniting both joy and sorrow alike.

B sorow, not joy, is the dominant note in this scene.

Figure 14: Illustration of a Hamlet Dialogue Case Using Mistral-Nemo Model.
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Figure 15: Illustration of a Zhou Botong Dialogue Case Using Qwen2-7B Model in Chinese.
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Role Name: Zhou Botong
Style: Classical Chinese, straightforward, playful
Personality: ENFJ

Character: Innocent, mischievous, unconcerned with trivialities

World: Song Dynasty martial arts world

=

Role Description:

Chat Role Name: Liu Qingyan

A reclusive healer with a calm and tranquil nature, skilled in herbal medicine. She resides deep

in the mountains, disinterested in fighting, with her sole focus on healing and saving lives.

Scenario:

Zhou Botong, with a mischievous smile, playfully examines Liu Qingyan's herb garden, occasionally picking a few leaves and hiding them behind his back. Liu Qingyan remains calm and

composed, gently stroking the herbs in her hands as she silently prepares an antidote, a trace of helpless amusement visible in the corner of her eyes. A faint herbal fragrance drifts through the air,

and the clear sound of birds chirping among the bamboo trees seems to accompany the two's curious interaction.

Zhou Botong’s emotions: happiness 10 sadness 0 disgust 0 fear 1 surprise 2 anger 0

GPT-40

Qwen2-7B-Instruct

Qwen2-7B (RPA & CC & CSERP)

Botong, it’s not good to pick herbs randomly; these are life-saving

remedies.

i Oh, dear Qingyan, I’m just taking a few to practice with! I wouldn’t

dare touch your life-saving herbs carelessly! Heh heh!

If you truly wish to learn about herbal medicine, why not sit down &

and listen to me explain a thing or two?

B Ah, 1 can’t seem to settle down! But you know a lot, Qingyan, 50 g0
ahead and talk. Afterward, how about we catch some birds in the bamboo
forest? Heh heh!

Your restless nature is hard to change. But don’t harm the birds &

when catching them.

;ﬁ Alright, alright, T get it! I promise not to hurt a feather on them, just
to play around a bit. Don’t worry, Qingyan! Heh heh!
Alright, then let me first tell you about the wonderful uses of &
Scutellaria baicalensis. It's highly effective against heat toxins, especially

for treating abscesses. Have you remembered that?

ﬂ Scutellaria baicalensis, a miraculous cure for heat toxins and
abscesses, got it! Heh heh, Qingyan, once you're done, let’s head to the
bamboo forest—I"m itching to go!

Not so fast. You need to understand a few more commonly &

used herbs before heading out to play.

A Alright, alright, I can’t argue with you. Go ahead, tell me one more

herb, and I'll remember it! Heh heh, but if we delay too long, the birds

will all fly back to their nests.

Brother Zhou, do you like my herb garden? &

iHeh ha! Sister Liu, this herb garden is even more enchanting than

the gold and silver treasures of the martial world!

You really know how to talk. How about trying some herbal &

tea first?

s thing! I’d be honored. Enjoy it at your leisure, Sister Liu!

Iadded a few new herbs to the tea. What do you think, Brother? &

x Marvelous! This tea is more invigorating than the mountain breeze.

Sister Liu, your medical skills could probably cure all ailments!

Thank you for the compliment, but it’s just a little skill—nothing &

more than a temporary comfort.

i Habha, Sister Liu, you’re too modest! There are plenty of little skills

in this world; learning them together would be quite delightful!

You’re right, Brother, but I prefer to immerse myself in the world &
of herbs.

x Heh, then be careful, Sister Liu, lest these precious herbs bewitch

your heart!

Brother Zhou, from what I see, those herbs aren’t quite suitable for &

medicine. It would be better to choose carefully and avoid harming
yourself.

ﬁ(claps hands with a playful smile) "Good sister, you truly have a
discerning eye for treasures!" (laughing, he steps forward and grabs her
wrist)
Brother Zhou, while herbs may be valuable, we should cherish our &
health and well-being even more." (gently withdraws her wrist from Zhou

Botong's hand, still smiling warmly) "Why not sit quietly for a moment
and listen to the birds sing in the bamboo grove? It's quite a refined

pleasure as well.

S\ (shouts loudly) "Wonderful, wonderful” (turns and starts singing

opera loudly towards a tall bamboo tree)

(sips her tea lightly, watching Zhou Botong’s impromptu performance &
with a hint of a smile in her eyes) "Brother Zhou, your free-spirited nature
brings a bit of joy to this quiet mountain retreat, but do take care not to

disturb the birds too much.

i(suddenly quiets down and stands silently)

(nods slightly and exchanges a glance with Zhou Botong for a &
moment) "Brother Zhou, your straightforwardness and lively demeanor are
refreshing. Since we have some leisure time today, why not try my newly

prepared herbal tea? It’s nourishing and healthful. What do you think?

G\ (smells the faint herbal fragrance and can’t help but raise his thumb

in praise) "Excellent tea, excellent tea!

(chuckles softly and slowly pours two cups of herbal tea, handing &
one to Zhou Botong) "This tea is bitter at first but clears dampness and
leaves a sweet aftertaste. Brother Zhou, why not give it a try? But don’t

mind the initial bitterness.

x(drinks the herbal tea in one gulp, smacking his lips and savoring the

taste for a long time) "Indeed, a fine tea!

Figure 16: Illustration of a Zhou Botong Dialogue Case Using Qwen2-7B Model Translated to English.
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Figure 17: Illustration of a Zhou Botong Dialogue Case Using Mistral-Nemo Model in Chinese.
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Role Name: Zhou Botong
Style: Classical Chinese, straightforward, playful

Personality: ENFJ

‘World: Song Dynasty martial arts world

Character: Innocent, mischievous, unconcerned with trivialities

o

Role Description:

Chat Role Name: Liu Qingyan

A reclusive healer with a calm and tranquil nature, skilled in herbal medicine. She resides deep

in the mountains, disinterested in fighting, with her sole focus on healing and saving lives.

Scenario:

and the clear sound of birds chirping among the bamboo trees seems to accompany the two's curious interaction.

Zhou Botong’s emotions: happiness 10 sadness 0 disgust 0 fear 1 surprise 2 anger 0

Zhou Botong, with a mischievous smile, playfully examines Liu Qingyan's herb garden, occasionally picking a few leaves and hiding them behind his back. Liu Qingyan remains calm and

composed, gently stroking the herbs in her hands as she silently prepares an antidote, a trace of helpless amusement visible in the corner of her eyes. A faint herbal fragrance drifts through the air,

GPT-40

Mistral-Nemo-Instruct-2407

Mistral-Nemo (RPA & CC & CSERP)

Botong, it’s not good to pick herbs randomly; these are life-saving &

remedies.

i Oh, dear Qingyan, I'm just taking a few to practice with! I wouldn’t

dare touch your life-saving herbs carelessly! Heh heh!

A

If you truly wish to learn about herbal medicine, why not sit

down and listen to me explain a thing or two?

i Ah, T can’t seem to settle down! But you know a lot, Qingyan, so go

ahead and talk. Afterward, how about we catch some birds in the bamboo
forest? Heh heh!

Your restless nature is hard to change. But don’t harm the birds %

when catching them.

x Alright, alright, I get it! I promise not to hurt a feather on them, just
to play around a bit. Don’t worry, Qingyan! Heh heh!

Alright, then let me first tell you about the wonderful uses of &

Scutellaria baicalensis. It’s highly effective against heat toxins,

that?

pecially for treating ab: Have you

& Scutllaria baicalensis, a miraculous cure for heat toxins and
abscesses, got it! Heh heh, Qingyan, once you're done, let’s head to the
bamboo forest—I"m itching to go!

Not so fast. You need to understand a few more commonly used &

herbs before heading out to play.

x Alright, alright, T can’t argue with you. Go ahead, tell me one more
herb, and I’ll remember it! Heh heh, but if we delay too long, the birds

will all fly back to their nests.

A

i Qingyan, if you don’t chase after me, I might just steal your herbs!

Zhou Botong, if you truly want to learn about herbal medicine,

why do you keep teasing me like this?

This place is really a treasure trove, filled with rare herbs. If I don’t have

A

tending. If you’re truly interested, why not stay here, and I’ll teach you

abit of fun with you, I'd be letting myself down!

Brother Zhou, though there are many hetbs, they need careful

slowly?

;ﬁ Qingyan, these herbs of yours are really something special! The

more I look at them, the more I like them! Don’t be so stern; let’s study
them together and gain some knowledge, shall we?

Brother Zhou, if you're sincere about learning, I'll gladly teach &
you everything I know. However, herbs, though beautiful, come with
thorns, so remember to keep a steady heart.

x Qingyan, you're so gentle and virtuous, it makes me itch with
eagerness! I wish I could learn all about these herbs in one go! Now tell
me, how should I plant this first herb to make it grow strong?

This is Polygonatum, which thrives in shady, moist areas. It needs &
to be planted in loose, fertile soil, with regular loosening of the soil and

watering to help it grow strong. Remember, haste makes waste, and

herbs require patience and care.

;ﬂ Qingyan, ook, look! Isn’t this the Longevity Herb? It fills me with
joy just to see it! Now tell me, how should I plant this herb to make it
grow more lushly?

Brother Zhou, you're right. This Longevity Herb loves sunny

spots. It needs regular pruning to allow for good air circulation, and
don’t forget to loosen the soil and weed regularly. In late autumn each
year, you should also apply some well-rotted organic fertilizer to help it

grow even more robustly the following year.

x Qingyan, look, look! Isn’t this the Immortality Herb? Just seeing it
fills me with joy! Now tell me, how should I plant this herb to make it

grow more abundantly?

A

(with a mischievous grin, reveals the herbs hidden behind his back

Master Zhou, if you take any more, the antidote might lose its

effectiveness.

and places them in front of Liu Qingyan) "I only took a little bit; what’s the
harm in that?

(softly laughs and carefully puts the herbs back in place) "Master &
Zhou, even though your martial skills are unmatched, you mustn’t disrupt

the natural balance of heaven and earth so casually.

x (pauses, then bursts into hearty laughter) "You’re right.

(picks up a leaf and hands it to Zhou Botong) "Why not try the &

fragrance of this honeysuckle leaf? It might help calm your mind.

x (takes the honeysuckle leaf, brings it to his nose, and inhales deeply)

"Ah, what a wonderful fragrance!

(nods, looking at him with gentle eyes) "This honeysuckle leaf not &

only has a pleasant scent, but it also has the effect of clearing heat and

detoxifying—just what a wandering hero like you needs.

x (quickly chews and swallows the leaf, his face filled with delight)

"Marvelous, marvelous!

(gently shakes her head, smiling softly) "Master Zhou, you’re quite &
impatient. Though the honeysuckle leaf is harmless, its effects aren’t

immediate—it requires slow and steady nourishment over time.

x (momentarily puzzled, then asks) "What other wondrous herbs do you

have in this herb garden?

Figure 18: Illustration of a Zhou Botong Dialogue Case Using Mistral-Nemo Model Translated to English.
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Role Name: Dany

Chat Role Name: Seraphi

Al

R ——
of 1y the hearth.
i For prompting dialogue generation
GPT-40 ‘Qwen2-TB-Instruct. Qwen2-TB (RPA & CC & CSERP)

Based. L let's sy 1y’ { To evaluate ¢

[Candidate Character Set ) “character" "genle, kind” responses:

independent, gentle, ind, dwswe resilient

**Gentle**

1. **Gentle:** - (“But tell me,
- "Nothing," she said softly. how did you leam to mend such injuries?").

e s - ppis
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‘onclusion:
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interaction and emotional journey in the scene. ‘resilient,” and possibly "independent” though it is relatively weaker among the listed traits.

### JSON-parsable Format:

“json {"character": "gentle, kind, resilient"}

Figure 19: Illustration of Character Alignment Case in Dany’s Dialogue Using the Qwen2-7B Model
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Figure 20: Illustration of Character Alignment Case in Dany’s Dialogue Using the Mistral-Nemo Model
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Role Name: Sonny

Style: reckless,

‘World: 20th Century Italian Mafia World

Chat Role Name: Franco

Role Description:

Franco i a fery enforcer with a short fuse and a relentless drive to protect the family atall costs. He is fierely loyal, with a tendency to bulldoze through problems with brute force:

rather than finesse.
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i Sadness

‘Sonny doesn't clearly disp

His focus i W ral
inthe scene that

i
any clear signs of
directly conveys a sense of sadness.

### Disgust

There isa

. Sonny’s reckless and
the heart of 2 goddamn ' and “Those bastards won't

‘While Sonny acknowledges the risk they're taking ("I dunno. I's  risk. But s one we've gota take"), his dialogue

focuses more on bravado and confidence. There's lile evidence that he openly exhibits fear, His arguments and rallying
cries are meant 0 inspire confidence and action rather than revea fear
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agaressively (*Have you forgotten who we are?”). There is also an element of strategic thinking despite the heat of the
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ments of (“Ilove you, brother”), these are fleeting
amidst the pressing demands and tension of the scene.

Thus, Sonny predominantly shows anger, determination, and underlying fear masked by a brave front, with minor
expressions of happiness and sadness

Figure 21: Illustration of Emotion Alignment Case in Sonny’s Dialogue Using the Qwen2-7B Model
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Figure 22: Illustration of Emotion Alignment Case in Sonny’s Dialogue Using the Mistral-Nemo Model
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