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Abstract

We present a variational method for online state estimation and parameter learning
in state-space models (SSMs), a ubiquitous class of latent variable models for
sequential data. As per standard batch variational techniques, we use stochastic
gradients to simultaneously optimize a lower bound on the log evidence with
respect to both model parameters and a variational approximation of the states’
posterior distribution. However, unlike existing approaches, our method is able
to operate in an entirely online manner, such that historic observations do not
require revisitation after being incorporated and the cost of updates at each time
step remains constant, despite the growing dimensionality of the joint posterior
distribution of the states. This is achieved by utilizing backward decompositions
of this joint posterior distribution and of its variational approximation, combined
with Bellman-type recursions for the evidence lower bound and its gradients.
We demonstrate the performance of this methodology across several examples,
including high-dimensional SSMs and sequential Variational Auto-Encoders.

1 Introduction

Many tasks in machine learning with time series data—such as video prediction [16, 27], speech
enhancement [35] or robot localization [9, 18, 28]—often need to be performed online. Online
techniques are also necessary in contexts as diverse as target tracking [4], weather prediction [13]
and financial forecasting [42]. A popular class of models for these sequential data are SSMs which,
when combined with neural network ideas, can also be used to define powerful sequential Variational
Auto-Encoders (VAEs); see e.g. [8, 15, 16, 30]. However, performing inference in SSMs is a
challenging problem and approximate inference techniques for such models remain an active research
area.

Formally, an SSM is described by a latent Markov process and an observation process. Even if the
model parameters are assumed known, online inference of the states of the latent process is a complex
problem known as filtering. Standard approximations such as the extended Kalman Filter (KF),
ensemble KF, and unscented KF can be used, but only provide an ad hoc Gaussian approximation to
the filter [13, 17, 37]. More generally, assumed density filtering techniques [3, 7, 32] can provide
other simple parametric family approximations. These approximate filtering methods can be used, in
turn, to develop online parameter learning procedures by either augmenting the state with the static
parameters or using gradient-based approaches. However, such approaches are notoriously unreliable
[19]. Particle Filtering (PF) methods, on the other hand, provide a more principled approach for
online state and parameter estimation with theoretical guarantees [11, 12, 19, 41], but the variance of
PF estimates typically scales exponentially with the state dimension [6].

Although they typically do not return consistent estimates, variational techniques provide an attractive
alternative for simultaneous state estimation and parameter learning which scales better to high-
dimensional latent states than PF, and are not restricted to simple parametric approximations. Many
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such methods have been proposed for SSMs over recent years, e.g. [2, 10, 20, 22, 23, 29, 33, 36].
However, they have generally been developed for batch inference where one maximizes the Evidence
Lower Bound (ELBO) for a fixed dataset. As such, they are ill-suited for online learning as, whenever
a new observation is collected, one would need to update the entire joint variational states distribution
whose dimension increases over time. Though a small number of online variational approaches have
been developed [30, 38, 45], these rely on significant restrictions of the variational family, leading to
approximations that cannot faithfully approximate the posterior distribution of the latent states.

The main contribution of this paper is a novel variational approach to perform online filtering and
parameter learning for SSMs which bypasses those restrictions. As per standard batch variational
inference, we simultaneously maximize an ELBO with respect to both model parameters and a
variational approximation of the joint state posterior. However, our method operates in an entirely
online manner and the cost of updates at each time step remains constant. Key to our approach
is a backward decomposition of the variational approximation of the states posterior, combined
with a representation of the ELBO and its gradients as expectations of value functions satisfying
Bellman-type recursions akin to those appearing in Reinforcement Learning (RL) [39].

2 Background

State-Space Models. SSMs are defined by a latent X'-valued Markov process (z;);>1 and Y-valued
observations (y;)¢>1, which are conditionally independent given the latent process. They correspond
to the generative model

x1 ~ fig(21), Tep1|we ~ fo(Tialme), yelze ~ go(yelze),

where € R% is a parameter of interest and we consider here X = R% . For y* := y1.4 = (y1, ..., ¥¢),
we thus have

t
po(wre,y") = wolen)go(yrler) [ [ folwrlzn—1)go(ynler).
Assume for the time being that 6 is known. Given observations (y;);>1 and parameter values 6, one
can perform online state inference by computing the posterior of z; given y* which satisfies

x T t—1
pe(xt|yt>=99<y;eg;jeyﬁtﬂf ) po(aly) = [tz oty =,

with pg(21|y°) := pe(z1). The log evidence £;(0) := log pe(y*) is then given by

0,(0) = 35— logpa(yrly* 1), where  po(ye|y" 1) = [ go(ylzr)pe ey Hdzr.  (2)

Here py(zx|y*) is known as the filtering distribution. While the recursion (1) and the sequential
decomposition (2) are at the core of most existing online state and parameter inference techniques
[19, 37, 45], we will focus here on the joint state posterior distribution, also known as the smoothing
distribution, of the states x1.; given y* and the corresponding representation of the log evidence

P0($1:t|yt) = p0($1:t»yt)/}70(yt)7 0(0) = logp(,(yt) = log (fp(i(xl:tvyt)dl'l:t) .

Variational Inference. For general SSMs, the filtering and smoothing distributions as well as
the log evidence are not available analytically and need to be approximated. For data y¢, standard
variational approaches use stochastic gradient techniques to maximize the following ELBO

‘Ct(07 ¢) = Eq¢(w1;t|y") [log (pQ(xlzhyt)/qd)(ml:t‘yt))] < gt(e) €)]

Maximizing this ELBO w.r.t. the parameter ¢ of the variational distribution ¢ (x1.;|y") corresponds
to doing variational smoothing while maximizing it w.r.t. 6 corresponds to doing parameter learning.

As the true smoothing distribution satisfies pg (z1.¢|y") = po(x1]y") [Tj—s Po(zk|y, 21 —1), One typi-
cally uses ¢% (z1.¢|y") = q®(21|y") [Th_y ¢®(x1|y", x1_1) for the variational smoothing distribution;
see e.g. [2, 20, 22, 43]. However this approach is not suitable for online variational filtering and
parameter learning. Firstly, the resulting marginal ¢ (¢|y*) of ¢®(z1.t|y?), approximating pg (|yt),
is typically not available analytically. Secondly, when the new observation y;; is collected, this
approach would require recomputing an entirely new variational smoothing distribution with a di-
mension that increases with time. One can attempt to bypass this problem by restricting ourselves to
¢®(z14]y?) = ¢®(x1|y") TThey ¢ (21 |y", 2 _1) as per [30]. However, the switch from conditioning
on 3 to y* prohibits learning an accurate approximation of pg (z1.¢|y) as this formulation does not
condition on all relevant data.



3 Online Variational Filtering and Parameter Learning

Our online variational filtering and parameter estimation approach exploits a backward factorization
of the variational smoothing distribution ¢®(z1.;|y*). The ELBO and its gradients w.r.t. § and ¢
are computed in an online manner as ¢ increases by using a combination of ideas from dynamic
programming and RL, with a computational time that remains constant at each time step. To simplify

notation, henceforth we will write ¢ (z1.¢) = ¢%(z1.¢|y").

3.1 Backward Decomposition of the Variational Smoothing Distribution

The key property that we will be exploiting is that pg(z1.¢|y?) satisfies

t—1
: Jo(zria|zr)pe (i |y
po(zraly’) = po(aely’) [ polnly® 2ni1),  polaely®, zes) = (@i1le) <k V) )
P Po(Th1ly")

Equation (4) shows that, conditional upon %°, (xk)};:l is a reverse-time Markov chain of initial
distribution pg(2¢|y?) and backward Markov transition kernels pg (2 |y*, 7141); see e.g. [12, 19].
Crucially the backward transition kernel at time k& depends only on the observations until time k.

To exploit this, we consider a variational smoothing distribution of the form

t—1
@ (z14) = ¢ (z¢) szl (J;f+1($k|fﬂk+1)a )

where ¢ (z) and q,‘f 1 (@k|Tg 1) are variational approximations of the filtering distribution py (z;|y")

and the backward kernel pg(z|y*, 211 1) respectively. Using (5), one now has
L4(8,8) = £:(6) — KL(g{ (1)l Ips (w:]y"))

t—1 .
- Zkzl E s (arsn) [KL(Q$+1($k|33k+1)|\P0($k|yk»$k+1)) ;

where KL is the Kullback-Leibler divergence and q,? (zk+1) is the marginal distribution of x4 1

under the variational distribution qf (21.¢) defined in (5). Considering this variational distribution
thus makes it possible to learn an arbitrarily accurate variational approximation of the true smoothing
distribution whilst still only needing to condition on y* at time k and not on future observations.

Additionally, it follows directly from (5) that we can easily update qf r1(Z1:441) from qf (21.¢) using

[} ¢
a1 (Tl Te1) gty 1 (Ter1)
Q?+1($1:t+1) = qg)(ﬂfl:t)mf+1($t+1|33t)v for mf+1($t+1|$t) = 2 5 )Hl . (6)
g (Tt

Here mf ‘t1(2¢41]7) can be viewed as an approximation of the Markov transition density

q’ 1 (Tega]ae) o q (2 Ze1)q) p1(w¢41) but it is typically not a proper Markov transition density;
ie. [mfyy (zgale)deeg # Las [ gl (2eloi) gl (Tea)dee s # qf (2).

Let us assume that qZ’(mk) = q,‘f"" (k) and q;f(xk,ﬂmk) = q,‘f"" (zg—1]zk), then (5) and (6) suggest
that we only need to estimate ¢ at time ¢ as y; does not impact the backward Markov kernels prior
to time ¢. However, we also have to be able to compute estimates of V4L¢(6, ¢) and VoL (6, ¢) to
optimize parameters in a constant computational time at each time step, without having to consider

the entire history of observations 3. This is detailed in the next subsections where we show that the
sequence of ELBOs {£(0, ¢) }+>1 and its gradients {VyL(6, ¢) }1>1 and {V4L(0, ¢) }1>1 can all

be computed online when using the variational distributions {qgJ (21:¢) }¢>1 defined in (5).

3.2 Forward recursion for the ELBO

We start by presenting a forward-only recursion for the computation of {L£;(6, ¢)};>1. This recursion
illustrates the parallels between variational inference and RL and is introduced to build intuition.

Proposition 1. The ELBO L:(0, ¢) satisfies fort > 1

L(0,0) :Eq%)ww(m] for V2P(z,) = E b (o101 jo0) [log (pe(aslzt,yt)/qf(:m:t))],



with the convention V.0°® T1) = r0® o, x1) := log(pe(x1, Y1 q¢ x1)). Additionally, we have
1 1 1
0, 0, 0,
VAT (i) =Eg (@ilanVe (@) + i (e wiga)],  where )
10 (x4, 241) = log <f0($t+1|xt)ge(yt+1|$t+1)/mf+1($t+1|ﬂft)> ~ (8)

All proofs are given in Appendix C. Proposition 1 shows that we can compute £,(0, ¢), fort > 1,
online by recursively computing the functions Vf‘b using (7) and then taking the expectation of Vte’¢
w.rt. ¢ (z;) to obtain the ELBO at time ¢. Thus, given V;*?, we can compute Vti‘f and L£411(60, ¢)
using only ;4 1, with a cost that remains constant in £.

This type of recursion is somewhat similar to those appearing in RL. We can indeed think of the
ELBO L;(6, ¢) as the expectation of a sum of “rewards” TZ’¢ given in (8) from k = 1 to k = ¢ which

we compute recursively using the “value” function Vte’d’. However, while in RL the value function is
given by the expectation of the sum of future rewards starting from x;, the value function defined
here is the expectation of the sum of past rewards conditional upon arriving in x;. This yields the
required forward recursion instead of a backward recursion. We expand on this link in Section 4 and
Appendix A.3.

3.3 Forward recursion for ELBO gradient w.r.t. ¢

A similar recursion can be obtained to compute {VL.(¢, ¢) }+>1. This recursion will be at the core
of our online parameter learning algorithm. Henceforth, we will assume that regularity conditions
allowing both differentiation and the interchange of integration and differentiation are satisfied.

Proposition 2. The ELBO gradient VoL (0, ¢) satisfies fort > 1

VoLi(0,0) = E o, [ST7 ()], where  S7?(x:) = VoV, (2y).

Additionally, if we define sf+1(xt, Tya1) = Vgrffl(xt, xt11) = Volog fo(zry1|Te)ge(yes1|Tes1)
then

SO (2i41) = E o S99 (z) + sf+1(a:t,xt+1)] . )

qt,+1(‘rt‘zt+l) t

Proposition 2 shows that we can compute {VyL,(6, ¢) };>1 online by propagating {s? ’¢}t21 using

(9) and taking the expectation of the vector Sf ? Wt qf (z¢) to obtain the gradient at time ¢. Similar

ideas have been previously exploited in the statistics literature to obtain a forward recursion for the
score vector Vl:(0) so as to perform recursive maximum likelihood parameter estimation; see e.g.
[19, Section 4]. In this case, one has Vl,(0) = E,, (41 [S? (x¢)] where S satisfies a recursion

similar to (9) with qf’H (x4|myy1) replaced by pg(xe|yt, z11).

3.4 Forward recursion for ELBO gradient w.r.t. ¢

We finally establish forward-only recursions for the gradient of the ELBO w.r.t. ¢ which will allow
us to perform online variational filtering. We consider here the case where, for all k, q,‘f(;vk) =
g7* (xx) and qp (zi—1xx) = " (wr—1|zi) 50 Li(8,8) = Li(0, $1.e) and V' () = V0 ().
At time step t, we will optimize w.r.t. ¢, and hold all previous ¢1.;—; constant. Our overall

variational posterior (5) is denoted ¢; *** (x1.¢). The alternative approach where ¢ is shared through
time (amortization) is investigated in Appendix D.

Since the expectation is taken w.r.t. ¢/ (21.¢) in L, optimizing ¢, is slightly more difficult than
for 6. However, we can still derive a forward recursion for the ¢ gradients and we will leverage
the reparameterization trick to reduce the variance of the gradient estimates; i.e. we assume that

wt(¢t; Gt) ~ q?t (xt) and mtfl(qj)t; €t71,$t) ~ C]ft ($t71|33t) when €; 1 ~ )\(6), € ~ )\(6)-
Proposition 3. The ELBO gradient V 4, L,(8, ¢1.¢) satisfies for t > 1

Vo L£(0,01:0) = Vo, Epor ) [V ()] = Enen) [V, Vi (2 (665 0))-



Additionally, one has

Voo VT (@051 (Se41s €041))

dzy(dey1s €, Tegp1(Peg1s €041))
doyy1

0,¢¢:t41

+ Voot T (@i(begrs €6, i1 (Ge15 €641))s Tog1 (Pegrs 6t+1))} ,

= Ex(e) [Ttg’d)“ (e (Pry1; €6, Ter1(Pre1s €641)))

where Tf’mt (z¢) := 8%149@” (x+) satisfies the forward recursion

)) 59€t(¢t+1; €t, $t+1)
8$t+1

0,¢1: 0,01.
Tujl o ($t+1) = ]E)\(et) {Tt e (xt(¢t+1; €ty Ti41

97 t:t
+ th+17"t+¢1 +1(»’5t(¢t+1;€t79€t+1)79€t+1)]~ (10)

dzi (pri1s€t,Tet1(Per15€e41)) Oxe(Petises,Tet1)
)

Here, v Dorrs

are Jacobians of appropriate dimensions.

3.5 Estimating the ELBO and its Gradients

As we consider the case q,f(ack) = q,‘fk (zr), q,‘f(xk_1|a:k) = q,f’“ (xg—1|zk), we have Sf’¢(xt) =
Sf ’¢“’(Jct). At time t we optimize ¢; and hold ¢;.;_; constant. Practically, we are not able to
compute in closed-form the functions V,”%"* (), S%91* (2,) and T?*"* () appearing in the
forward recursions of £(6, ¢1.4), VoL (8, ¢1.4) and V ,L,(8, ¢1.¢) respectively. However, we can
exploit the above recursions to approximate these functions online using regression as is commonly
done in RL. We then show how to use these gradients for online filtering and parameter learning.

We approximate Sffl““ with §t+1. Equation (9) shows that 5’t+1 can be learned using S,
through regression of the simulated dataset? {z?_ |, S;(z1) + s/, | (zi, i )} with (af, 21, ) "=

qfﬁl (z¢,2¢41) fori =1, ..., N (see Appendix A.1 for derivation). We can use neural networks to

model S; or Kernel Ridge Regression (KRR). Note that the use of KRR to estimate gradients for
variational learning has recently been demonstrated by [26].

We similarly approximate Tﬁﬁlit“ with TH 1. As before, we can model Tt+1 using neural networks

or KRR. We use recursion (10) and 7} to create the following dataset for regression’

i 2 i Az (Pur1s€),Thy1) 0,¢t:t+1 i j
i ) t41 ) ) + RPE ) i
{It+17 Ti(we(drr1; €t7xt+1))—azi+i S+ Vo i (G e wi ), T
where z}_ | ~ quﬂl (7441) and €i ~ X(e) fori = 1,..., N. The choice of the distribution over the

inputs, x;y, 1, for each simulated dataset is arbitrary but it will determine where the approximations

are most accurate. We choose quﬂl (2¢+1) to best match where we expect the approximations to be

evaluated, more details are given in Appendix A.1.

Note that if one is interested in computing online an approximation of the ELBO, we can again
similarly approximate Vte’%t (2¢) using regression to obtain V;(x) by leveraging (7). We will call

the resulting approximate ELBO the Recursive ELBO (RELBO). We could also then differentiate

Vi(x¢) w.rt. z; to obtain an alternative method for estimating Tf Lt and optimizing ¢,. However, as
we are ultimately interested in accurate gradients, this approach does not exploit the readily available
gradient information during the regression stage.

L 0,61. L 0,61, .4 . L
By approximating 7 jf{”“ with T} 1 and S;;'/"**" with S, we introduce some bias into our

gradient estimates. We can trade bias for variance by using modified recursions; e.g.

0,01:4—L+1

0,614 i
(St St—L-‘rl (.I‘t_L+1) + Zk:tflwl»l Sz+1($k7 xk-‘rl) .

Tir1) =E 6410 [
t+1 ( t+ ) qtt b2ttt (T—rp1:¢]|®eq1)
As L increases, we will reduce bias but increase variance. Such ideas are also commonly used in RL

but we will limit ourselves here to using L = 1.

2We define Sp := 0, xf) =0, s‘f_(a:o,xl) = Vg log pe(x1)ge(y1|x1) and ¢ (zo, 21) 1= ¢ (21).
3Sirnilarly, we define Tp := 0, 2, := 0 and rf’d’“:l as in Proposition 1.



Algorithm 1: Online Variational Filtering and Parameter Learning.
fort=1,...,T do
Initialize ¢t e.g. ¢t — ¢t—1
/* Update ¢; using M stochastic gradient steps */
form=1,...,M do
Sample xi_q,xt ~ gl (21, ;) using reparameterization trick fori = 1,..., N

Dt < by +7mﬁ Z¢:1{Tt—1($t71) Lt ! “'ert(ft 17$t)}

end

/* Update 'IA}(’.L'f) and ,Q',(zl,'f) as in Section 3.5 x/
= i 2 Oxy_

Tt(l't) regrgszon Tt—l(l't—l) g;tl + vat’rt(xt—lyxt)'

N eqression A 0,
Se(xe) regressten St—1(xe—1) + 8, 1($t71, Tt).
/* Update 0 using a stochastic gradient step */

Sample z§_;, z} ~ qft (Ti—1,0), Thiq o~ qu{l (x¢—1)fori=1,...,N

O i1 + 0 N (o (i) + sy (@l 2h) — S (Fh1)}
end

3.6 Online Parameter Estimation

Assume, for the sake of argument, that one has access to the log evidence ¢;(#) and that the
observations arise from the SSM with parameter 6*. Under regularity conditions, the average log-
likelihood ¢;(0)/t converges as t — oo towards a function £(6) which is maximized at 6*; see e.g.
[12, 41]. We can maximize this criterion online using Recursive Maximum Likelihood Estimation
(RMLE) [19, 24, 40, 41] which consists of updating the parameter estimate € using

9t+1 =0, + Ni+1 (]Epso:t(ait,wt+1\yt+1)[St(xt) + ngrl(ft,mt—&-l)] — Epeoz,,,l(wt\yf)[st(xt)]) . (1)

The difference of two expectations on the r.h.s. of (11) is an approximation of the gradient of the
log-predictive log pg (y¢+1|y") evaluated at §;. The approximation is given by V log py,., (y**1) —
V log pa,.,_, (y*) with the notation V log py,, (y**!) corresponding to the expectation of the sum
of terms sZ’ﬁH (zk, Trp4+1) W.r.t. the joint posterior states distribution defined by using the SSM with
parameter 6, at time k + 1.

We proceed similarly in the variational context and update the parameter using

01 =0+ (]E dr1 S’t(fﬂt)-i-sfﬁrl(wt,wml)} —qut(xt) {gt(ﬂﬁt)D

(wt,$t+1)

Here S, (x;) approximates Sy () satisfying Sy 1 (z¢41) := E R [S: (xt)—l—sffH (x4, Tp41)]-

(z¢|ze41)
We compute .§'t as in Section 3.5 with a simulated dataset using St,l and 6;_1.

Putting everything together, we summarize our method in Algorithm 1 using a simplified notation
to help build intuition, a full description is given in Appendix A.2. It is initialized using initial
parameters ¢1,60y. We re-iterate the algorithm’s computational cost does not grow with ¢. We
need only store fixed size T and S models as well as the most recent ¢ and 0; parameters. When
performing backpropagation, T and S summarize all previous gradients, meaning we do not have to
roll all the way back to t = 1. Therefore, we only incur standard backpropagation computational

cost w.r.t. ¢ and 0. To scale to large d, we can use mean field ¢* (), ¢ (21—1 |+) keeping costs
linear in d,.

4 Related Work

As mentioned briefly in Section 3.2, our recursive method has close links with RL, which we make
explicit here. In ‘standard’ RL, we have a value function and corresponding Bellman recursion given
by

Vi (s) :=E

T
Zr(ska ak)‘| ; V;fRL(st) = E5t+17at [T(sta at) + Vvt}iLl(SH*l)] ’ (12)
k=t



where (s;, a;) is the state-action pair at time ¢. Whereas the RL value function summarizes future
rewards and so recurses backward in time, our ‘value’ function summarizes previous rewards and
recurses forward in time. Writing this using the state-action notation, one obtains

t

Vi(st) =E lz r(sk, CU@)] v Viga(se1) = Eappy s [r(se1,a41) + Vilse)]. - (13)
k=1

Note we have defined an anti-causal graphical model, with s; depending on s,y and a;y1. If we

further let St = T, O = Tg—1 ™~ qf’(xt,ﬂxt), P(st\st+1,at+1) = (S(St = at+1) and T(St,at) =

r(x¢, x4—1) as in equation (8), then the recursion in equation (13) for V; corresponds to the recursion

in equation (7) and L7 = E o (o) [Vr(ar)]. We then differentiate this recursion with respect to 6
T

and z;41 to get our gradient recursions (9) and (10) respectively. Full details are given in Appendix
A.3. A similar correspondence between state actions and successive hidden states was also noted
in [43] which explores the use of RL ideas in the context of variational inference. However, [43]
exploits this correspondence to propose a backward in time recursion for the ELBO of the form (12)
initialized at the time of the last observation of the SSM. When a new observation is collected at
the next time step, this backward recursion has to be re-run which would lead to a computational
time increasing linearly at each time step. In [20], the links between RL and variational inference are
also exploited. The likelihood of future points in an SSM is approximated using temporal difference
learning [39], but the proposed algorithm is not online.

To perform online variational inference, [45] proposes to use the decomposition (2) of the log evidence
¢¢(6) and lower bound each term log pg (yx|y*~1) appearing in the sum using

< log po(yrly" ). (14)

fo(zrlzr—1)90 (Y| zk)po(xr—1]y* 1)
qu%(xk—lvwk) log

q;f(ffkfla fﬂk)

Unfortunately, the term on the l.h.s. of (14) cannot be evaluated unbiasedly as it relies on the
intractable filter pg(xj,_1|y* ') so [45] approximates it by pg(zs_1|y* ) ~ q;f_l(ﬂﬁk—l) to obtain
the following Approximate ELBO (AELBO) by summing over k:

Et(gv ¢1:t) = Zt

0,
By [l087 (@ w0)] (15)

Additionally, [45] makes the assumption q,‘f(xk_l, TE) = q,‘ffl(xk_l)q,‘f(xk) and we will refer to
(15) in this case as AELBO-1. While [16] does not consider online learning, their objective is actually
a generalization of [45], with q,f(xk_l, xp) = q,f(a:k)q,f(:ck_ﬂxk), and we will refer to (15) in this
case as AELBO-2. It can be easily shown that AELBO-2 is only equal to the true ELBO given in
Proposition 1 in the (unrealistic) scenario where q;f(xk) = pg(x1|y*) for all k. Moreover, in both
cases the term pg (2 _1|y* 1) is replaced by q,f_l (x—1), causing a term involving 6 to be ignored
in gradient computation. The approach developed here can be thought of as a way to correct the
approximate ELBOs computed in [16, 45] in a principled manner, which takes into account the
discrepancy between the filtering and approximate filtering distributions, and maintains the correct
gradient dependencies in the computation graph. Finally [44] relies on the PF to do online variational
inference. However the variational approximation of the filtering distribution is only implicit as its
expression includes an intractable expectation and, like any other PF technique, its performance is
expected to degrade significantly with the state dimension [6].

5 Experiments

5.1 Linear Gaussian State-Space Models

We first consider a linear Gaussian SSM for which the filtering distributions can be computed using
the KF and the RMLE recursion (11) can be implemented exactly. Here the model is defined as

f0($t|1't71) = N(CUﬁFxt—h U)a ge(yt\xt) = N(yt; Gy, V)7
where F' € R¥%*dz G ¢ RWvXde [J ¢ R%E=Xde V€ RWvXdy 9 = {F, G}. We let

@l (x) =N (45 pe, diag(o7)) a7t (ri—1]ae) = N (2113 Wiy + by, diag(57))
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Figure 1: (a) KL(q?" (241, ¢)||po(¢—1, 2¢|y')) vs time step of the SSM. Between each time step,
we plot the progress of the KL over 5000 iterations of inner loop ¢, optimization. (b) Mean Absolute
Error for model parameters F' (left) and G (right) vs time step (AELBO-1 off the scale).

with ¢y = {4, log o, Wy, by, log 6: }. When fp(x¢|x¢—1) is linear Gaussian and we use a Gaussian
for qu}l (x¢—1), we can select ¢;"* (z1—1|xt) fg(xt|xt_1)qf_ﬁl (z¢—1) as noted in [34]. In this
experiment however, we aim to show our full method can converge to known ground truth values
hence still fully parameterize qf *(xy—1]2¢) as well as setting the matrices F, G, U,V to be diagonal,
so that pg (z¢|y*) and pg(z¢_1|y*~1, z¢) are in the variational family.

For d, = d, = 10, we first demonstrate accurate state inference by learning ¢, at each time

step whilst holding 6 fixed at the true value. We represent T;(;) non-parametrically using KRR.
Full details for all experiments are given in Appendix B.* Figure 1a illustrates how, given extra
computation, our variational approximation comes closer and closer to the ground truth, the accuracy
being limited by the convergence of each inner stochastic gradient ascent procedure. We then consider
online learning of the parameters F' and GG using Algorithm 1, comparing our result to RMLE and a
variation of Algorithm 1 using AELBO-1 and 2 (see Section 4). Our methodology converges much
closer to the analytic baseline (RMLE) than AELBO-2 [16] and exhibits less variance, even though
the variational family is sufficiently expressive for AELBO-2 to learn the correct backward transition.
In addition, we find that AELBO-1 [45] did not produce reliable parameter estimates in this example,
as it relies on a variational approximation that ignores the dependence between x;_1 and z;. As
expected, our method performs slightly worse than the analytic RMLE, as inevitably small errors will
be introduced during stochastic optimization and regression.

5.2 Chaotic Recurrent Neural Network

We next evaluate the performance of our algorithm for state estimation in non-linear, high-dimensional
SSMs. We reproduce the Chaotic Recurrent Neural Network (CRNN) example in [44], but with
state dimension d, = 5,20, and 100. This non-linear model is an Euler approximation of the
continuous-time recurrent neural network dynamics

flzzi—1) =N (xt;xt_l + A7 (—zy_y + W tanh(z;_1)), U) ,

and the observation model is linear with additive noise from a Student’s t-distribution. We compare
our algorithm against ensemble KF (EnKF), bootstrap PF (BPF), as well as variational methods using

AELBO-1 and AELBO-2. We let ¢/ (z;_1|x;) = N (x¢_1; MLP{* (z;), diag(57)) and ¢} () =
N (xt; Lt diag(of)) where we use a 1-layer Multi-Layer Perceptron (MLP) with 100 neurons for

each qf *(xy—1]2z¢). We generate a dataset of length 100 using the same settings as [44], and each
algorithm is run 10 times to report the mean and standard deviation. We also match approximately the
computational complexity for all methods. From Table 1, we observe that the EnKF performs poorly
on this non-linear model, while the PF performance degrades significantly with d,, as expected.
Among variational methods, AELBO-1 does not give as accurate state estimation, while AELBO-2
and our method achieve the lowest error in terms of RMSE. However, our method achieves the
highest ELBO; i.e. lowest KL between the variational approximation and the true posterior since

*Code available at https://github.com/andrew-cr/online_var_fil
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0 is fixed - an effect not represented using just the RMSE. We confirm this is the case in Appendix
B.2 by comparing our variational filter means p; against the ‘ground truth’ posterior mean for
d, = 5 computed using PF with 10 million particles. Furthermore, our method is also able to
accurately estimate the true ELBO online. Figure 2a shows that our online estimate of the ELBO,
RELBO (Section 3.5), is very close to the true ELBO, whereas AELBO-2 is biased and consistently
overestimates it. Further, AELBO-1 is extremely loose meaning its approximation of the joint state
posterior is very poor.

Using this CRNN problem, we also investigate the penalty we pay for our online method. At time ¢,
we train ¢7* (), ¢ (2,_1|x¢) and hold 4, (xx—1|xr), k < t fixed. This is because all information
to learn the true factor pg(zx—1 |yk’1, xy) is available at time k as it does not depend on future
observations. However, when pg(z_1 \y’“ “l %) is not in the variational family (as in this CRNN
example), q,‘f"‘ (zg—1]2k) will aim to be most accurate in the regions of z; in which it is typically
evaluated. The evaluation distribution over xj, does depend on future variational factors and so could
shift over time. This may result in learning a different variational joint ¢; *** (z1.;) between when
using our online ELBO and when just using the full offline ELBO (3). We quantify this difference by
training the same joint variational distribution using either our online ELBO or the offline ELBO (3).
Figure 2b plots the final mean and standard deviations of the marginals of the trained ¢; ** (z1.¢) in
both cases. We see that these quantities are very close, suggesting this effect is not an issue on this
example. This may be due to the evaluation distribution over x; not changing a significant enough
amount to cause appreciable changes in the learned variational factors. We show this result holds
over dimensions and seeds in Appendix B.2.
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Figure 2: (a) Estimates and true values of the ELBO on the Chaotic RNN task. RELBO uses KRR

for f/t whilst for the other methods we use eq. (15). (b) Comparison between joint variational
distributions trained online and offline on the CRNN task. The colored lines show the mean of
qf Yt (x1.+) whilst the shaded region represent £1 std. The true hidden state is also shown in black.

5.3 Sequential Variational Auto-Encoder

We demonstrate the scalability of our method on a sequential VAE application. In this problem, an
agent observes a long sequence of frames that could, for example, come from a robot traversing a
new environment. The frames are encoded into a latent representation using a pre-trained decoder.
The agent must then learn online the transition dynamics within this latent space using the single
stream of input images. The SSM is defined by

folwelwe1) = N(w; NN (1), U), g(yelre) = N (ys; NN9 (), V),

where d, = 32, NNg is a residual MLP and NNY a convolutional neural network. NNéc is learned
online whilst NNY is fixed and is pre-trained on unordered images from similar environments using
the standard VAE objective [21]. We perform this experiment on a video sequence from a DeepMind

Lab environment [5] (GNU GPL license). We use the same ¢, * parameterization as for the CRNN
but with a 2 hidden layer MLP with 64 neurons. KRR is used to learn T}, whereas we use an MLP for
learning S,. We found that MLPs scale better than KRR as dy is high. Our online algorithm is run
on a sequence of 4000 images after which we probe the quality of the learned NNg . The results are



Table 1: Root Mean Squared Error between filtering mean and true state and the average true ELBO
for the 5 methods in varying dimensions on the Chaotic RNN task.

s EnKF BPF AELBO-1 AELBO-2 Ours
Filter RMSE  0.145020.0026 0.1026:0.0001 0.1284£0.0035 0.1035£0.0012 0.1032+0.0005
> "ELBO (nats) - - 220.52£6.2768 -30.944+2.2928 -15.845+1.7385
Time per step  1.0998 0.9268 1.5067 2.2270 2.6899
Filter RMSE  0.154120.0016 0.1092+0.0014 0.1355£0.0012 0.10860.0004 0.10820.0003
20 "E1BO (nats) - - -928.80£10.463 -393.68+3.9053 -340.36+3.9730
Time per step  5.1879 3.8932 2.3587 2.7000 3.5935
Filter RMSE  0.157120.0017 0.2493:0.0122 0.1239£0.0006 0.1070£0.0001 0.1068+0.0001
100 "E1 BO (nats) - - “4247.9420.905 -2069.7+11.814 -1794.7+5.4173
Time per step  6.4546 46184 3.2697 45539 5.9263

(a) Before training

(b) After training

Figure 3: Frames predicted by rolling out NNg from two different starting points, before and after
training. Between each frame, 3 transition steps are taken. Before training, no meaningful change is
predicted but after training NNéc predicts plausible movements.

shown in Figure 3. Before training, NN 5 predicts no meaningful change but after training it predicts
movements the agent could realistically take. We quantify this further in Appendix B.3 by showing
that the approximate average log likelihood ¢;(6) /t computed using Monte Carlo increases through
training, thereby confirming our method can successfully learn high-dimensional model parameters
of the agent movement in a fully online fashion.

6 Discussion

We have presented a novel online approach for variational state estimation and parameter learning. In
our experiments, this methodology outperforms standard filtering approaches for high dimensional
SSMs and is also able to learn online high dimensional model parameters of a neural network in
a sequential VAE. However, it is not without its limitations. As with any stochastic variational
inference technique, we can only obtain an accurate posterior approximation if the variational family
is expressive enough and our stochastic gradient method finds a reasonable minimum. We also
need to use flexible function approximators to keep the bias in our gradient estimates small. Finally,
although our method is online, it can be quite computationally expensive in absolute terms as it
requires solving an optimization problem and solving a regression task for each time step.

To reduce this computational cost, one can amortize the optimization cost for ¢ by learning a
network taking a representation of observations up to now, 3, and outputting qf’ as illustrated in
Appendix D. Further work will investigate ways to also amortize the cost of function regression
across time through a meta-learning strategy. From a theoretical point of view, it would be useful to
establish conditions under which the proposed variational filter is exponentially stable and to study
the asymptotic properties of the parameter learning procedure.
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