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Abstract

The exponential growth of biomedical unstructured data being generated every day has made it increasingly challenging to accurately cluster them and extract meaningful insights. Traditional clustering algorithms such as K-means are limited in their ability to capture contextual information and semantically explain the reasoning behind the clustering results when applied to a large corpus of unstructured data. As a result, there is a need for more advanced techniques that can integrate deep learning and symbolic reasoning to improve clustering performance. Integrating domain-specific knowledge from external sources through a Neuro-Symbolic approach can facilitate the optimization of clustering algorithms by generating new hypotheses. This research paper proposes a novel framework NeuroClustr to cluster biomedical text corpus using a Neuro-Symbolic approach in conjunction with deep learning. The framework employs Recurrent Neural Network (RNN) architecture to capture important sequence to sequence information in textual data and uses BioBERT based encoded representation and infused knowledge rules from external sources such as domain specific ontology to effectively cluster the biomedical documents. The evaluation results show that the proposed framework outperforms traditional baseline models by 43% and achieves average precision of 88% across all identified clusters for COVID-19 Dataset. This demonstrates the potential of deep neural networks with knowledge infusion in improving clustering accuracy for large and complex biomedical text corpus.

1 Introduction

Biomedical research produces a vast amount of textual and unstructured data, including scientific publications, electronic health records, clinical trial reports, and patient forums. In the PubMed database alone, there are more than a million research articles published every year [Landhuis, 2016]. Analyzing and curating information from this huge corpus of data is a complex task and presents a significant challenge in extracting information, measuring data and information qualities such as accuracy, consistency, completeness, timeliness, availability and scalability [Wilkinson, et al., 2016]. Clustering techniques can be used to organize and group this large, complex, and heterogeneous textual data based on the contents and structure, providing insights and facilitating knowledge curation by developing domain specific ontologies and easing the knowledge discovery process. Clustering plays a crucial role in enhancing the effectiveness of information and knowledge management systems. It enables researchers and physicians to efficiently identify relevant publications, clinical trials, and patient forums related to their research questions, thereby saving time and effort in searching and reviewing large volumes of text. Furthermore, clustering can be used to identify emerging topics and trends in biomedical research, which can help to guide future research directions and identify potential collaborations. By identifying patterns and relationships between documents, clustering algorithms can reveal insights and patterns that might not be immediately apparent from a single document. In the biomedical domain, clustering can also be used to identify and group similar biomedical terms and concepts, enable entity recognition and relation extraction, which are critical components of many Natural Language Processing (NLP) applications [Zhang et al., 2013].

Clustering techniques are a key component of many machine learning algorithms. However, choosing the right clustering algorithm and evaluating the quality of the resulting clusters can be challenging tasks, as it depends on the specific characteristics of the dataset and domain specific knowledge. There are several clustering techniques used in the biomedical domain, including hierarchical clustering [Fionn et al., 2012], K-means clustering [Hartigan et al., 1979], spectral clustering [Von Luxburg, 2007], and DBSCAN [Ester et al., 1996]. Although these algorithms are useful, they have several limitations. For instance, they can be sensitive to noise and outliers, have difficulty handling varying cluster size and density, and
incurred performance overhead when working with large datasets. Moreover, these techniques lack context and have limitations in providing explanations for cluster results, thus creating a need to develop a Neuro-Symbolic clustering framework using deep learning and symbolic reasoning having an ability to process big data, capture contextual information and infuse knowledge from domain specific external sources to enable reasoning in the cluster identification, creation, and optimization.

By combining neural network models with symbolic representations, Neuro-Symbolic clustering can effectively capture the complex relationships and interactions between biomedical concepts and terms, even in the presence of noisy and ambiguous data. The ability for external knowledge infusion, reasoning, and explainability in clustering techniques are critical to improve the accuracy and quality of clustering results and enable actionable insights. Explainability and reasoning is crucial in ensuring that the clustering results are transparent and interpretable and follow FAIR principles [Wilkinson, et al., 2016], especially in domains such as healthcare, where the decisions made based on clustering results can have significant consequences.

This paper attempts to solve the limitations of the traditional clustering approach by proposing a deep neural network-based clustering framework-NeuroClustr with external knowledge infusion and reasoning capability in forms of rules to optimize and improve the cluster quality. Fig. 1 describes the conceptual framework of the proposed architecture. The architecture contains four components namely Document Preprocessing for initial text cleaning, Training Data Generation module to create labeled information, Cluster Modeling to create and experiment with different algorithms, and External Knowledge Infusion to infuse domain specific information in the form of rules.

The main contribution of this paper can be summarized as follows:

- First, a state-of-the-art deep learning-based clustering component to capture contextual information using sequence to sequence architecture of Bidirectional Long Short-Term Memory (Bi-LSTM) and BioBERT embeddings.
- Second, an external knowledge infusion module to incorporate additional information in the form of rules by mining domain specific information leading to creation of new hypotheses and cluster optimization.

Lastly, we present a scalable clustering framework NeuroClustr to mine biomedical text data and create optimized clusters by generating new hypotheses utilizing knowledge from external sources.

The remainder of the paper is structured as follows. Section 2 reviews previous literature on clustering, its application in the biomedical domain, clustering construction methods. Section 3, material & methods provides the details about the dataset, the framework of deep clustering with Neuro-Symbolic, followed by results & evaluation in section 4. Section 5, Section 6, and Section 7 highlights contributions, limitations, and future research directions of this paper respectively.

![Fig. 1: Conceptual View of proposed neuro-symbolic deep clustering framework - NeuroClustr](image)

2 Related Works

Deep clustering has several advantages over traditional methods where it can categorize unstructured, high-dimensional data by identifying complex patterns, implement dimensionality reduction and accomplish cluster assignments simultaneously to provide a highly scalable end-to-end framework. However, challenges such as quality of clustering based on document content/meaning; and categorizing documents with multiple topics [Anastasiu, et.al., 2018] must be evaluated. Language modeling techniques such as vector space modeling, dimensionality reduction, topic modeling and continuous space modeling use features to represent documents in a collection. Segmenting documents into sections of different topics can further enhance deep clustering. Authors in [Fard, et al., 2020] use constrained clustering in the form of seed words, while in the current study external knowledge infusion is employed using a neural network, facilitated by expert-labeled training data.

The use of deep clustering models in the big text corpus has been sought out and implemented as a significant tool for document analysis [Anastasiu, et al., 2018]. Authors in [Karim et al., 2021] present the application of deep learning clustering algorithms for unsupervised research on three different use cases of bioimaging, cancer genomics and biomedical
text mining. They deploy a variant of recurrent neural network algorithm LSTM (long short-term memory networks) to achieve document clustering. Authors in [Kozawa et al., 2018; JadHAV et al., 2022] conducted an extensive analysis of the human body by employing body-wide modeling techniques. They developed advanced computational models using a vast biomedical dataset and harnessed the power of word embedding and text mining, employing ontology-based clustering methodologies. However, this approach exhibits a limitation in its capacity to capture contextual information effectively. This limitation arises since features are solely extracted based on the similarity between tokens, without considering the broader context in which these tokens appear. Work in [Davagdorj et al., 2022] represents a biomedical document clustering framework based on BioBERT which is a pre-trained language representation technique. Either method has their own advantages in improving the deep clustering analysis, LSTM can better handle long-term dependencies and can model complex sequential data; BioBERT can capture multi-directional context with a faster training time [Gabralla et al., 2012]. Our current work leverages on the advantages of both methods and implements a deep clustering framework that involves LSTM and BioBERT to achieve better clustering accuracy.

Existing deep learning methods can be better enhanced by domain and conceptual knowledge infusion [Sheth et al., 2019]. Knowledge infusion can co-use symbolic AI with data-driven AI to provide a class of neuro-symbolic AI methods called knowledge-infused learning (KiL) [Gaur et al., 2022]. Neuro-symbolic approaches can enhance the efficiency of clustering framework by including symbolic reasoning with neural perception. Work [Aspis, et al., 2022] illustrates the generation of clusters using trained perceptions which are further labeled using symbolic knowledge. Researchers in [Venugopal et al., 2021] overcome the drawbacks of deep neural networks such as long convergence times and overfitting data by taking the neuro-symbolic approach on big data. Big data is first converted into a symbolic model, followed by embedding to create a training set. Other works such as [Kursuncu et al., 2019] have explored KiL in deep learning models where infusion of representational external knowledge from knowledge graphs will aid in supervising the learning of features and enhance the model learning process. In our current neuro-symbolic deep clustering framework we implement the knowledge infusion module that infuses external knowledge into the penultimate layer of the trained model from domain specific ontologies for identified topics to optimize the cluster. This novel approach provides enhanced model performance as depicted in the results.

3 Material and Methods

3.1 Datasets and Preprocessing

Within the current clustering framework, we use COVID-19 Open Research Dataset (CORD-19) [Wang et al., 2020] to compile research papers that pertain to COVID-19 and contain pertinent information regarding the virus. The CORD-19 database houses over one million academic articles on COVID-19, SARS-CoV-2, and other coronaviruses.

3.2 NeuroClustr: Neuro-Symbolic Deep Clustering Framework

The proposed clustering framework comprises four key components: Data Preprocessing, Training Data Generation, Cluster Model, and Knowledge Infusion. The main tasks of the data processing module are cleaning, stop words removal, tokenization, and generating vector representations. The training data generation involves topic modeling utilizing word frequency approach and generating labeled dataset with expert input. The model training module includes creating sequence to sequence models based on the labeled data. Lastly, the knowledge infusion module takes the penultimate layer output and optimizes the cluster initially generated by k-means cluster by infusion of external knowledge from specific ontologies for identified topics. Fig. 2 depicts the distinct constituents of the proposed clustering framework.

Data Preprocessing

The COVID-19 dataset consists of research articles from diverse data sources. Data preprocessing involves eliminating inconsistencies and duplicates in the data, performing text cleaning for NLP, and converting the text into a vectorized format that can be embedded and utilized by machine learning models.

Text Cleaning

In the text cleaning process, several techniques were employed to process the full-text research articles. These techniques included the removal of special characters, HTML tags, references, tables, and images. Following this, sentences...
were identified and punctuation and stop words were removed from the text using the Python Natural Language Toolkit (NLTK) library [Loper et al., 2002], which was augmented with medical-specific stop words. To identify special characters, symbols, and URLs, regular expressions were utilized. Once these text cleaning steps were completed, the final output was deemed to be cleaned and ready for tokenization.

**Tokenization**
The next step in our methodology involved the tokenization of sentences from the research articles, thereby dividing them into individual tokens. In order to extract concepts from the texts, we relied on the NLTK library to generate relevant concepts from the research papers. To facilitate the use of machine learning models, we leveraged an in-built tokenizer that was available in large language models (LLMs) such as BERT and BioBERT and generated an embedding matrix.

### 3.2 Generate Training Dataset
In this module, we leveraged the concepts generated from each document to generate word frequency metrics for every research article. By mapping the concepts to the articles, we were able to identify various types of documents, such as those related to drugs, vaccines, symptoms, and genetics.

To refine the word frequency metrics further, we selected the top 100 most frequently occurring concepts from each article. This provided us with a concise and informative representation of the article's content. Next, we utilized expert evaluation to label the data into four distinct categories: drugs, vaccines, symptoms, and genetics. By doing so, we were able to transform the unstructured text data island and create labeled data.

This approach allowed us to generate a labeled dataset that could be used for training machine learning models to classify research articles based on their content. The resulting dataset, enriched with expert labeling, provided a more accurate and targeted approach for analyzing the vast amount of research on COVID-19 available in the literature.

### 3.3 Cluster Model
The aim of this model is to develop a clustering model, which can understand the textual context and classify the document into four identified categories: Drug, Vaccine, Symptom and Genetics. Long Short-Term Memory (LSTM) is a type of recurrent neural network (RNN) that has shown great success in sequence modeling tasks such as natural language processing. In this experiment, we used BioBERT Embeddings [Lee et al., 2020] to vectorize the text data. BioBERT is a domain-specific language model that was pre-trained on a large corpus of biomedical text. BioBERT has been shown to outperform other general-purpose language models on a variety of biomedical natural language processing tasks.

The LSTM architecture consists of five main layers: the input layer, the embedding layer, the hidden layer, the classification layer, and the output layer. The embedding layer is responsible for transforming the input sequence into a 100-dimensional representation that captures the semantic meaning of each document. The hidden layer utilizes 100 memory units and a recurrent dropout rate of 0.2 to capture temporal dependencies in the sequence. The output layer is a dense layer that employs a SoftMax activation function to produce four nodes, corresponding to the four categories for which the model is trained. The categorical cross-entropy loss function is utilized to optimize the model's performance during training.

To train the model, we utilized a batch size of 64 and trained the model for 5 epochs. During training, we randomly selected 100 documents to serve as a validation set, which was used to monitor the model's performance.

### 3.4 Knowledge Infusion
The domain-specific knowledge using external data sources can enable explanation, reasoning by creating new hypotheses and optimizing clustering. Biomedical repositories such as those in the field of healthcare and life sciences contain valuable information that is relevant to the identified clusters. In this experiment we used BioBERT Embeddings with above mentioned LSTM architecture and mined topic specific information using domain-specific ontologies using BioPortal API [Noy et al., 2009]. We followed the three steps process to perform knowledge infusion. At first, we extracted the concept matched to specific ontologies for each research article and calculated the normalized portion of concept matched to total concepts per research article. In the next step, we fetched synonyms, prefLabel for these concepts and created the embedding using BioBERT. Finally, we combined these features with LSTM penultimate layer output and infused this additional knowledge. The embedding of this additional knowledge created a new hypothesis on top of the clustering done using LSTM penultimate layer output and optimized the output of initial clustering results. Table 1 presents the specific ontologies utilized for extracting knowledge and creating features, along with their respective types and names. Algorithm 1 provides a comprehensive overview of the entire knowledge infusion process, outlining the step-by-step procedure for incorporating the additional knowledge into the system.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Ontologies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug (D)</td>
<td>Drug Ontology (DRON)</td>
</tr>
<tr>
<td></td>
<td>Prescription of Drugs Ontology (PDRO)</td>
</tr>
<tr>
<td>Vaccines (V)</td>
<td>Vaccine Ontology (VO)</td>
</tr>
<tr>
<td></td>
<td>Vaccine Investigation Ontology (VIO)</td>
</tr>
<tr>
<td>Symptom (S)</td>
<td>Vaccine Informed Consent Ontology (VICO)</td>
</tr>
<tr>
<td></td>
<td>Symptom Ontology (SYMP)</td>
</tr>
</tbody>
</table>
Clinical Signs and Symptom Ontology (CSSO)
Genetic (G) Gene Ontology
Gene Ontology Extension

Table 1: Ontologies for external knowledge infusion

Algorithm 1 Knowledge Infusion Algorithm

Input: Documents \([d_1, \ldots, d_{1000}]\), LSTM penultimate layer output \([d_1, \ldots, d_{1000}]\)
Output: Optimized Cluster \([1,2,3,4]\)
1: Let \(d=1\).
2: while \(d<=1000\) do
   while ontology in \([Drug, Vaccine, Symptom, Genetics]\) do
      3: Fetch concepts from ontology
      4: Calculate concept match
      5: Normalize concept percent match
      6: Concept Match Pct= Normalized concept match
      7: Fetch Synonyms, PrefLabel from ontologies
      8: Create semantic embedding using BioBERT
      9: Semantic Embedding=BioBERT Embedding
      10: Concatenate Features = \([\text{LSTM penultimate layer, Concept Match pct, Semantic Embedding}]\)
   end while
3: end while
12: return Concatenated Features

4 Results and Evaluations

4.1 Dataset Preparation

To evaluate the proposed clustering framework, a randomized sample of 1000 research articles from the CORD-19 dataset was selected and labeled using topic frequency modeling and human effort.

4.2 Experimental Setup

To assess the quality of the clustering outcome, we conducted experiments using machine learning models, including K-means, Zero Shot Learning (ZSL) [Xian et al., 2017] and RNNs such as LSTM. Additionally, we utilized both generic embedding techniques like BERT and domain-specific embeddings such as BioBERT. These experiments allowed us to evaluate the effectiveness of different approaches and determine the most suitable techniques for our specific domain.

K-Means Clustering

K-means clustering is a widely used unsupervised machine learning algorithm that partitions data into K clusters based on similarities in the data. One of the primary advantages of k-means clustering is its scalability to large datasets. Additionally, it is a simple and fast algorithm that can be applied to a wide range of applications such as image segmentation, customer segmentation, and anomaly detection. At first, we used BERT encoding to generate vectorized input, followed by PCA [Abdi, et al., 2010] to reduce the dimension based on variance explanation. Next, we used elbow method [Kodinariya et al., 2013] to get the initial number of clusters \((n=4)\). The dimensionally reduced vector and optimized number of clusters are then fed to the K-means model to generate the cluster and later it is mapped back to original documents to specify the name of the clusters.

Zero Shot Learning with BERT embeddings

BERT (Bidirectional Encoder Representations from Transformers) [Delvin et al., 2018] is a pre-trained language model that has achieved state-of-the-art results on various NLP tasks. Zero-Shot learning (ZSL) is a type of machine learning technique that enables models to recognize and classify objects or concepts that have not been seen during training. This approach allows the model to generalize to new categories by learning a mapping between different domains. One of the key advantages of zero-shot learning is its ability to overcome the limitations of supervised learning, where the model is trained only on labeled data. With zero-shot learning, models can be trained on a smaller set of labeled data and still generalize to new categories. We used ZSL by using transformer architecture and embeddings generated by BERT tokenizer.

LSTM with BERT, BioBERT and Knowledge Infusion

In this approach, BERT and BioBERT embeddings are used to capture contextual information from the input text, which is then fed into an LSTM layer to capture the sequence information. The LSTM layer can then model the long-term dependencies in the sequence and make predictions based on the contextual and sequential information learned from the embeddings. We used the same LSTM architecture as presented in methods. In the next iteration, we extracted knowledge in from domain specific ontologies and infused it with the clustering result to create new hypotheses and optimize the cluster output.

4.3 Cluster Model Results

Table 2 presents a comparative analysis of model performance across different categories using precision as evaluation metric. The results indicate that k-means clustering with BERT-encoded vectors had an average precision of 45%. Zero-shot learning with BERT vectors improved the precision by 22% due to the transformer architecture of ZSL, which can understand contextual information and hold important sequences using its attention layer. The LSTM model with BERT encoding further improved the performance as it was trained on the labeled dataset, unlike k-means clustering and ZSL, which had no labeled dataset. The LSTM model with BioBERT embeddings performed the best with an average precision of 76%, an improvement of 5% on the LSTM model with BERT. The specificity of embeddings in the biomedical domain is the reason behind its effectiveness, as it provides a deep contextualization of vector inputs with domain-specific concepts.
Finally, the best-performing model was the LSTM with BioBERT embedding with external knowledge infusion using specific biomedical ontologies, which had an average precision of 88%. This indicates that the external knowledge was able to aid in the existing clustering mechanism and improved the performance by 12%. Table 3 presents a detailed performance evaluation using precision, recall, and F1-score.

<table>
<thead>
<tr>
<th>ML Model</th>
<th>Topics</th>
<th>D</th>
<th>V</th>
<th>S</th>
<th>G</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means Clustering BERT</td>
<td></td>
<td>0.47</td>
<td>0.42</td>
<td>0.53</td>
<td>0.37</td>
<td>0.45</td>
</tr>
<tr>
<td>ZSL BERT</td>
<td></td>
<td>0.69</td>
<td>0.63</td>
<td>0.67</td>
<td>0.68</td>
<td>0.67</td>
</tr>
<tr>
<td>LSTM BERT</td>
<td></td>
<td>0.72</td>
<td>0.74</td>
<td>0.62</td>
<td>0.77</td>
<td>0.71</td>
</tr>
<tr>
<td>LSTM BioBERT</td>
<td></td>
<td>0.73</td>
<td>0.69</td>
<td>0.79</td>
<td>0.82</td>
<td>0.76</td>
</tr>
<tr>
<td>LSTM BioBERT Knowledge Infusion</td>
<td></td>
<td>0.89</td>
<td>0.82</td>
<td>0.91</td>
<td>0.90</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Table 2: Comparative result (Precision) of traditional model and LSTM with Knowledge Infusion across categories Drug(D), Vaccine(V), Symptom(S), Genetics(G)

<table>
<thead>
<tr>
<th>Topics</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drug</td>
<td>0.89</td>
<td>0.81</td>
<td>0.84</td>
</tr>
<tr>
<td>Vaccines</td>
<td>0.82</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>Symptoms</td>
<td>0.91</td>
<td>0.87</td>
<td>0.84</td>
</tr>
<tr>
<td>Genetic</td>
<td>0.90</td>
<td>0.86</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 3: Precision, Recall, F1-Score of proposed LSTM model with external knowledge infusion

5 Discussion

Neuro-symbolic approaches combine the strengths of both symbolic and neural approaches to enable reasoning and explanation over structured and unstructured data [Yu et al., 2021]. In clustering, this approach can help to improve the quality of clustering by enabling the incorporation of domain-specific knowledge and prior information in the clustering process as visible by the significant improvement in the performance of the model shown in Table 3. This modeling approach addresses the challenges in clustering such as handling high-dimensional data and overcoming the limitations of traditional unsupervised clustering algorithms leading to improved performance, enhanced interpretability, and more efficient knowledge discovery in various domains including healthcare and biomedicine.

Finally, the use of large language model embedding such as BERT and BioBERT in conjunction with LSTM models and external knowledge infusion outperforms the traditional k-means clustering algorithm and has 40% more precision in clustering documents.

5 Limitation and Future Directions

The proposed clustering framework has been evaluated on the biomedical domain, demonstrating its adaptability to other domains. Future research will aim to enhance the methodology and assess its applicability to other domains such as legal and financial documents for extracting key topics and generating insights. To overcome the need for large amounts of labeled data, the LSTM network could be further developed using few-shot learning experiments. Additionally, incorporating semantic information into the existing concept matching features from external sources could further improve the overall framework’s performance. This will enable the framework to better understand the context of the documents and enhance the accuracy of the clustering results.

6 Conclusion

The neuro-symbolic clustering framework presented in this research article is a promising approach for document clustering. The integration of deep learning and symbolic reasoning techniques has shown to improve the clustering performance significantly, particularly in domains such as biomedical research. The experiments conducted in this study demonstrate the effectiveness of the proposed framework in achieving high precision. Furthermore, the framework is flexible enough to be applied to various domains and can be extended in multiple ways to improve its performance. Overall, the results indicate that the neuro-symbolic approach has the potential to significantly enhance the efficiency and accuracy of document clustering, thereby aiding in knowledge discovery and decision-making processes in various fields.
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