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Abstract
Scientific discovery drives human civilization,001
but the vast volume of knowledge hinders its002
progress. Large language models (LLMs) of-003
fer a promising opportunity to reshape knowl-004
edge interaction, yet their potential in knowl-005
edge discovery remains unexplored. In this006
paper, we investigate whether LLMs can pro-007
pose new scientific hypotheses. Firstly, we con-008
struct a dataset consist of background knowl-009
edge and hypothesis pairs from biomedical liter-010
ature, which is divided into training, seen, and011
unseen test sets based on the publication date012
to avoid data contamination. We subsequently013
evaluate the hypothesis generation capabilities014
of various top-tier instructed models in zero-015
shot, few-shot, and fine-tuning settings. Fur-016
thermore, drawing inspiration from uncertainty017
exploration in real-world scenarios, we have018
incorporated tool use and multi-agent interac-019
tions to augment uncertainty. We also design020
four metrics through a comprehensive review021
to evaluate the generated hypotheses for both022
LLM-based and human evaluations. Through023
experiments and analysis, we arrive at the fol-024
lowing findings: 1) LLMs surprisingly generate025
untrained yet validated hypotheses from test-026
ing literature. 2) Increasing uncertainty facili-027
tates candidate generation, potentially enhanc-028
ing zero-shot hypothesis generation capabili-029
ties. These findings strongly support the po-030
tential of LLMs as catalysts for new scientific031
discoveries and guide further exploration.032

1 Introduction033

“When nothing is sure, everything is pos-034

sible.” — Margaret Drabble035

The pursuit of scientific discovery stands as a cor-036

nerstone of human progress, driving innovation,037

and shaping our understanding of the world (Wang038

et al., 2023a; Taylor et al., 2022). Recently, the039

knowledge discovery process has encountered a040

slowdown due to unprecedented data and litera-041

ture growth. This surge, combined with inefficient042

Instruction: You are a researcher. You can come up with new hypotheses
based on your existing knowledge. Hypotheses are given against the
following background. You should be as detailed as possible.
Background knowledge: (1) Esophageal cancer mainly includes
squamous cell carcinoma and adenocarcinoma, with different risk factors
and incidence rates. (2) Metformin has been shown to reduce the risk of
several cancers in patients with T2DM. (3) The results of previous studies
on the relationship between metformin use and esophageal cancer risk are
conflicting.

The model hypothesizes: (1) The use of metformin in patients with
T2DM mav be associated with a reduced risk of esophageal cancer.
(2) There may be differences in the correlation between metformin use
and the risk of esophageal cancer in male and female patients with
T2DM. （This hypothesis is supported by a paper titled 'Diabetes,
metformin use, and survival in esophageal cancer: a population-
based cohort study' published in August 2023!）

Figure 1: This illustration demonstrates a generated
hypothesis using the fine-tuned 65B LLaMA model
within our specially constructed dataset. The generated
hypothesis closely aligns with the findings in existing
literature published subsequent to the training sets.

knowledge tools, impedes the extraction of valu- 043

able insights and profound understanding. 044

Fortunately, the advent of large language models 045

(LLMs) holds the promise of offering efficient tools 046

for knowledge interaction, thereby transforming 047

the landscape of knowledge discovery. This is at- 048

tributed to the capability of LLMs to compress and 049

learn cross-disciplinary knowledge, enabling re- 050

searchers to compensate for the lack of knowledge 051

in various fields through interaction with LLMs. 052

At the core of the knowledge discovery process 053

is the formulation of sound hypotheses (Zhong 054

et al., 2023; Boiko et al., 2023). Currently, both 055

ChatGPT, GPT-4, and other open-source LLMs 056

undergo extensive pre-training on a substantial 057

amount of data. The analysis and validation of 058

related hypothesis generation work rely on these 059

models (Wang et al., 2023b; Yang et al., 2023b). 060

However, due to the non-traceability of the training 061

data, these endeavors cannot ensure data invisibil- 062

ity, i.e., the inability to guarantee non-overlapping 063

between test and training data. This limitation hin- 064

ders the assessment and analysis of knowledge dis- 065

covery in LLMs under zero-shot conditions. 066
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In this paper, we formally respond to this issue.067

Specifically, we assemble a dataset of biomedical068

literature spanning from January 2000 to Septem-069

ber 2023. This dataset is partitioned into train-070

ing and testing sets, with the training set exclu-071

sively containing literature published before Jan-072

uary 2023. We construct an unseen test set us-073

ing literature from August 2023 and ensure that074

the evaluated LLMs have been trained on cor-075

pora before that date. Furthermore, drawing in-076

spiration from uncertainty exploration in reinforce-077

ment learning (Watkins and Dayan, 1992; Schul-078

man et al., 2017), we introduce multiple uncer-079

tainty exploration strategies, mainly including tool080

use (Schick et al., 2023a) and agent interactions (Xi081

et al., 2023b), to examine the influence of uncer-082

tainty on knowledge discovery and the primary083

factors contributing to zero-shot capability.084

We draw the following findings: 1) LLMs sur-085

prisingly generate hypotheses that are untrained yet086

validated when tested against literature, as shown087

in Figure 1. 2) Increasing uncertainty levels can088

benefit by diversifying candidate generation and po-089

tentially enhancing zero-shot hypothesis generation090

capabilities. For instance, introducing heightened091

uncertainty through collaborative multi-agent ap-092

proaches significantly improves the model’s ability093

to generalize in zero-shot scenarios. However, in-094

tegrating subsequent few-shot enhancements and095

using additional tools may reduce the model’s profi-096

ciency in generating hypotheses. This phenomenon097

is likely due to the reduction of uncertainty, lim-098

iting the model’s space for hypothesis generation.099

Consequently, it lacks consistent positive effects,100

underscoring the need for careful consideration of101

the type of external knowledge employed. The102

above findings also support the notion: "When103

nothing is sure, everything is possible."104

Specifically, our contributions are as follows:105

1) We pioneer the rigorous validation of LLMs106

in zero-shot and few-shot hypothesis generation107

through the creation of temporal biomedical in-108

struction data and innovative experiments for in-109

depth analysis and evaluation.110

2) Our findings reveal that LLMs exhibit foun-111

dational higher-order reasoning abilities and can112

generate novel hypotheses, offering fresh empirical113

insights for knowledge discovery.114

3) We develope multidimensional metrics for115

evaluating hypotheses with GPT-4 and human.116

The correlation between these evaluations suggests117

LLMs’ substantial role in hypothesis evaluation.118

4) We propose a LLM-based multi-agent frame- 119

work for hypothesis generation. This system facil- 120

itates collaborative analysis among various roles 121

and tools, enhancing our understanding of the in- 122

fluenced factors of LLM-based proposers. 123

2 Preliminary 124

In this section, we delineate the problem of hypoth- 125

esis generation. Subsequently, we elucidate the 126

process for developing biomedical-specific datasets. 127

We then analyze the constructed datasets, examin- 128

ing aspects of data contamination and the semantic 129

distribution across different data settings. 130

2.1 Problem Definition 131

As shown in Figure 2a, hypothesis generation typi-
cally transpires following an in-depth analysis of
literature and detailed examination of specific phe-
nomena, playing a pivotal role in the scientific dis-
covery process. In order to improve the assess-
ment of the hypothesis proposition capabilities of
LLMs, we formalize this process as a text com-
pletion task. Given dataset D, an instruction I ,
and text pairs (Xi, Yi)

n
i=1 containing background

knowledge and corresponding hypotheses extracted
from medical papers, our objective is to assess
model M by having it generate hypotheses based
on the task instruction and background knowledge,
i.e., M(I,Xi) = Yi, for each i ∈ 1, ..., n. The
objective function is formulated as:

y∗ = arg max
y1,...,yn

n∏
t=1

P (yt|y1, . . . , yt−1, I,X).

2.2 Dataset Construction 132

Existing LLMs, including ChatGPT and Llama, 133

encounter challenges in retracing their training data, 134

complicating efforts to ensure non-overlap with 135

the test set. To rigorously assess the hypothesis 136

generation capability of LLMs, we initially create 137

evaluation datasets based on literature, taking into 138

account the publication date. 139

Unlike previous studies that assess data contam- 140

ination through the correlation between question 141

entropy and accuracy (Hendrycks et al., 2020; Wei 142

et al., 2023b; Zhou et al., 2023), our method di- 143

rectly controls visibility by considering both the 144

training date and the publication date. This method 145

ensures that the test data remains non-visible, ad- 146

dressing a limitation overlooked in earlier methods. 147

As depicted in Figure 2b, the year 2023 has been 148

established as the cut-off point, coinciding with the 149

2



Experimenal Loop of Scientific Discovery

1) Data Understanding & A nalysis 
2) Generating Hypotheses

3) Experimental Design

4) Experiment Implement

5) Accumulating Observations

�

C: Design Experiments for How to Evaluate LLMs can Give Propsers

1) A nalyst

�

2) Engineer

�

3) Scientist

�

M ulti A g ents Collaboration based Hypothesis Proposing

4) Critic

�

Critic
Ev a l u a t e

User
Gu id e [O

pt io n a l

]

Scientist
Fo r mu l a t e

Enginee
rSe a r c h

A nalyst
Ex t r a c t

Hypothesi
s 

Proposing

背景分析、信息检索、假设提出、评估反馈

Analyzes research background

�Extracts keywords and topics

�Provides direction for searches

Uses keywords from Analyst

�Searches for relevant information

�Compiles and organizes findings

Formulates hypotheses

�Interprets Engineer's findings

�Bridges existing literature with new insights

Evaluates proposed hypotheses

�Ensures scientific validity

�Provides feedback for refinement

(a) Scientific Discovery Process

10,000 medical 
papers from PubMed

Background knowledge: (1)…(2)…(3)…
Hypotheses: (1)…(2)…(3)…

Pairs
Text Pool

Before

January
2023

Train

Model output:…

Eval

Golden output:…

After

January 2023

SFT

Instruction:…
Background:…

Instruction:…
Background:…
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Figure 2: (a) The iterative loop of scientific discovery involves a cyclical process: observations and data from
previous experiments are analyzed, leading to the generation of new hypotheses. These hypotheses then guide the
design of subsequent experiments, producing fresh data to perpetuate the cycle. (b) We execute the automated data
partitioning pipeline, using publication dates as the basis, to mitigate the risk of data contamination.

publication date of the majority of top-tier LLMs.150

The training dataset includes literature published151

before January 2023, while the test dataset contains152

literature after January 2023. This arrangement cre-153

ates pairs of data with background knowledge and154

corresponding hypothesis proposals. We strictly155

follow the standard pipeline as outlined in Self-156

Instruct (Wang et al., 2022) for our data generation157

process: 1) Compose the paper set based on the158

topic and content of the literature. 2) Utilize Chat-159

GPT and GPT-4 to summarize the literature knowl-160

edge. 3) Generate background knowledge-assume161

pairs. 4) Filter low-quality data by publishers. 5)162

Split the dataset according to publication time.163

2.3 Datast Analysis164

In this section, we provide a concise overview of165

the constructed datasets, including test set acquisi-166

tion strategies, data size, and distribution.167

Adhering to the pipeline outlined in 2.2, we ulti-168

mately acquired two distinct types of datasets. 1)169

Seen dataset This dataset comprises 2700 back-170

ground and hypothesis pairs sourced from literature171

published before January 2023. This dataset was172

partitioned into training (2500) and validation (200)173

subsets (as well as seen test set). It is consistent174

with the corpus that the LLMs have been exposed175

to. 2) Unseen dataset The unseen dataset consists176

of 200 pairs extracted from papers published in Au-177

gust 2023, which the LLMs have not encountered178

during training and are used for testing purposes.179

As depicted in Figure 3a, we embed the back-180

ground and hypothesis sentences from both the181

seen and unseen test sets using OpenAI em-182

beddings , followed by dimensionality reduction183

through t-SNE (Van der Maaten and Hinton, 2008).184

The results indicate minimal differences between185

the two test sets, despite their derivation from dis- 186

tinct time periods. Additionally, we assess the dis- 187

tribution variance of background and hypothesis 188

sentences in the unseen test sets created using Chat- 189

GPT and GPT-4 as shown in Figure 3b, which 190

reveals negligible disparities. Leveraging these in- 191

sights, we have formulated the training set with 192

ChatGPT and selected both ChatGPT and GPT-4 193

for the test sets to optimize cost efficiency. More 194

detailed information with respect to publication 195

data and topic distributions of constructed dataset 196

can be seen in Appendix C.1. 197

3 Can LLMs Truly Generate Zero-Shot 198

Hypotheses? 199

In this section, we conduct a thorough evaluation 200

of premier LLMs across a range of experimental 201

settings to determine their ability to effectively gen- 202

erate hypotheses and analyze influenced factors. 203

3.1 Experiment Setup 204

Initially, we present the models being evaluated, 205

outline the experimental settings, and describe the 206

metrics used for evaluation. 207

Models For a fair comparison, we exclusively 208

evaluate LLMs trained on corpora before March 209

2023 to avoid data contamination. We consider 210

three categories of models: 1) API-based LLMs: 211

this is mainly ChatGPT. 2) General domain in- 212

structed LLMs: These models consist of open- 213

source models that have undergone fine-tuning 214

based on Llama using general domain instructions. 215

We primarily choose the top-tier models based 216

on rankings before Setember 2023 in the Alpaca 217

Eval Leaderboard 1. 3) Specific domain instructed 218

LLMs: These include PMC-LLaMA (Wu et al., 219

1https://tatsu-lab.github.io/alpaca_eval/
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(b) Distribution of ChatGPT and GPT-4 construction.

Figure 3: Distribution of background (left in (a) and (b)) and hypothesis (right in (a) and (b)) texts.

2023), and MedAlpaca (Han et al., 2023), which220

are trained on a variety of sources in medicine do-221

main. We summarize the training data and publica-222

tion dates for each models in Appendix C.2.223

Prompts and Finetuning To ensure a consis-224

tent output format across different models, we cre-225

ate prompts in two formats: zero-shot and few-226

shot examples. We adopt a 5-shot format, select-227

ing examples from the training set before January228

2023 using both randomly sampled and similarity229

retrieval methods. To assess the hypothesis gen-230

eration capability beyond zero-shot, we identify231

the top-performing open-source models through232

prompting-based evaluation. Finally, we proceed233

to fine-tune WizardLM-13B-V1.2 with the back-234

ground and hypothesis pairs for further comparison.235

We provide more details in Appendix F.236

Evaluation Metrics Given the inherent uncer-237

tainty beyond established ground truth in hypothe-238

sis generation, we undertake evaluations with and239

without predefined golden hypotheses. 1) With240

ground truth: In evaluations with golden hypothe-241

ses, we employ standard text generation metrics,242

including BLEU and ROUGE , to assess word over-243

lap between the generated outputs and the ground244

truth. 2) Without ground truth: Considering the245

vastness of the hypothesis space, we devise four246

metrics for more comprehensive evaluation: nov-247

elty, relevance, significance, and verifiability.248

Furthermore, inspired by recent research that249

highlights LLMs as proficient annotators (Gilardi250

et al., 2023; Liu et al., 2023), demonstrating a251

strong correlation with human ratings, we employ252

GPT-4 for automated evaluation, where both the253

generated hypotheses and the provided background254

are evaluated across these aspects. The scoring255

scale ranges from 0 to 3, where a higher score in-256

dicates superior results. Additionally, we solicit257

GPT-4 to furnish a step-by-step explanation to sub-258

stantiate the assigned score. We also conduct hu- 259

man evaluation for the top-tier models identified in 260

the evaluation of GPT-4 in Section 3.4. 261

3.2 Experiment Results 262

This section presents the results of hypothesis gen- 263

eration across various models in both zero-shot and 264

few-shot settings. We primarily analyze the results 265

from two perspectives: the impact of the zero-shot 266

setting and the influence of introducing external 267

knowledge on hypothesis generation. 268

3.2.1 Results of Zero-shot Setting 269

The results presented in Figure 4 and 5 demon- 270

strate the significant impact of zero-shot settings 271

in improving hypothesis generation, particularly in 272

terms of fostering high novelty. Detailed results 273

are provided in Appendix D.1. In this section, we 274

primarily analyze these results from two critical 275

perspectives as outlined below: 276

Zero-shot vs. Few-shot Figure 5 demonstrates 277

that nearly all models, particularly WizardLM se- 278

ries models, and Openchat-v3.2-super, show en- 279

hanced novelty capabilities in a zero-shot setting. 280

Concurrently, these models also demonstrate su- 281

perior verifiability when presented with few-shot 282

literature examples. This indicates a trade-off in the 283

hypothesis generation capacity of LLMs, necessi- 284

tating careful consideration of specific constraints. 285

Notably, there are divergent results concerning 286

medical domain adaptation in LLMs, which will be 287

further discussed in the subsequent Section 3.2.2. 288

Seen test-set vs. Unseen test-set Despite the 289

inclusion of literature published before 2023 in the 290

pre-training corpus of most LLMs, we have delin- 291

eated “seen” and “unseen” test sets as described in 292

Section 2.3, with the “unseen” test set being con- 293

sidered for zero-shot analysis. Generally, LLMs 294

are likely to show enhanced performance on the 295

“seen” test set, potentially due to the memorization 296
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Figure 4: This figure displays the automated evaluation results for all models on both seen and unseen datasets.
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Figure 5: This figure depicts a comprehensive comparative analysis of multiple models across distinct prompting
paradigms, such as zero-shot, sampled few-shot, and similarity retrieval-based few-shot.

of knowledge acquired during training, resulting297

in a superior performance compared to the “un-298

seen” test set. Contrarily, our findings presented299

in Figure 4 reveal that LLMs tend to exhibit better300

performance on the “unseen” test set. We hypothe-301

size that the intricacies involved in hypothesis gen-302

eration may impede LLMs’ ability to effectively303

utilize the parameterized “dark knowledge”.304

3.2.2 Results of External Knowledge305

We further extend analysis to the influence of ex-306

ternal knowledge, including few-shot examples,307

domain adaptation, and instruction tuning. The308

findings indicate that these factors do not consis-309

tently enhance performance across all metrics.310

Few-Shot Examples Enhance Verifiability but311

Decrease Novelty. Regarding word overlap met-312

rics, including BLEU and ROUGE, most models,313

especially gpt-3.5-turbo and WizardLM series314

models, show improved performance when pro- 315

vided with in-context examples as shown in Fig- 316

ure 4. However, it’s important to note that these 317

few-shot prompts significantly increase verifiabil- 318

ity while simultaneously leading to lower novelty 319

compared to zero-shot results as shown in Figure 5. 320

Randomly Sampled Few-Shot Examples vs. 321

Similarity Retrieval. Given that randomly sam- 322

pled in-context examples frequently diverge in top- 323

ics or domains from the given background, this vari- 324

ation can potentially confuse LLMs while height- 325

ening uncertainty. In contrast, few-shot examples 326

acquired through similarity retrieval are more likely 327

to bolster verifiability but may reduce novelty. 328

Impact of Domain Adaptation We also con- 329

duct an analysis of the influence of fine-tuning for 330

biomedical domain adaptation on hypothesis gen- 331

eration. The results obtained from MedAplaca and 332

PMC-LLaMA indicate that domain adaptation can 333
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(a) Correlation of uncertainty and novelty scores.
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Figure 6: This figure elucidates the correlation between uncertainty and evaluation scores for all models, encompass-
ing both zero-shot and few-shot settings, and incorporating both sampled and similarity retrieval few-shot prompts.

Category Model ChatGPT Human Eval Avg Coefficient

Eval.Avg Novelty Relevance Significance Verifiability Avg Pearson Spearman

API-based gpt-3.5-turbo(0-shot) 1.90 1.54 2.69 1.77 2.08 2.02 0.87 0.78
gpt-3.5-turbo(5-shot)* 1.96 1.31 2.62 2.08 2.62 2.15 0.80 0.78

General

Llama-2-70b-chat(0-shot) 2.04 1.77 2.23 1.92 1.92 1.96 0.89 0.84
Llama-2-70b-chat(5-shot) 2.20 2.15 2.77 2.08 2.31 2.33 0.96 0.90
Llama-2-70b-chat(5-shot)* 2.01 1.38 2.62 2.31 2.00 2.08 0.97 0.94
WizardLM-70B-V1.0(0-shot) 1.91 1.38 2.31 1.54 2.00 1.81 0.90 0.75
WizardLM-70B-V1.0(5-shot) 2.01 1.15 2.69 2.46 1.77 2.02 0.85 0.89

Medicine PMC-LLaMA-13B(0-shot) 1.41 1.00 2.62 1.92 2.00 1.88 0.73 0.73
PMC-LLaMA-13B(5-shot)* 1.97 1.85 2.23 1.92 1.69 1.92 0.95 0.94

SFT WizardLM-13BV1.2 1.79 0.85 2.77 1.23 2.23 1.77 0.83 0.85

Table 1: This table presents the results of human evaluation. The Avg Coefficient are used to assess the correlation
between the average scores obtained from ChatGPT and those from human evaluation.

significantly improve word overlap performance.334

Evaluation derived from GPT-4 imply that domain335

adaptation improves the capability of LLMs in uti-336

lizing few-shot, particularly with related literature,337

while diminishing their zero-shot ability.338

Impact of Instruction Tuning In addition to339

domain adaptation, we also examine the effect of340

direct fine-tuning of LLMs on specially constructed341

instruction training sets. The findings reveal that in-342

struction tuning enhances the capacity of LLMs for343

knowledge retention, leading to improved BLEU344

and ROUGE scores and heightened verifiability,345

especially when contrasted with models without346

fine-tuning. However, this enhanced memorization347

concurrently diminishes the model’s capability to348

generate novel and significant hypotheses.349

3.3 Quantitative Analysis on Uncertainty350

Drawing from the findings in zero-shot settings351

and the impact of external knowledge, we identify352

uncertainty as the key differentiator among these353

scenarios. The few-shot setting tends to enhance354

the creative capacity of LLMs, yielding content 355

with higher generalization and diversity. In terms 356

of external knowledge, parameterized knowledge 357

and judiciously selected samples narrow the can- 358

didate space, thereby reducing the uncertainty of 359

generated content but enhancing verifiability. Con- 360

versely, randomly sampled few-shot examples in- 361

troduce uncertainty. To investigate the uncertainty 362

factors in hypothesis generation further, we calcu- 363

late uncertainty scores for the proposed hypotheses 364

and examine their relationship with comprehensive 365

evaluation metrics. We utilize SelfBLEU (Alihos- 366

seini et al., 2019) to evaluate the internal uncer- 367

tainty of all generated hypotheses. The SelfBLEU 368

scores serve as indicators of uncertainty in the hy- 369

potheses generated by LLMs, where lower scores 370

signify greater uncertainty and diversity. 371

As depicted in Figure 6, we examine the relation- 372

ship between uncertainty and detailed evaluation 373

scores of various models under different settings, 374

including zero-shot and few-shot settings (the latter 375

comprising sampled and retrieved examples, de- 376
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(a) Overview of Multi-agent Framework.
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(b) Results of tool use and multi-agent.

Figure 7: (a) The conceptual system of multi-agent collaboration for hypothesis generation. The overall prototyping
process is illustrated below, allowing users to choose optional involvement. We offer core role descriptions of
multi-agents and the fully automated system above. (b) Results of individual agents and multi-agent systems, both
with and without the use of tools, on the unseen test dataset. The results demonstrate the influence of multi-agent
collaboration and tool use in enhancing the ability of LLMs in hypothesis generation.

noted as 5-shot and 5-shot*, respectively). Our377

findings reveal that hypotheses generated in the378

zero-shot setting exhibit higher uncertainty and379

novelty scores, as illustrated in Figure 6a. Con-380

versely, few-shot settings with augmented hypothe-381

ses demonstrate lower uncertainty yet higher ver-382

ifiability, as indicated in Figure 6b. These obser-383

vations offer valuable insights for further research384

into the balance between novelty and verifiability in385

hypothesis proposing. Motivated by these findings,386

we propose a LLM-based multi-agent framework to387

delve into uncertainty exploration involving tools388

and multi-agents collaboration in Section 4.389

3.4 Human Evaluation and Case Study390

In this section, we conduct human evaluation to391

assess the coherence of hypotheses generated by392

LLMs, comparing these with GPT-4 evaluation393

scores to guide further automated evaluations.394

Settings We apply the four metrics from Sec-395

tion 3.1 (novelty, relevance, significance, and ver-396

ifiability) for manual evaluation and comparison397

with GPT-4’s assessments, where each metric is398

scored from 0 to 3. Due to cost constraints, human399

evaluation focuses on the highest-performing LLM400

based on automatic metrics and GPT-4 evaluations.401

The selected models and prompts are listed in Ta-402

ble 1. 100 examples from the unseen test set were403

evaluated by three experts in the biomedical field.404

Results The results in Table 1 show a strong cor-405

relation (Pearson and Spearman coefficients above 406

0.7) between human and GPT-4 evaluations, rein- 407

forcing the potential of LLMs in hypothesis eval- 408

uation. For further insights, we analyze the cor- 409

relation between word overlap scores and manual 410

scores in the Appendix D. A case study illustrating 411

various model-generated hypotheses and ChatGPT 412

evaluations is available in Appendix E. 413

4 Can agent collaboration enhance 414

LLMs’ zero-shot generalization? 415

In this section, we aim to improve LLMs’ hypothe- 416

sis generation capability by leveraging uncertainty 417

with tool use and multi-agent collaboration. We 418

firstly introduce the conceptual multi-agent system 419

for hypothesis generation, drawing inspiration from 420

scientific research. Subsequently, we present the 421

role design and the tools use in this context. Fi- 422

nally, we present preliminary validated results of 423

the multi-agent system on the constructed dataset. 424

4.1 Multi-agent Framework 425

Inspired by the discovery process in Figure 2a, we 426

introduce a comprehensive framework tailored for 427

hypothesis formulation. This framework encapsu- 428

lates a multi-agent system where each agent as- 429

sumes a distinct role, mirroring the collaborative 430

nature of scientific endeavors. Through a symbi- 431

otic and iterative process, these agents collaborate 432

to craft hypotheses that are not only grounded in 433
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existing knowledge but also pave the way for novel434

insights. By emulating the essence of scientific435

discovery, our framework strives to produce hy-436

potheses that are both innovative and scientifically437

robust. As depicted in Figure 7a, we partition the438

framework into five components, encompassing439

four automated agents and the option for human440

involvement within the loop.441

Role Design In our proposed multi-agent frame-442

work, each component plays a distinct and pivotal443

role. The Analyst serves as the foundation, metic-444

ulously extracting and defining core elements from445

the research background. Its primary objective is446

to interpret the literature, distilling it into keywords447

or topics that subsequently guide the Engineer’s448

search efforts. The Engineer, leveraging these key-449

words, embarks on a mission to retrieve and orga-450

nize pertinent information. They meticulously plan451

and execute detailed searches, ensuring that the452

findings are compiled in a structured manner. This453

organized materials then lands in the domain of454

the Scientist, whose objective is to weave together455

the Engineer’s findings with the original research456

background. Through careful interpretation, the457

Scientist crafts a hypothesis that is both grounded458

in existing knowledge and offers a fresh perspec-459

tive. However, before this hypothesis is finalized,460

it undergoes scrutiny by the Critic. The Critic’s461

role is paramount in ensuring the hypothesis’s ro-462

bustness, coherence, and novelty. They evaluate463

the hypothesis against the backdrop of the research464

background, ensuring it stands up to academic rigor.465

Feedback from the Critic, if necessary, loops back466

to refine the hypothesis or prompts the Analyst for467

further insights, creating a cyclical and iterative468

process of refinement.469

Tool Use To explore external knowledge beyond470

the inherent dark knowledge within LLMs, we in-471

tegrate the Engineer agent with search engines ,472

mainly PubMed 2. Similarly, to control the visibil-473

ity of the unseen test dataset, we filter and exclude474

literature published after January 2023 from the475

search results. We carry out tool use experiments476

using ReAct (Yao et al., 2023b) and OpenAI func-477

tion calling. ReAct is a method that extends the478

concept of Chain of Thought (CoT) (Wei et al.,479

2022), involving thinking before taking action and480

subsequently making observations based on feed-481

back from the environment. In our experiments,482

we instruct the LLMs to initially contemplate the483

2https://pubmed.ncbi.nlm.nih.gov/

provided background information and then make a 484

decision regarding whether to utilize tools. Upon 485

receiving feedback from the tools, the LLMs are 486

expected to identify supporting evidence in the re- 487

sults or potentially make further tool requests. The 488

LLMs are responsible for concluding the hypoth- 489

esis generation process and summarizing the hy- 490

potheses independently. 491

4.2 Experiment Results 492

Our primary focus is to investigate the impact of 493

tool use and multi-agent collaboration on hypothe- 494

sis generation. We present the experimental results 495

in Figure 7b. Based on the results, we summarize 496

our findings from the following two perspectives: 497

Results of Tool Use Based on our results, we 498

observe that tool use has minimal impact on im- 499

proving the hypothesis generation ability of LLMs. 500

This observation aligns with the findings presented 501

in Section 3.2.2 regarding the analysis of exter- 502

nal knowledge. Notably, the ReAct-based method 503

performs slightly worse than OpenAI function call- 504

ing. It is also evident that LLMs struggle to iden- 505

tify useful information and exhibit weaknesses in 506

the thought-action-observation process, even when 507

utilizing the official interface from OpenAI. Hy- 508

pothesis generation is a demanding task where the 509

balance between certainty and uncertainty plays a 510

crucial role and needs further exploration. 511

Results of Multi-agent Collaboration In addi- 512

tion to tool use, our findings suggest that the divi- 513

sion of labor and interaction among multi-agents 514

can significantly enhance the model’s capability 515

to propose hypotheses by introducing uncertainty. 516

This mirrors the dynamics of real-world scientific 517

research, where hypotheses are formulated through 518

iterative discussions and refutations. Additionally, 519

it is worth noting that tool use can further enhance 520

the performance of the multi-agent framework. 521

5 Conclusion 522

Our study explore the zero-shot generalization abil- 523

ity of LLMs in scientific discovery, particularly in 524

the context of hypothesis generation. We constructe 525

a comprehensive biomedical corpus, divided by 526

publication date, to include background knowledge 527

and hypothesis pairs. This corpus serve as the foun- 528

dation for evaluations on the hypothesis proposing 529

of LLMs. We also introduce a LLM-based multi- 530

agent system for improved collaborative analysis. 531
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Limitations532

Our research reveals the potential of LLMs to gen-533

erate new hypotheses, which is a positive finding.534

However, we must acknowledge certain limitations.535

Firstly, there is a need for a thorough investigation536

into the impact of factual hallucinations inherent537

in LLMs on the formulation of hypotheses. Addi-538

tionally, the evaluation and analysis of knowledge539

discovery in LLMs require in-depth consideration540

from various perspectives, necessitating further ex-541

ploration. Future studies will be dedicated to ad-542

dressing these limitations for a more comprehen-543

sive and accurate understanding of the potential544

impact of LLMs on hypothesis generation.545
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A Process of Scientific Discovery794

Scientific discovery involves key components, each795

crucial for advancing our understanding of the nat-796

ural world: data analysis, hypothesis formulation,797

experiment design, execution, and observation and798

reflection (Jain et al., 2023) as shown in Figure 2a.799

1) Data Analysis: Foundational in the scien-800

tific process, it entails collecting and examining801

data to discern patterns and anomalies, extract-802

ing insights through statistical techniques and vi-803

sualization. It initiates scientific inquiry, guiding804

further exploration. 2) Generating Hypotheses:805

Among these components, hypothesis formulation806

is pivotal. It entails crafting informed guesses to807

explain observed phenomena. Hypotheses serve808

as guiding frameworks, directing and focusing re-809

search by articulating specific relationships and810

outcomes for experimental exploration. 3) Exper-811

iment Design: Once a hypothesis is set, design-812

ing experiments becomes essential to rigorously813

test its validity. This involves defining variables,814

specifying control groups, and outlining methods815

and procedures. Well-designed experiments ensure816

objective hypothesis testing and yield meaningful,817

informative results. 4) Experiment Execution:818

Meticulous execution of designed experiments and819

data collection are critical. Researchers adhere820

precisely to experimental protocols, recording ob-821

servations, measurements, and unexpected findings.822

Integrity in execution ensures reliable, reproducible823

outcomes. 5) Accumulating Observations: After824

experiments, scientists engage in observation and825

reflection. They analyze collected data to deter-826

mine if results support or refute the initial hypoth-827

esis. If unsupported, hypotheses may be revised828

or new ones formulated based on findings. Obser-829

vation and reflection permit iterative refinement of830

scientific understanding.831

Hypothesis Pioneers Pathways: Guiding832

Knowledge Discovery. While all components are833

essential, hypothesis formulation holds a unique834

position. It drives the scientific endeavor, guid-835

ing research question selection, experiment design,836

and data analysis. Well-constructed hypotheses not837

only provide direction but also lay the foundation838

for meaningful scientific discoveries by posing rig-839

orously testable questions. Hypothesis formulation840

serves as the intellectual anchor steering scientific841

investigation and ultimately advancing knowledge.842

B Related Works 843

B.1 Data-Driven Scientific Discovery 844

Data-driven knowledge discovery research within 845

LLM is relatively limited, with the current focus 846

primarily on dataset construction and task-driven 847

design. In this context, (Zhong et al., 2023) pro- 848

posed a dataset for investigating the transition from 849

goals to discoveries. However, it should be noted 850

that accurate discoveries within this dataset are not 851

recent. (Wang et al., 2023b) introduced a method 852

for automatically collecting and constructing pub- 853

lication data, along with a proposal for a hypoth- 854

esis generation approach in the natural language 855

processing (NLP) domain. However, this method 856

requires prior human knowledge, explicit context, 857

and is not an automated process. It’s worth noting 858

that their data was constructed from literature be- 859

fore 2021 from the ACL collection, implying that 860

the information may already exist in open-source 861

models like chatGPT and LLAMA. Furthermore, 862

(Wang et al., 2023b) focused on integrating com- 863

putational tools in the field of chemistry, primar- 864

ily analyzing the capabilities of LLMs in using 865

integrated tools but neglecting the ability for zero- 866

shot generalization in chemistry reactions. (Boiko 867

et al., 2023) delved more into the abilities of LLMs 868

regarding planning and conducting experiments 869

but did not consider proposing new hypotheses. 870

(Yang et al., 2023b) introduced a new task for open- 871

domain hypothesis induction and created a dataset 872

comprising 50 articles from social science journals. 873

Additionally, they developed a multi-module sys- 874

tem for exploring feedback mechanisms. However, 875

all of the above-mentioned literature lacks strict 876

guarantees on the visibility of test data to models, 877

thereby limiting our exploration of the zero-shot 878

generalization capability of LLMs through learn- 879

ing from existing knowledge to propose new hy- 880

pothesis. Unlike existing works, we have designed 881

datasets based on publication dates, which can eas- 882

ily ensure a strict independence between test data 883

and LLMs. 884

B.2 LLM-driven Autonomous Agents 885

Large language models demonstrate exceptional 886

capabilities in tasks such as question answering, 887

program coding, and instruction following. How- 888

ever, they still confront significant challenges re- 889

lated to factual hallucination (Zhang et al., 2023; 890

Rawte et al., 2023), knowledge outdated (Cao et al., 891

2023), and interactions with real-world. To ad- 892
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dress these challenges, recent research has explored893

enhancing LLMs by incorporating tools such as894

search engines (Nakano et al., 2022; Parisi et al.,895

2022), calculators (Schick et al., 2023b), code in-896

terpreter (Zhu et al., 2023b), RESTful APIs (Song897

et al., 2023; Patil et al., 2023) and others. The in-898

tegration of LLMs with tool use, also known as899

LLM-driven autonomous agents (LAAs), has at-900

tracted substantial public attention. These agents901

are equipped with reasoning (Wei et al., 2023a;902

Yao et al., 2023a), planning (Shen et al., 2023;903

Valmeekam et al., 2023), decision-making (Yang904

et al., 2023a; Kang et al., 2023; Chen et al., 2023a),905

and long-term memory capabilities (Zhu et al.,906

2023a; Hu et al., 2023), and they are constructed907

upon the foundation of LLMs. LAAs can au-908

tonomously plan sub-goals for complex tasks, ex-909

ecute actions, obtain feedback from the environ-910

ment, and adjust their behaviors to adapt (Yao911

et al., 2023b; Xi et al., 2023a; Shinn et al., 2023).912

LAAs have demonstrated significant potential in913

addressing complex real-world tasks, including914

software development (Qian et al., 2023; Hong915

et al., 2023), drama creation (Maas et al., 2023),916

course design (Chen et al., 2023b), chemistry exper-917

iments (Bran et al., 2023) and more. Furthermore,918

multi-agent collaboration plays a significant role in919

LAA applications, allowing agents to collaborate920

and interact to solve problems through various role-921

playing scenarios (Park et al., 2023; Fu et al., 2023;922

Gong et al., 2023; Li et al., 2023). To the best of our923

knowledge, there is still a dearth of exploration re-924

garding the use of agents, particularly multi-agents,925

for scientific discovery. In this paper, our objec-926

tive is to undertake a preliminary effort to enhance927

the hypothesis proposing capability of LLMs by928

harnessing tools and multiple agents, along with929

conducting an analysis of influencing factors.930

C Implementation Details931

In this section, we delve into further implementa-932

tion details of our experiments, including informa-933

tion about the constructed dataset and open-source934

models.935

C.1 Details of Dataset936

Distribution of Training and Test Sets. We937

present the publication dates and topic distributions938

of the various datasets for comparison, as illus-939

trated in Figure 8, where we utilize Nomic Atlas 3940

3https://github.com/nomic-ai/nomic

to visualize the topic distribution of abstracts in 941

both the training and test datasets. 942

C.2 Details of Models 943

We present the meta-information of the open- 944

source models used in our experiments, as shown in 945

Table 4. We have gathered data regarding their pre- 946

training, supervised learning corpus, and release 947

dates to ensure the non-visibility of the unseen test 948

data. The models were selected based on their per- 949

formance ranking on the Alpaca-Eval leaderboard 950

prior to September 2023. 951

D Additional Results 952

D.1 Automatic Evaluations 953

We present more detailed results of diverse LLMs 954

and prompting scenarios on datasets specifically 955

constructed for ChatGPT and GPT-4 in Table 2 956

and Table 3, respectively. Additionally, we provide 957

the outcomes of experiments involving multi-agent 958

interactions and tool use in Table 6. 959

D.2 Human Evaluations 960

We have included additional results from human 961

evaluations in Table 5, primarily focusing on cor- 962

relation scores between word overlap metrics and 963

manual evaluations. Note that we continue to use 964

the same samples used in human evaluation to com- 965

pute BLEU and ROUGE-L for a fair comparison. 966

We calculate the Pearson and Spearman coefficients 967

between each automatic metric and the average hu- 968

man score. These results reveal that word overlap 969

metrics, such as BLEU and ROUGE-L, exhibit no- 970

tably lower correlation with manual scores. While 971

BLEU and ROUGE-L may have a high correlation 972

with relevance metrics, they are weak in provid- 973

ing a comprehensive evaluation of the generations. 974

Conversely, evaluations conducted by ChatGPT 975

demonstrate higher correlation with human eval- 976

uations, as illustrated in Table 1. However, there 977

is still a significant need to explore advanced met- 978

rics, particularly automated ones, in the context of 979

scientific discovery. 980

E Case Study 981

In this section, we present several generated hy- 982

potheses from various models and provide exam- 983

ples of the evaluation process, step by step, using 984

ChatGPT. 985

4https://openai.com/blog/
function-calling-and-other-api-updates
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Category Model Seen Unseen

BLEU ROUGE BLEU ROUGE Novelty Relevance Significance Verifiability Avg

API-based
gpt-3.5-turbo(0-shot) 13.93 25.32 15.52 26.48 1.42 2.63 1.58 1.97 1.90
gpt-3.5-turbo(5-shot) 16.47 27.07 16.49 26.96 1.22 2.57 1.84 2.03 1.92
gpt-3.5-turbo(5-shot)* 17.33 27.28 17.71 27.53 1.02 2.61 1.85 2.36 1.96

General

Vicuna-33b-v1.3(0-shot) 13.97 24.43 13.66 23.43 1.67 2.55 2.04 1.84 2.03
Vicuna-33b-v1.3(5-shot) 11.23 22.54 11.49 22.68 1.60 2.40 1.67 1.90 1.89
Vicuna-33b-v1.3(5-shot)* 12.78 24.11 13.12 23.66 1.19 2.71 2.00 2.17 2.02
Llama-2-70b-chat(0-shot) 10.95 21.56 11.44 22.04 1.86 2.41 1.91 1.98 2.04
Llama-2-70b-chat(5-shot) 8.17 21.09 7.63 20.70 1.95 2.58 2.06 2.22 2.20
Llama-2-70b-chat(5-shot)* 8.40 21.65 9.66 22.43 1.43 2.50 1.94 2.15 2.01
WizardLM-13B-V1.2(0-shot) 11.91 23.35 12.03 23.55 1.62 2.55 1.90 1.90 1.99
WizardLM-13B-V1.2(5-shot) 14.00 24.30 13.82 24.38 1.33 2.54 1.81 2.23 1.97
WizardLM-13B-V1.2(5-shot)* 14.96 25.66 15.26 25.78 1.06 2.64 1.73 2.14 1.89
WizardLM-70B-V1.0(0-shot) 13.45 24.12 14.25 25.05 1.57 2.45 1.74 1.89 1.91
WizardLM-70B-V1.0(5-shot) 14.04 24.59 13.78 24.28 1.17 2.61 2.12 2.14 2.01
WizardLM-70B-V1.0(5-shot)* 14.46 24.78 15.26 25.56 0.97 2.67 1.85 1.99 1.87
Openchat-v3.2-super(0-shot) 8.79 22.71 8.38 21.48 1.58 2.51 1.70 2.05 1.96
Openchat-v3.2-super(5-shot) 12.46 23.60 12.58 24.21 1.06 2.64 2.09 2.20 2.00
Openchat-v3.2-super(5-shot)* 12.37 23.93 12.88 24.78 1.16 2.76 2.10 2.23 2.07

Medicine
MedAlpaca-13B(0-shot) 6.10 22.07 5.82 20.49 0.55 1.17 1.17 1.06 0.99
MedAlpaca-13B(5-shot) 0.99 3.84 1.08 3.84 0.98 1.32 1.32 1.49 1.28
MedAlpaca-13B(5-shot)* 4.60 9.36 4.50 9.07 1.09 1.40 1.20 1.53 1.31
PMC-LLaMA-13B(0-shot) 22.89 40.36 22.37 40.45 0.76 1.94 1.42 1.52 1.41
PMC-LLaMA-13B(5-shot) 1.36 4.83 1.41 4.78 1.13 1.45 1.36 0.88 1.21
PMC-LLaMA-13B(5-shot)* 6.21 12.39 6.16 12.13 1.73 2.17 1.88 2.09 1.97

SFT WizardLM-13B-V1.2 19.13 27.35 19.73 27.58 0.97 2.55 1.38 2.26 1.79

Table 2: (ChatGPT Datasets)Results of various LLMs: We assess instructed models using zero-shot and few-shot
format prompts to generate constrained outputs. To provide a comprehensive assessment, we calculate the average
scores for novelty, relevance, significance, and verifiability, denoted as Avg. Results marked with an asterisk (*)
indicate that the few-shot prompts are constructed by retrieving samples from the training set that are similar to the
background of inputs. To facilitate better comparison, we highlight the highest and sub-high score with both bold
and underline formatting under each category.

Category Model(GPT-4) Seen Unseen

BLEU ROUGE BLEU ROUGE Novelty Relevance Significance Verifiability Avg

API-based
gpt-3.5-turbo(0-shot) 11.23 24.74 10.43 23.81 1.44 2.60 1.96 1.68 1.92
gpt-3.5-turbo(5-shot) 13.02 26.01 12.39 25.18 0.85 2.79 1.84 2.26 1.94
gpt-3.5-turbo(5-shot)* 13.43 26.22 12.43 25.60 0.88 2.68 1.94 2.40 1.98

General

Vicuna-33b-v1.3(0-shot) 9.75 22.66 9.61 22.45 1.80 2.67 1.77 1.75 2.00
Vicuna-33b-v1.3(5-shot) 9.43 22.66 9.71 22.57 1.05 2.43 2.41 1.70 1.90
Vicuna-33b-v1.3(5-shot)* 10.49 23.91 10.36 24.04 1.48 2.48 2.27 2.00 2.06
Llama-2-70b-chat(0-shot) 9.38 21.95 8.23 20.8 1.82 2.67 2.09 1.88 2.11
Llama-2-70b-chat(5-shot) 5.73 20.28 5.68 19.40 2.13 2.63 2.37 2.13 2.31
Llama-2-70b-chat(5-shot)* 7.50 21.32 6.62 20.88 2.05 2.67 2.15 2.04 2.23
WizardLM-13B-V1.2(0-shot) 9.22 22.56 8.31 21.47 1.63 2.72 1.91 1.88 2.03
WizardLM-13B-V1.2(5-shot) 11.24 24.62 10.82 23.91 0.95 2.40 2.17 2.29 1.95
WizardLM-13B-V1.2(5-shot)* 12.23 25.53 11.55 24.93 0.62 2.68 2.30 1.96 1.89
WizardLM-70B-V1.0(0-shot) 10.71 24.04 10.08 22.54 1.92 2.36 2.00 1.87 2.04
WizardLM-70B-V1.0(5-shot) 11.23 24.46 10.48 23.55 1.10 2.91 2.06 2.00 2.01
WizardLM-70B-V1.0(5-shot)* 11.78 24.72 11.32 24.71 1.05 2.64 2.09 2.20 1.99
Openchat-v3.2-super(0-shot) 7.24 22.11 6.96 21.37 1.68 2.88 1.88 2.38 2.20
Openchat-v3.2-super(5-shot) 9.50 23.34 9.61 22.84 1.44 2.92 1.90 2.13 2.10
Openchat-v3.2-super(5-shot)* 9.43 23.52 9.46 23.29 0.76 2.83 2.30 2.36 2.06

Medicine
MedAlpaca-13B(0-shot) 1.52 9.56 1.49 9.26 0.36 1.32 0.36 1.16 0.80
MedAlpaca-13B(5-shot) 4.51 9.62 4.00 9.86 1.36 1.32 0.66 1.37 1.18
MedAlpaca-13B(5-shot)* 2.98 10.33 3.04 10.66 1.75 1.32 1.00 1.84 1.48
PMC-LLaMA-13B(0-shot) 8.35 18.68 8.32 19.33 0.58 2.28 1.08 2.40 1.59
PMC-LLaMA-13B(5-shot) 1.01 4.47 1.01 4.55 0.64 2.20 1.33 2.38 1.64
PMC-LLaMA-13B(5-shot)* 6.96 15.59 1.20 5.27 0.68 2.32 1.52 2.64 1.79

SFT WizardLM-13B-V1.2 18.11 25.65 18.44 26.98 1.01 2.46 1.40 2.20 1.77

Table 3: (GPT-4 datasets) Results of various LLMs: We assess instructed models using zero-shot and few-shot
format prompts to generate constrained outputs. To provide a comprehensive assessment, we calculate the average
scores for novelty, relevance, significance, and verifiability, denoted as Avg. Results marked with an asterisk (*)
indicate that the few-shot prompts are constructed by retrieving samples from the training set that are similar to the
background of inputs. To facilitate better comparison, we highlight the highest and sub-high score with both bold
and underline formatting under each category.
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Figure 8: Distribution of the background and hypothesis pairs (BHP) dataset: In the left panel, we present the
publication distribution by year for the training and seen test datasets, indicating a steady increase year by year until
January 2023. In the center panel, we depict the publication distribution by month for the unseen test dataset, which
was sampled from August 2023 and emphasizes the latter part of the month. The right panel displays the distribution
of keywords in abstracts from the training, seen test, and unseen test datasets, represented by blue, yellow, and red,
respectively.

Category Model Base Model SFT Data (Y/M) Released

API-based
gpt-3.5-turbo (0-shot) GPT-3 Unknown 2022/12
gpt-3.5-turbo (5-shot) GPT-3 Unknown 2022/12
gpt-4* GPT-4 Unknown 2023/06

General

Vicuna-33b-v1.3 Llama-1 ShareGPT (Unknown) 2023/06
Llama-2-7b-chat Llama-2 Unknown 2023/07
Llama-2-13b-chat Llama 2 Unknown 2023/07
Llama-2-70b-chat Llama 2 Unknown 2023/07
WizardLM-13B-V1.2 Llama-2 Alpaca and ShareGPT (2023/06) 2023/07
WizardLM-70B-V1.0 Llama-2 Alpaca and ShareGPT (2023/06) 2023/08
openchat-v3.2-super Llama-2 Sharegpt4 Dataset (2023/06) 2023/09

Medicine
MedAlpaca-13B Llama-1* Mixture (2023/03) 2023/03
ChatDoctor* Llama-1* Mixture (2023/04) 2023/04
PMC-LLaMA-13B Llama-2* Mixture (2023/04) 2023/08*

Table 4: To further ensure the non-visibility of the test data, we provide an overview of the related literature corpus
within the training set of various LLMs, accompanied by their respective publication dates. The data marked with
(*) is the data generated by people talking to ChatGPT. Our date marking is consistent with ChatGPT.

E.1 Generated Hypothesis986

We compare the generated hypotheses of differ-987

ent LLMs selected in human evaluation. The se-988

lected medicine literature was published in Au-989

gust 2023 (Chang et al., 2023), which proposed the990

power law index as an early marker of myocardial991

infarction. As shown in Table 7, some responses992

like gpt-3.5-turbo (0-shot) propose this hy-993

pothesis from zero, based only on the background.994

This indicates that LLMs have great potential in995

proposing highly novel and verifiable hypotheses996

and could play a significant role in scientific dis-997

covery. Furthermore, we showcase the proposed998

hypotheses in a multi-agent collaboration involving999

three roles: Analyst, Scientist, and Critic, working1000

together to generate hypotheses across 6 rounds, as1001

shown in Table 8.1002

E.2 Evaluation Examples 1003

We provide evaluation results conducted by Chat- 1004

GPT in Table 9. ChatGPT offers a step-by-step 1005

explanation for each metric, ultimately providing 1006

independent scores in integer format. 1007

F Prompts Design and Finetuning 1008

In this section, we offer prompts for prompt LLMs 1009

for hypothesis generation and for ChatGPT in the 1010

evaluation process. 1011

F.1 Zero- and Few-shot Prompts 1012

We provide prompts for hypothesis generation un- 1013

der both zero-shot and few-shot settings, which 1014

are detailed in Table 10 and Table 11 respectively. 1015

Specially, the latter includes two methods to ob- 1016

tain in-context examples: random sampling and 1017

similarity retrieval. 1018
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Category Model Word Overlap ChatGPT Human

BLEU (r/ρ) ROUGE-L (r/ρ) Avg (r/ρ) Avg (r/ρ)

API-based gpt-3.5-turbo(0-shot) 16.59(0.03/0.01) 29.87(-0.04/-0.05) 1.90(0.87/0.78) 2.02(1.00/1.00)
gpt-3.5-turbo(5-shot)* 14.99(-0.09/0.12) 27.51(-0.33/-0.35) 1.96(0.80/0.78) 2.15(1.00/1.00)

General

Llama-2-70b-chat(0-shot) 9.64(-0.21/-0.20) 22.17(-0.31/-0.28) 2.04(0.89/0.84) 1.96(1.00/1.00)
Llama-2-70b-chat(5-shot) 9.42(-0.58/-0.65) 20.59(-0.47/-0.42) 2.20(0.96/0.90) 2.33(1.00/1.00)
Llama-2-70b-chat(5-shot)* 9.60(-0.16/-0.10) 19.99(-0.15/-0.17) 2.01(0.97/0.94) 2.08(1.00/1.00)
WizardLM-70B-V1.0(0-shot) 11.42(0.21/0.36) 24.11(0.29/0.49) 1.91(0.90/0.75) 1.81(1.00/1.00)
WizardLM-70B-V1.0(5-shot) 9.86(-0.28/-0.37) 23.52(-0.17/-0.24) 2.01(0.85/0.89) 2.02(1.00/1.00)

Medicine PMC-LLaMA-13B(0-shot) 8.19(0.32/0.39) 21.85(0.18/0.27) 1.41(0.73/0.73) 1.88(1.00/1.00)
PMC-LLaMA-13B(5-shot)* 5.52(0.06/-0.01) 13.64(0.26/0.23) 1.97(0.95/0.94) 1.92(1.00/1.00)

SFT WizardLM-13B-V1.2 21.48(-0.00/0.00) 27.83(0.17/0.27) 1.79(0.83/0.85) 1.77(1.00/1.00)

Table 5: The table illustrates the correlations between automatic metrics and human evaluations. We annotate the
Pearson and Spearman scores after each correlation score, denoting them as r and ρ.

Table 6: Results of individual agents and multi-agent systems, both with and without the use of tools, on the unseen
test dataset. The results demonstrate that both multi-agent systems and the utilization of tools enhance the ability
of LLMs in hypothesis generation. Among the various types of models, both 2a and 2b are evaluated with tool
use. The difference between them lies in their implementations: ReAct (Yao et al., 2023b) and OpenAI function
calling 4, respectively.

Model
Influence Factor Automatic GPT-4 Evaluation

Multi-agent Tool use BLUE ROUGE Novelty Relevance Significance Verifiability Avg

1 - - 15.52 26.48 1.23 2.57 1.84 2.03 1.92
2a - ! 14.94 24.16 0.78 2.42 1.18 1.87 1.56
2b - ! 15.87 24.94 0.57 2.58 0.93 1.89 1.49
3 ! - 11.71 22.11 1.35 2.85 2.05 2.10 2.09
4 ! ! 11.18 22.04 1.52 2.66 2.06 2.05 2.07

F.2 Prompts for Multi-agent Collaboration1019

We present prompts for each role in multi-agent1020

collaboration in Table 12, and prompts for environ-1021

ment settings in Table 13.1022

F.3 Prompts for ChatGPT Evaluation1023

The instruction formats for prompting ChatGPT for1024

evaluation on novelty, relevance, significance, and1025

verifiability are displayed in Table 14, Table 15,1026

Table 16, and Table 17, respectively.1027

F.4 Finetuning Implementation1028

The fine-tuning process consists of three epochs,1029

employing a batch size of 8, a maximum sequence1030

length of 2048 tokens, and a learning rate set at1031

3e-5. We implement early stopping and select the1032

best checkpoints based on their performance on the1033

seen test dataset.1034
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Table 7: This table illustrates the hypothesis proposals from different LLMs.

INSTRUCTED LLMS CASE
Background:
(1) In the early stage of MI, αshort and αlong can track and distinguish MI samples from healthy control samples with an AUC >
0.7.
(2) In the mid-stage and late-stage of MI, E2, E3, and Etotal exhibit excellent discriminating performance with an AUC > 0.6.
(3) All cardiac tissues display a universal two-stage power-law rheology at different time scales, independent of their disease
status.
Golden Hypothesis:
(1) The sequential order of MI-related changes in cardiac tissues starts from the cytoplasmic level and progresses to the cellular
and tissue levels.
(2) Pathological changes at subcellular, cellular, and tissue levels are accompanied by mechanical alterations.
(3) The proposed mechanical markers have diagnostic potential for assessing the progression of MI and studying other
cardiovascular diseases.

gpt-3.5-turbo (0-shot):
(1) The combination of αshort and αlong can be used as a reliable biomarker for early detection and differentiation of myocardial
infarction (MI) from healthy controls.
(2) E2, E3, and Etotal can serve as effective biomarkers for distinguishing between mid-stage and late-stage MI patients with
high accuracy.
(3) The universal two-stage power-law rheology observed in cardiac tissues may play a crucial role in maintaining tissue integrity
and function, regardless of the presence or absence of disease.

gpt-3.5-turbo (5-shot):
(1) The levels of αshort and αlong may serve as potential biomarkers for early detection and diagnosis of myocardial infarction
(MI).
(2) E2, E3, and Etotal may have utility as biomarkers for assessing the progression and severity of MI in the mid and late stages.
(3) The universal two-stage power-law rheology observed in cardiac tissues suggests a fundamental biomechanical principle
underlying tissue behavior, regardless of disease status.

Llama-2-70b-chat (0-shot):
(1) E2, E3, and Etotal can also track and distinguish MI samples from healthy control samples in the early stage of MI, with an
AUC > 0.7, similar to αshort and αlong.
(2) The universal two-stage power-law rheology of cardiac tissues is related to the alteration of the extracellular matrix and the
degradation of collagen in the early stage of MI, which can be detected by E2, E3, and Etotal.
(3) The discriminating performance of E2, E3, and Etotal in the mid-stage and late-stage of MI is affected by the changes in the
levels of collagen and proteoglycans in the extracellular matrix, which can be evaluated by measuring the mechanical properties
of cardiac tissues using a uniaxial tensiometer.

Llama-2-70b-chat (5-shot):
(1) The discriminating performance of αshort and αlong in the early stage of MI is attributed to their ability to capture the subtle
changes in cardiac tissue mechanics caused by the onset of fibrosis.
(2) E2, E3, and Etotal exhibit excellent discriminating performance in the mid-stage and late-stage of MI due to their sensitivity
to changes in collagen content and cross-linking, which are hallmarks of fibrosis progression.
(3) The universal two-stage power-law rheology observed in all cardiac tissues, independent of disease status, suggests a common
mechanism of mechanical regulation that can be exploited for early disease detection and monitoring.

Llama-2-70b-chat (5-shot)*:
(1) The αshort and αlong parameters can detect changes in myocardial stiffness in the early stages of myocardial infarction (MI).
(2) E2, E3, and Etotal can differentiate between healthy controls and MI samples in the mid and late stages.
(3) The universal two-stage power-law rheology in cardiac tissues may be useful in developing novel therapeutic approaches for
MI.

WizardLM-70B-V1.0 (0-shot):
(1) αshort and αlong can track and distinguish MI samples from healthy control samples in all stages of MI with an AUC > 0.7.
(2) E2, E3, and Etotal exhibit excellent discriminating performance in the early stage of MI with an AUC > 0.6.
(3) The two-stage power-law rheology observed in all cardiac tissues is related to the progression of MI.

WizardLM-70B-V1.0 (5-shot):
(1) The discriminating performance of αshort and αlong in the early stage of MI may be attributed to their sensitivity to early
molecular changes in the myocardium.
(2) The discriminating performance of E2, E3, and Etotal in the mid-stage and late-stage of MI may be due to their ability to
reflect the progression of myocardial damage and remodeling.
(3) The universal two-stage power-law rheology observed in all cardiac tissues may be a fundamental property of cardiac tissue
biomechanics, potentially useful for developing diagnostic and therapeutic strategies for MI.
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PMC-LLaMA-13B (0-shot):
(1) αshort and αlong are effective biomarkers for distinguishing MI samples from healthy control samples both in the early stage
and the late stage of MI.
(2) E2 and E3 (Etotal) are likely to serve as effective biomarkers for discriminating mid-stage or late-stage MI samples from
healthy control samples.
(3) Cardiac tissues display a universal two-stage power-law rheology that is independent of their disease status.

PMC-LLaMA-13B (5-shot):
(1) Further comprehensive validation of the proposed framework is needed to elucidate the pathological changes in MI patients.
(2) Consideration of multiple markers is important.
(3) The influence of various external factors should be incorporated for accurate interpretation of the mechanical markers.

WizardLM-13B-V1.2 (SFT):
(1) The combination of αshort and αlong features can provide a more robust identification of MI samples.
(2) E2, E3, and Etotal features can serve as independent predictors of MI.
(3) The universal two-stage power-law rheology observed in all cardiac tissues may have diagnostic implications.
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Table 8: This table illustrates a case from multi-agent collaboration on hypothesis proposing.

MULTI-AGENT CASE
Background:
(1) The past 25 years have seen significant development in the field of digital electrophysiology, including advancements in
telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable devices for cardiac rhythm monitoring.
(2) Telemonitoring of CIEDs has been shown to reduce time to detection of clinically actionable events and improve patient
outcomes.
(3)Wearable devices, such as smartwatches, rings, and fitness trackers, have become more accurate and reliable in monitoring
cardiac rhythm using photoplethysmography.

Golden Hypothesis:
(1) The implementation of telemonitoring and the use of wearable devices for cardiac rhythm monitoring will continue to
increase in the future.
(2) Artificial intelligence can be utilized to better identify actionable alerts and improve patient outcomes in telemonitoring of
CIEDs.
(3) Smartwatches may have the potential to replace CIEDs in certain cases.

Generated Hypothesis:
(1) The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable devices for
cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality of life,
and decreased mortality rates.
(2) These advancements achieve these outcomes by enabling early detection of abnormal rhythms, facilitating timely interventions,
and providing valuable data for personalized treatment plans.
(3) This hypothesis is supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to
detection of clinically actionable events and improving patient outcomes.The refined hypothesis captures the essence of the
research background and the collaborative insights, providing a logical and scientifically grounded statement. It can now be
further evaluated and tested in future research.

Dialogue process of multi-agent collaboration.
(Round 1) Analyst: Based on the provided research background, I have identified the following keywords and topics:

Keywords:
- Digital electrophysiology
- Telemonitoring
- Cardiac implantable electronic devices (CIEDs)
- Wearable devices
- Cardiac rhythm monitoring
- Photoplethysmography

Topics:
1. Advancements in digital electrophysiology and telemonitoring of CIEDs
2. Benefits of telemonitoring in improving patient outcomes
3. Accuracy and reliability of wearable devices for cardiac rhythm monitoring using photoplethysmography

Preliminary insights:
- The field of digital electrophysiology has seen significant development in the past 25 years, particularly in the areas of
telemonitoring of CIEDs and the use of wearable devices for cardiac rhythm monitoring.
- Telemonitoring of CIEDs has been shown to have positive impacts, such as reducing the time to detect clinically actionable
events and improving patient outcomes.
- Wearable devices, including smartwatches, rings, and fitness trackers, have become more accurate and reliable in monitoring
cardiac rhythm using photoplethysmography.

Based on these insights, it can be hypothesized that the advancements in telemonitoring and wearable devices have led to
improved cardiac rhythm monitoring and patient outcomes. However, further analysis and collaboration with the Scientist and
Critic are needed to refine and validate this hypothesis.

(Round 2) Scientist: Based on the insights provided by the Analyst and the research background, I propose the following
hypothesis:

Hypothesis: The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable
devices for cardiac rhythm monitoring have led to improved patient outcomes and more accurate detection of clinically actionable
events.

This hypothesis suggests that the development and implementation of telemonitoring technologies for CIEDs, along with the
increasing accuracy and reliability of wearable devices using photoplethysmography, have positively impacted patient outcomes
by reducing the time to detect clinically actionable events. By continuously monitoring cardiac rhythm, these advancements have
the potential to provide timely interventions and improve overall patient care.
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The hypothesis is grounded in the existing literature, which highlights the benefits of telemonitoring in improving patient
outcomes and the increasing accuracy of wearable devices for cardiac rhythm monitoring. However, further collaboration with
the Critic is necessary to evaluate the novelty, coherence, and scientific validity of the hypothesis.

(Round 3) Critic: The hypothesis proposed by the Scientist is well-aligned with the research background and the insights
provided by the Analyst. It effectively captures the essence of the advancements in telemonitoring of CIEDs and the use of
wearable devices for cardiac rhythm monitoring. The hypothesis also highlights the potential positive impact on patient outcomes
and the detection of clinically actionable events.

However, there are a few areas that could be further refined or expanded upon in the hypothesis:

1. **Specific outcomes**: The hypothesis mentions ""improved patient outcomes,"" but it would be beneficial to specify the
specific outcomes that are expected to improve. For example, are we referring to reduced hospitalizations, improved quality of
life, or decreased mortality rates?

2. **Mechanisms**: The hypothesis briefly mentions the potential for timely interventions and improved patient care, but it
would be helpful to elaborate on the specific mechanisms through which the advancements in telemonitoring and wearable
devices are expected to achieve these outcomes. Are there specific interventions or treatments that can be administered based on
the data collected from these devices?

3. **Scientific validity**: While the hypothesis is grounded in the existing literature, it would be valuable to provide some
references or studies that support the claims made in the hypothesis. This would enhance the scientific validity of the hypothesis
and demonstrate that it is not just speculative but based on empirical evidence.

To refine the hypothesis, I would recommend the Scientist to consider incorporating these suggestions and providing more
specific details and references to support the claims made. This will strengthen the coherence and scientific validity of the
hypothesis.

Analyst, based on the feedback provided, please re-evaluate the research background and provide any additional insights or
interpretations that could further refine the hypothesis.

(Round 4) Analyst: Based on the feedback from the Critic, I have re-evaluated the research background and identified additional
insights:

1. **Specific outcomes**: The research background mentions that telemonitoring of CIEDs has been shown to reduce time
to detection of clinically actionable events and improve patient outcomes. These outcomes could include early detection of
arrhythmias, reduced hospitalizations due to cardiac events, improved quality of life, and decreased mortality rates. It would be
beneficial to specify one or more of these specific outcomes in the hypothesis.

2. **Mechanisms**: The advancements in telemonitoring and wearable devices can potentially lead to improved patient
outcomes through several mechanisms. For example, continuous monitoring of cardiac rhythm can enable early detection of
abnormal rhythms, allowing for timely interventions such as medication adjustments or electrical cardioversion. Additionally, the
data collected from these devices can provide valuable insights for personalized treatment plans and remote patient management.
Including these specific mechanisms in the hypothesis would enhance its coherence.

3. **Scientific validity**: To strengthen the scientific validity of the hypothesis, it would be valuable to reference specific studies
or research that support the claims made. For example, citing studies that have demonstrated the effectiveness of telemonitoring
in reducing time to detection of clinically actionable events or improving patient outcomes would provide empirical evidence to
support the hypothesis.

Incorporating these additional insights and suggestions, the refined hypothesis could be:

Hypothesis: The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable
devices for cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality
of life, and decreased mortality rates. These advancements achieve these outcomes by enabling early detection of abnormal
rhythms, facilitating timely interventions, and providing valuable data for personalized treatment plans. This hypothesis is
supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to detection of clinically
actionable events and improving patient outcomes.

This refined hypothesis takes into account the specific outcomes, mechanisms, and scientific validity, as suggested by the Critic.
It provides a more comprehensive and well-supported statement that captures the essence of the research background and the
collaborative insights.

(Round 5) Scientist: Based on the additional insights and suggestions provided by the Analyst and the Critic, I propose the
following refined hypothesis:
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Hypothesis: The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable
devices for cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality
of life, and decreased mortality rates. These advancements achieve these outcomes by enabling early detection of abnormal
rhythms, facilitating timely interventions, and providing valuable data for personalized treatment plans. This hypothesis is
supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to detection of clinically
actionable events and improving patient outcomes.

This refined hypothesis incorporates the specific outcomes mentioned in the research background, such as reduced hospitalizations,
improved quality of life, and decreased mortality rates. It also expands on the mechanisms through which these advancements
are expected to achieve these outcomes, including early detection of abnormal rhythms, timely interventions, and personalized
treatment plans. Additionally, the hypothesis acknowledges the importance of scientific validity by referencing studies that
support the claims made.

The refined hypothesis is both innovative and scientifically grounded, as it builds upon the existing literature and incorporates the
collaborative insights provided by the Analyst and the Critic. It provides a logical and well-supported statement that can be
further evaluated and tested.

(Round 6) Critic: The refined hypothesis proposed by the Scientist is well-structured and addresses the feedback provided by the
Critic. It incorporates specific outcomes, mechanisms, and scientific validity, making it a comprehensive and scientifically robust
statement.

Final Answer:
(1) The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable devices for
cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality of life,
and decreased mortality rates.
(2) These advancements achieve these outcomes by enabling early detection of abnormal rhythms, facilitating timely interventions,
and providing valuable data for personalized treatment plans.
(3) This hypothesis is supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to
detection of clinically actionable events and improving patient outcomes.

The refined hypothesis captures the essence of the research background and the collaborative insights, providing a logical and
scientifically grounded statement. It can now be further evaluated and tested in future research.
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Table 9: This table illustrates a case for hypothesis evaluation using ChatGPT.

CASE OF CHATGPT AS ANNOTATOR
Background:
(1) The past 25 years have seen significant development in the field of digital electrophysiology, including advancements in
telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable devices for cardiac rhythm monitoring.
(2) Telemonitoring of CIEDs has been shown to reduce time to detection of clinically actionable events and improve patient
outcomes.
(3)Wearable devices, such as smartwatches, rings, and fitness trackers, have become more accurate and reliable in monitoring
cardiac rhythm using photoplethysmography.

Golden Hypothesis:
(1) The implementation of telemonitoring and the use of wearable devices for cardiac rhythm monitoring will continue to
increase in the future.
(2) Artificial intelligence can be utilized to better identify actionable alerts and improve patient outcomes in telemonitoring of
CIEDs.
(3) Smartwatches may have the potential to replace CIEDs in certain cases.

Generated Hypothesis:
(1) The advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable devices for
cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality of life,
and decreased mortality rates.
(2) These advancements achieve these outcomes by enabling early detection of abnormal rhythms, facilitating timely interventions,
and providing valuable data for personalized treatment plans.
(3) This hypothesis is supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to
detection of clinically actionable events and improving patient outcomes.The refined hypothesis captures the essence of the
research background and the collaborative insights, providing a logical and scientifically grounded statement. It can now be
further evaluated and tested in future research.

Evaluation Results
Novelty:
Explanation: The generated scientific hypothesis builds upon the background information by stating that the advancements in
telemonitoring of CIEDs and the use of wearable devices for cardiac rhythm monitoring have led to improved patient outcomes.
It further suggests that these advancements achieve these outcomes by enabling early detection of abnormal rhythms, facilitating
timely interventions, and providing valuable data for personalized treatment plans. This hypothesis goes beyond the background
by proposing specific mechanisms through which the advancements in telemonitoring and wearable devices contribute to
improved patient outcomes. It also mentions the supporting evidence from studies that have demonstrated the effectiveness
of telemonitoring in reducing time to detection of clinically actionable events and improving patient outcomes. Overall, the
hypothesis provides new insights and expands upon the existing knowledge in the field.
Score: 2

Relevance:
Explanation: The generated scientific hypothesis is strongly related to the given background. The background provides
information about the advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable
devices for cardiac rhythm monitoring. The hypothesis builds upon this information by stating that these advancements have led
to improved patient outcomes, such as reduced hospitalizations, improved quality of life, and decreased mortality rates. It further
explains that these outcomes are achieved by enabling early detection of abnormal rhythms, facilitating timely interventions, and
providing valuable data for personalized treatment plans. The hypothesis is supported by the background information, which
mentions that telemonitoring of CIEDs has been shown to reduce time to detection of clinically actionable events and improve
patient outcomes. Overall, the hypothesis is directly related to the background and provides a logical and scientifically grounded
statement.
Score: 3

Significance:
Explanation: The generated scientific hypothesis builds upon the background information provided and presents a logical and
scientifically grounded statement. It suggests that the advancements in telemonitoring of CIEDs and the use of wearable devices
for cardiac rhythm monitoring have led to improved patient outcomes, such as reduced hospitalizations, improved quality of life,
and decreased mortality rates. The hypothesis further suggests that these advancements achieve these outcomes by enabling early
detection of abnormal rhythms, facilitating timely interventions, and providing valuable data for personalized treatment plans.
This hypothesis is supported by the background information that mentions the effectiveness of telemonitoring in reducing time to
detection of clinically actionable events and improving patient outcomes. Overall, the hypothesis provides significant insights
beyond the background and presents a testable statement for future research.
Score: 3
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Verifiability:
Explanation: The generated scientific hypothesis is highly verifiable based on the given background. The background provides
evidence of significant advancements in telemonitoring of cardiac implantable electronic devices (CIEDs) and the use of wearable
devices for cardiac rhythm monitoring. It also states that telemonitoring of CIEDs has been shown to reduce time to detection of
clinically actionable events and improve patient outcomes. Additionally, it mentions that wearable devices have become more
accurate and reliable in monitoring cardiac rhythm.

The hypothesis builds upon this background by suggesting that these advancements have led to improved patient outcomes, such
as reduced hospitalizations, improved quality of life, and decreased mortality rates. It further proposes that these outcomes are
achieved by enabling early detection of abnormal rhythms, facilitating timely interventions, and providing valuable data for
personalized treatment plans.

The hypothesis is supported by studies that have demonstrated the effectiveness of telemonitoring in reducing time to detection
of clinically actionable events and improving patient outcomes. Therefore, the hypothesis is highly verifiable and has a strong
likelihood of being confirmed in future research.
Score: 3

Table 10: Prompt for zero-shot hypothesis generation.

ZERO-SHOT INSTRUCTION FOR HYPOTHESIS GENERATION.
You are a researcher. You can give novel hypothesis based on your exist knowledge and the given background.
Based on the known existing knowledge, generate new conjectures in the following format:

(1) xxx
(2) xxx
(3) xxx

Be sure to use English answers (proper nouns need to be marked in English), statements as concise and academic as possible, do
not have too much repetitive information, numerical values using the original numbers, be sure to strictly follow the format, the
corresponding content output to xxx.

Note: Please respond directly to the multiple hypotheses without adding any extra sentences.
Now give hypothesis based on the following background:
{user_input}
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Table 11: Manually constructed context examples of background-hypothesis pairs sampling from literatures before
January 2023.

FEW-SHOT EXAMPLES FOR HYPOTHESIS GENERATION.
You are a renowned biomedical researcher. You can give novel hypothesis for the background based on your exist knowledge.
Please follow the given examples and give the hypothesis in the SINGLE TURN.

Background:
(1) Neonatal intensive care is associated with long-term health problems in children such as cerebral palsy, mental retardation,
deafness, blindness, learning disabilities, and behavioral problems.
(2) Mothers of preterm infants experience more severe psychological distress compared to mothers of healthy full-term infants,
but the impact of caregiving on parents of children discharged from NICUs is not well-researched.
(3) Parents of NICU children show no difference in psychosocial health compared to parents of healthy full-term children.
Hypothesis:
(1) The mental health of parents of NICU children may improve over time due to adaptation and relief from initial fear and
anxiety.
(2) Child characteristics, such as health status, behavior problems, and birth-related risk factors, may influence parental
psychosocial health.
(3) Certain factors, such as caregiver strain, family function, and demographic variables, may predict parental psychosocial
health.

Background:
(1) Recruitment of tumor supporting stromal cells and tissue remodeling in the tumor microenvironment support cancer cell
proliferation, invasion, metastasis, and drug resistance.
(2) Mesenchymal stem cells (MSC) are recruited by cancer cells into the tumor site and play a role in modulating tumor
progression.
(3) Intratumoral heterogeneity exists in solid tumors, with cancer stem cells (CSCs) and clonal evolution contributing to the
complexity of cancer. Hypothesis:
(1) Transcriptional regulators are responsible for tumor-supporting stromal reprogramming, specifically in MSC in the tumor
stroma.
(2) Intercellular communication between cancer cells and recruited MSCs is mediated by cell-to-cell contact, paracrine
interactions, and microvesicles.
(3) Epithelial cancer cell plasticity is regulated by tumor stroma interaction signals, enabling non-CSCs to convert into CSCs.

...
Background: {input}
Hypothesis:
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Table 12: Prompts for role design in multi-agent collaboration on hypothesis proposing task.

PROMPTS FOR ROLE DESIGN IN MULTI-AGENT COLLABORATION
Analyst:
You are the Analyst. Depending on the phase of the iteration, your role may slightly differ:

- **Initial Phase**: Analyze the provided research background to distill its core components into pivotal keywords or topics.
This will set the stage for the Engineer’s search efforts.
- **Feedback Phase**: Based on feedback from the Critic, you might need to re-analyze the research background or provide
additional insights to refine the search direction.

In either case, ensure clarity and relevance in your analysis. Conclude by listing the identified keywords or topics or by providing
revised insights.

Engineer:
You are the Engineer. Your task revolves around searching based on the received keywords or insights, and this can involve
multiple iterations:

- Plan your search strategies by crafting logical keyword combinations.
- Conduct systematic searches for each combination, meticulously gathering data and results.
- Refine your searches iteratively based on initial findings and any new insights from the Analyst.

Your output should be comprehensive and organized. For each keyword combination:

- **Title of Source**: Provide the title of the paper, article, or material you’ve found.
- **Abstract/Summary**: A brief summary or the abstract of the source.
- **Key Findings**: Highlight pivotal points or findings from the source that are relevant to the research background.
- **Implications**: If any, mention the implications or significance of the findings.
- **Relevant Quotes/Excerpts**: Extract direct quotes or sections that are particularly insightful.
Group your findings into individual "clues" based on themes or topics that emerge. This structure will provide the Scientist with
detailed and organized data, enabling them to craft a robust hypothesis.

Conclude by presenting the structured "clues" for each keyword combination.

Scientist:
You are the Scientist. Your task is to craft a hypothesis based on the Engineer’s findings and the initial research background:

- Derive a potential hypothesis that bridges the existing literature with new insights.
- Ensure the hypothesis is both innovative and scientifically grounded.

Clearly state the proposed hypothesis, preparing it for evaluation by the Critic.

Critic:
You are the Critic, responsible for evaluating the collaborative endeavor. Scrutinize the Scientist’s hypothesis in light of the
‘Research Background‘. Gauge its novelty, coherence, and scientific validity. Should the hypothesis necessitate refinement:

- Clearly articulate feedback, specifying areas needing improvement.
- Instruct the Analyst to either re-evaluate the ‘Research Background‘ or offer new insights to reshape the Engineer’s subsequent
search iteration.

When the hypothesis aligns with expectations and meets the desired standards, present and approve it using the structured format:

Final Answer:
(1) [First Point or Aspect of the Hypothesis]
(2) [Second Point or Aspect of the Hypothesis]
(3) [Third Point or Aspect of the Hypothesis]
...
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Table 13: Prompts for environment setting in multi-agent collaboration.

PROMPT FOR ENVIRONMENT SETTING IN MULTI-AGENT COLLABORATION.
Topic Prompt for All Agents:

You are part of a collaborative multi-agent system designed to propose a hypothesis based on a given research background. Each
of you has a specific role:

- **Analyst**: Analyzes the research background, distills its essence, and provides pivotal keywords or topics for further
exploration.
- **Engineer**: Uses the keywords to plan and conduct systematic searches, meticulously gathering and organizing findings into
detailed and structured "clues".
- **Scientist**: Crafts a potential hypothesis based on the organized findings and the original research background.
- **Critic**: Evaluates the hypothesis for its novelty, coherence, and scientific validity, providing feedback for refinement if
necessary.

Your collaboration is iterative. Based on feedback from the Critic, the process can loop back to the Analyst for refined insights,
leading to new searches by the Engineer, and a refined hypothesis by the Scientist.

Stay focused on your individual roles, collaborate effectively, and aim to derive a well-informed, novel hypothesis based on the
research background provided.

Research Background:
background

Objective:
Using the research background and collaborative insights, the goal is to construct the most logical and scientifically robust
hypothesis. Let’s collaborate effectively to achieve this.

Table 14: Prompts for ChatGPT evaluation on novelty metric.

PROMPT FOR CHATGPT EVALUATION ON NOVELTY METRIC.
You are an expert in biomedicine.
Evaluate the novelty of the generated scientific hypothesis and the given background.
The score range should be 0 to 3. 0 means there’s no novelty, which indicates that the hypothesis is a paraphrase of the
background. 1 means there’s slight novelty. 2 means there’s moderate novelty. 3 means the hypothesis has strong novelty, which
gives new insights beyond the background. Output is an integer.

Please provide a step-by-step explanation supporting your score.
At the end of your response, clearly state the score in the format ’Score: [value]’, where [value] can be 1, 2, or 3.

Background: {background}
Generated scientific hypothesis: {hypothesis}

Table 15: Prompts for ChatGPT evaluation on relevance metric.

PROMPT FOR CHATGPT EVALUATION ON RELEVANCE METRIC.
You are an expert in biomedicine.
Evaluate the relevance of the generated scientific hypothesis and the given background.
The score range should be 0 to 3. 0 means there’s no relevance. 1 means there’s slight relevance. 2 means there’s moderate
relevance. 3 means they are strongly related. Output is an integer.

Please provide a step-by-step explanation supporting your score.
At the end of your response, clearly state the score in the format ’Score: [value]’, where [value] can be 1, 2, or 3.

Background: {background}
Generated scientific hypothesis: {hypothesis}
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Table 16: Prompts for ChatGPT evaluation on significance metric.

PROMPT FOR CHATGPT EVALUATION ON SIGNIFICANCE METRIC.
You are an expert in biomedicine.
Evaluate the significance of the generated scientific hypothesis and the given background.
The score range should be 0 to 3. 0 means there’s no significance, which indicates that the hypothesis is just a common
knowledge. 1 means there’s slight significance. 2 means there’s moderate significance. 3 means the hypothesis has strong
significance, which gives significant insights beyond the background. Output is an integer.

Please provide a step-by-step explanation supporting your score.
At the end of your response, clearly state the score in the format ’Score: [value]’, where [value] can be 1, 2, or 3.

Background: {background}
Generated scientific hypothesis: {hypothesis}

Table 17: Prompts for ChatGPT evaluation on verifiability metric.

PROMPT FOR CHATGPT EVALUATION ON VERIFIABILITY METRIC.
You are an expert in biomedicine.
Evaluate the verifiability of the generated scientific hypothesis and the given background.
The score range should be 0 to 3. 0 means there’s no verifiability, which indicates that the hypothesis is not possible to be verified
in future work. 1 means there’s slight verifiability. 2 means there’s moderate verifiability. 3 means the hypothesis has strong
verifiability, which means the hypothesis is very likely to be verified in future work. Output is an integer.

Please provide a step-by-step explanation supporting your score.
At the end of your response, clearly state the score in the format ’Score: [value]’, where [value] can be 1, 2, or 3.

Background: {background}
Generated scientific hypothesis: {hypothesis}

27


	Introduction
	Preliminary
	Problem Definition
	Dataset Construction
	Datast Analysis

	Can LLMs Truly Generate Zero-Shot Hypotheses?
	Experiment Setup
	Experiment Results
	Results of Zero-shot Setting
	Results of External Knowledge

	Quantitative Analysis on Uncertainty
	Human Evaluation and Case Study

	 Can agent collaboration enhance LLMs' zero-shot generalization? 
	Multi-agent Framework
	Experiment Results

	Conclusion
	Process of Scientific Discovery
	Related Works
	Data-Driven Scientific Discovery
	LLM-driven Autonomous Agents

	Implementation Details
	Details of Dataset
	Details of Models

	Additional Results
	Automatic Evaluations
	Human Evaluations

	Case Study
	Generated Hypothesis
	Evaluation Examples

	Prompts Design and Finetuning
	Zero- and Few-shot Prompts
	Prompts for Multi-agent Collaboration
	Prompts for ChatGPT Evaluation
	Finetuning Implementation


