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Abstract

Large Language Models (LLMs) have demon-
strated significant potential in environmen-
tal perception and decision-making based on
reasoning.  Given the progress of LLMs-
based Agents in simulating complex human be-
haviours, this paper introduces a more challeng-
ing dataset, the Multiverse Phantasm Interac-
tive Role-play Dataset (MPIRD-LLMA), along
with a corresponding simulation framework.
Additionally, we have designed evaluation
methods, including the LLM-Score and Rouge-
L, to assess Agents’ performance. This dataset
centres around murder mystery games and con-
tains eight meticulously designed scripts cover-
ing various themes and styles. Each character is
equipped with detailed background stories and
complex interpersonal networks. The dataset
features 50 unique characters, with each script
including more than five characters on average.
The total volume of the scripts exceeds 400,000
words, with an average background description
of more than 1,000 words per character. The
evaluation results show that current LLM-based
agents cannot handle such a complex MPIRD-
LLMA simulation, and RLHF and safety align-
ment would limit the potential of LLMs-based
Agents.

1 Introduction

In recent years, Large Language Models (LLMs)
have demonstrated remarkable potential in environ-
mental perception and reasoning-based decision-
making (Xi et al., 2023; Guo et al., 2024; Gu
et al., 2024b), thereby advancing the development
of LLMs-based agents in role-playing capabili-
ties (Chen et al., 2024). Recently, LLMs-based
agents have been validated for their human-like be-
haviours, such as cooperation and competition, in
various domains like social simulation (Park et al.,
2023; Gu et al., 2024a), policy simulation (Xiao
et al., 2023), and game simulation (Xu et al., 2023).

However, creating a more challenging dataset

to evaluate LLM-based agents is crucial. With on-
going research, LL.Ms-based agents increasingly
exhibit more robust human-like qualities (Shana-
han et al., 2023). These agents are no longer lim-
ited to basic social behaviours like cooperation and
competition. Instead, they exhibit more advanced
human behaviours such as deception and leader-
ship in flexible and complex simulations (Xu et al.,
2023). To further investigate the capabilities of
LLMs-based agents in role-playing within complex
simulated environments, unlike the game of Were-
wolf (Xu et al., 2023), the complex background
information in murder mystery games presents new
challenges. Wu et al. constructed the first dataset
for murder mystery games (Wu et al., 2023). How-
ever, to accommodate a larger volume of murder
mystery game data, this dataset lacks the critical
diversity inherent in these games.

Therefore, this paper introduces the Multiverse
Phantasm Interactive Role-play Dataset for LLMs-
based Agents (MPIRD-LLMA) and its correspond-
ing simulation framework, designed with both
quantity and diversity in mind. This dataset is
based on murder mystery games and includes
eight meticulously crafted scripts covering various
themes and styles. Each character is provided with
detailed background stories and complex interper-
sonal networks. Currently, the dataset comprises
50 different characters, with each script averag-
ing over five characters. The total script volume
exceeds 400,000 words, and each character has
an average background description of over 1,000
words.

Additionally, this paper designs two evaluation
systems for the simulation: comparing the Rouge-L
score between the original character scripts and the
reconstructed scripts based on character dialogues
and scoring the role-playing capabilities of LLMs-
based agents using LLLM evaluation models. Also,
we calculate the probability of Doubt and Belief
during the simulation. During the experiments,



(A) Open Conversation

All Characters finished

Each player, during this phase, should immerse their ACTION
7T

themselves in the role they are playing and engage
in conversations based on their character's
background and previous dialogue. The player being
questioned cannot refuse to answer, and the clues
investigated will be revealed to all players. All
information during this phase is visible to every
player,

information.

On the final day of the luxury cruise ship Eastern Star's
itinerary, a body was discovered in the storage area. The
deceased was Liu Qi, a 32-year-old chief mate of the
Eastern Star. Five individuals on board have been

(B) Interaction with Environment

During this phase, each player should

carefully consider the historical dialogue

and actions before selecting their next

move from the action space: “Ask” or » culprit. The final result of voting includes the results
|

“Investigate”, to gather more details.
Additionally, each player's level of
suspicion will be objectively
updated based on the historical

Take Turn to Take Action

?wsmi;" Yimu ‘

(C) Murder Voting

During this phase, each player have the opportunity
to question someone else. Others could be involved
in this questioning and vote for who they think is the

of each round of memory updatefand thelquestioning
results of votings

Finally, the answer will be revealed to show
who the real murder is.

After undergoing a
predetermined number
of actions

Yimu Han is the culprit. |
found sulfuric acid in her
room! Why would a normal

I'am innocent! This is
sulfuric acid used for
maintaining the ship's

Han

identified as suspects in the case.

Character 1 Speaking

batteries. | haven't used it
for anything else!

person bring sulfuric acid
on board?

Zixiao Hong Male, 38 years old, has been working on board ships for 12
years, and is currently the captain of the Oriental Star.

room.

Attention everyone, | have found Liu Qi collapsed in Th|nking

the storage area, and he is deceased. It appears he has — - —

a gunshot wound. Considering that Yimu Han only joined us last
September, | find her very suspicious. | want to check *
Yimu Han room first. If she is the murderer, there will

definitely be some suspicious tools or evidence in her

Character 2 Speaking

Copy That. All passengers, please follow my instructions
and go to your rooms. All crew members, please leave

your rooms and help me maintain order!

Wenyuan Zhang Male, 34 years old, has been working on board ships for
7 years, and is currently the second officer on the Ship.

Renijie Xiu Male, 32 years
old, has been working on
the ship for 2 years, and is
the bar manager of the
luxury cruise ship.

Yimu Han Female 25
years old, joined the
ship’s crew last

September.

Action Taking

Why is there sulfuric acid here?
Sulfuric acid is highly corrosive!
Yimu Han is very suspicious!

Memory Update

i
H Zh: Li H Xi
M Hong ang in an v i Murder
/ / / +20 /

——————
Sulfuric Acid has
been found

| falsely accused
Yimu Han so that
others wouldn't
suspect me as the
culprit!

Figure 1: Construction of the MPIRD-LLMA Simulation

we found that current LL.Ms, including the most
recent GPT-4, are not fully capable of handling the
various tasks within MPIRD-LLMA. Moreover, we
observe that RLHF and safety alignment could, to
some extent, impact the ability of LLMs making
decisiong.

2 MPIRD-LLMA Construction

2.1 Simulation Construction

As illustrated in Figure 1, MPIRD-LLMA sum-
marizes the collected data from various Murder
Mystery games and categorizes it into three crucial
phases.

(A) Open Conversation: In this phase, Agents
should take on the roles from the script and engage
in turn-based Open Conversation. Each player is as-
signed a script containing background information
about their character and game objectives. Mean-
while, all messages within this area are visible to
all players.

(B) Interaction with Environment: Players can
take action following each round of Open Conver-
sation. The action space includes Ask and Inves-
tigate. The Ask action allows a player to question
another player who cannot refuse to answer. The
Investigate action permits the examination of an
objective fact clue present in the environment, with
each clue only being investigated once, and the
findings become accessible to all players.

(C) Murder Voting: At the end of the simula-

tion, players get the chance to accuse someone of
being the Culprit. Subsequently, other players vote
on these accusations, with the results and accumu-
lated suspicion levels from the Memory Update
determining the final accused Culprit.

2.2 Scripts Construction

The script content in the MPIRD-LLMA dataset is
divided into six main parts: (1) Character Story:
This section describes the character’s essential in-
formation and background story in the script. (2)
Character Script: This part outlines what the
character sees, hears, and does during the script’s
events. (3) Character Relationships: This sec-
tion details the initial relationships between the
character and other characters in the script. (4)
Role Performance: This part describes the charac-
ter’s personality traits and the speaking style they
should exhibit. (5) Role Goals: This section out-
lines the main tasks and objectives of the character.
(6) Other Abilities: This part describes the rules
the character must follow during the game.

In our simulation, we manage the game con-
tent using three main modules: (1) Summariza-
tion Module: We condense lengthy contextual
content; (2) Suspicion Module: We assign a sus-
picion score to the subjects of each conversation
afterwards; (3) Trust Module: We assign a trust
score to the subjects of each conversation after-
wards. More detailed information is provided in
Appendix C.



<Yimu Han>

In evaluating the performance of Yimu Han
players in a murder mystery game, we need to
consider five aspects: role-playing ability,
reasoning ability, communication and cooperation
ability, observational ability, and creative thinking
ability.

1. Role-Playing Ability: Yimu Han demonstrated
a thorough understanding and...

2. Reasoning Ability: Yimu Han displayed a
certain level of reasoning ability through...

3. Communication and Coopera-tion Ability:
Yimu Han actively engaged with others in

4.  Observational ~ Ability: ~ This  player
demonstrated a keen eye for detail, capturing
critical....

5. Creative Thinking Ability: While maintaining
character consistency, Yimu Han

LLM-Score:

,,,,, )

Input

Input

Chatting & Interaction History

<Instroduction>.

Yimu Han: Hello everyone, | am a crew member of the Eastern Star. Previously, | was a...
<Conversation>.

Yimu Han: [Ask][Renjie Xiu]: Renjie Xiu, | remember you mentioned that you went back to
your room to rest after the fireworks show. At that time, did you notice Qi Liu or anyone else...
Renjie Xiu: Yimu Han, indeed, | did go back to my room to rest after the fireworks show. But |
didn’t notice Qi Liu or anyone else doing anything unusual, as | went straight back to...
<Interaction>

Zilian Hong: [Investigate][Wheelhouse]: Wenyuan Zhang claimed he was in the wheelhouse
at the critical time. If this information can be verified, it would be crucial in clarifying his...
[Clue][Wheelhouse]: A hidden compartment in the floor reveals a box...

<Yimu Han>: Yimu Han, female, 25 years old, is a crew member on the ship "Eastern Star."
She joined... (Story) On May 6th, she had an argument with singer Ruotong Lin (Relationship)
over the nickname “Lin Magnet" and was punished... (Script) She needs to show her
dissatisfaction with Qi Liu (Expression). She need to work with the other players to find the
murderer (Purpose) without lying (Request) ...

<Zilian Hong>: | am Zilian Hong, captain of the Eastern Star. | have been captain for one year.
Because of my past experience, | keep a pistol in my room as a form of protection for myself...

Input

>

Figure 2: Illustration of Evaluation Methods

Reconstructed
Scripts

<Yimu Han>

In the script murder game "The Star of the East,”
Yimu Han is a former ballet dancer who has
transitioned to a career as a flight attendant
(Story)... She has a good relationship with Renjie
Xiu, a minor misunderstanding with singer Lin
(Relationship)... At the beginning of the game, she
discovers Qi Liu's death and, throughout the
investigation (Script)...In the script, Yimu Han's
performance includes active interaction and
questioning, (Expression)... Her ultimate goal is
to uncover the cause of Qi Liu's death and the real
culprit (Purpose), clearing her own suspicion
without lying (Request)...

J

Calculate Rouge-L I

Rouge-L Score: [(48K;

2.3 Evaluation Methods

We designed two evaluation methods, whose are
shown in Figure 2:

LLM-Score: We score the Agent’s performance
during the game with a neutral LLM to evaluate its
ability to role-play.

Rouge-L: We reconstruct Agent’s script by
leveraging historical memory with a neutral LLM
and compare it with its summarized script using
Rouge-L.

2.4 Statistics

Table 1 shows the basic statistics of MPIRD-
LLMA. We have constructed a diverse dataset
comprising various Structures (Single and Multi),
Types (Orthodox and Unorthodox), and Endings
(Close and Open) to evaluate the abilities of Agents.
Single and Multi represent script structures de-
signed for one-time and phased reading. Ortho-
dox and Unorthodox refer to whether a script can
be replicated in the real world. Close and Open
indicate whether Agents’ actions can change the
script’s ending. Table 1 lists the specific Stages,
Agents and word count.

3 Experiment Setup

The experiments in this paper were conducted us-
ing the closed-source models GPT-3.5 and GPT-
4, as well as the open-source models Qwen2-7B-
Instruct and glm-4-9b-chat. Due to space con-
straints, the specific prompts used will be detailed
in the appendix. In the experimental setup, the de-
fault Agent plays five rounds of the game during
the dialogue phase. All evaluations were scored
using the GPT-4-turbo model. The ablation study
is in Appendix A. In order to retain randomness,
the temperature in this experiment was set to 0.8.
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Figure 3: Probabilities of Doubt and Belief

A complete experiment using GPT-4 as Agents is
about to cost 600 to 700 USD.

4 Analysis

We averaged the results of LLM-Agents on
MPIRD-LLMA at Table 2. Env Tokens repre-
sent the number of environment input tokens, and
Envs represent the number of requests, including
all actions related to the environment. User To-
kens represent the number of Agent output tokens,
and Users represent the number of completions
without summarization or clue investigation. In
addition, the probability of Victory representing
the Agent identifying the Culprit in the experiment
(left) versus the probability of random guessing
(right). In the Score column shown in Table 2, we
averaged LLM-Score (left) and Rouge-L (right).
From the results on Rouge-L, Qwen2-7B gener-
ates the most useful information in its conversa-
tion for the highest Rouge-L score. The whole re-
sults of MPIRD-LLMA are presented in Appendix
B.1 Table 6. Each detail result of the script is shown
in Appendix B.1.

Besides, We have calculated the probabilities
of Culprits and Civilians being doubted and be-
lieved during Memory Updates in Figure 3. In
simulations, GPT-3.5 achieved a relatively even
distribution in the probabilities of Doubt and
Belief, whereas the remaining LLMs all exhib-
ited varying degrees of bias, leaning towards



Name Structure Type Ending #Stages #Agent #Words_zh
Bride in Filial Dress Single Orthodox Close 1 10 45,475
The Eastern Star Cruise Ship Single Orthodox Open 1 5 5,619
Night at the Museum Single Unorthodox  Close 1 6 13,849
Li Chuan Strange Talk Book Single Unorthodox  Open 1 7 79,012
The Final Performance of a Big Star Multi Orthodox Close 7 2 11,288
Raging Sea of Rest Life Multi Orthodox Open 2 6 18,443
Article 22 School Rules Multi Unorthodox  Close 5 7 91,532
Fox Hotel Multi Unorthodox  Open 2 7 107,057
Table 1: Basic Information of MPIRD-LLMA
Model Env Tokens / Envs User Tokens / Users #Failure Victory Score
GPT-3.5 2,356,042 / 876 97,863 /542 54 12.50/15.06 78.7/0.242
GPT-4 2,085,857 /723 204,997 / 544 6.4 0.00/15.06 83.9/0.244
Qwen2-7B 1,664,279 / 684 183,536/ 548 7.3 12.50/15.06 83.8/0.251
glm-4-9b 2,978,766 / 1,153 150,108 / 544 24.4 25.00/15.06 84.0/0.218
Table 2: Total Average Results of MPIRD-LLMA
orthodox Scripts, yet struggles to reconstruct it.
LLM-Score Rouge-L

78.3 GPT-35 0:551 HH
82.1 0.251

0.237 ;
81'% glm-4-9b B}%ﬁ
90.0 80.0 70.0 60.0 0.150 0.200 0.250 0.300
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GPT-4

Figure 4: Comparison of Orthodox & Unorthodox Type
of Scripts between LLM-Score and Rouge-L
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Figure 5: Rouge-L of Close & Open Ending of Scripts

Belief, which suggests that, aside from GPT-3.5,
other LLMs are more inclined to trust others rather
than to doubt during conversations. However, in
certain scenarios, we desire LLMs to make deci-
sions with greater fairness, instead of merely rely-
ing on trust. Besides, another possible explanation
is that these LLMs are particularly adept at disguis-
ing themselves when playing the role of Culprits,
thus attracting less suspicion.

Also, we compare the difference of Agent per-
forming on Orthodox & Unorthodox Type shown
in Figure 4 and Rouge-L of Close & Open Ending
of Scripts in Figure 5.

LLM-Agent can effectively play roles in Un-

As we can see in Figure 4, better performance in
Unorthodox with worse reconstruction suggests
that LLM-Agent is willing to show more con-
tent about Orthodox in actual Role-playing, which
might be caused by RLHF (Ouyang et al., 2022) or
too much safety alignment.

As shown in Figure 5, LLM-Agent demon-
strates significantly superior performance on
Close scripts compared to Open scripts, which
suggests that current LLM-Agents are better
equipped to handle static environments as opposed
to managing dynamic and complex settings.

The rest of the comparison and analysis during
our experiments are shown in Appendix B.2.

5 Conclusion

This paper introduces the MPIRD-LLMA dataset
and a corresponding simulation, providing a new
scenario for LLM-based Agents in complex social
simulations. Moreover, this paper proposes LLM-
Score and Rouge-L to evaluate the performance of
LLM-Agents within this simulation. The experi-
mental results indicate that the current LLM-based
Agents, whether open-source or proprietary, have
room for improvement in handling highly complex
social scenarios similar to MPIRD-LLMA. Further-
more, it has been observed that existing LLMs,
including GPT-4, fall short of fulfilling the tasks’
requirements in MPIRD-LLMA. Additionally, it is
noted that RLHF and alignment with safety mea-
sures somewhat influence the decision-making pro-
cesses of LLMs.



6 Limitation

MPIRD-LLMA is designed to provide a suffi-
ciently complex social simulation environment and
basic assessment for LLM-based Agents, assist-
ing researchers in evaluating the performance of
LLM-based Agents. However, MPIRD-LLMA en-
compasses a variety of scenarios, and the volume
of data within it needs to be increased compared
to the information available in the real world. Due
to the context limitations of LLMs, content that
is overly lengthy within the simulation has been
summarized. However, such summarization can
impact the decision-making of Agents to a certain
extent. Therefore, the progression of simulations
in MPIRD-LLMA is somewhat constrained by the
context limitations of LLMs.

7 Ethical Concern

Considering that MPIRD-LLMA may encompass a
range of sensitive topics, including but not limited
to murder, theft, impersonation, and deceit, existing
LLMs might refuse to answer sensitive questions
for safety reasons, putting those with a higher pri-
ority on security standards at a disadvantage in sim-
ulations. Moreover, LLMs fine-tuned on such data
could inadvertently amplify security vulnerabilities.
To mitigate the ethical dilemmas associated with
murder mysteries, we have invested significant ef-
fort and resources towards this goal: ensuring that
models committed to safety will obscure certain
critical information instead of refusing to answer
sensitive questions.
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A Ablation Study

Tables 3 and 4 display the results of an ablation
study on the choice of evaluation model using the
script "The Eastern Star cruise ship.” It is evident
from the tables that the GPT-4 series models pro-
vide more stable scoring and Rouge-L results when
used as the evaluation model. In contrast, GPT-
40 exhibited instability in evaluations and a strong
bias.

As shown in Table 4, GPT-40 achieved a remark-
ably high F1 score of 0.270 when evaluating its
own generated content, far surpassing the results
of GPT-3.5 and GPT-4. This kind of bias is highly
problematic in evaluation tasks. Therefore, we
ultimately chose the more stable and capable GPT-
4-Turbo model as the evaluation model.



Score Eval_Model
GPT-4 GPT-4-Turbo GPT-40
Model
GPT-3.5 65.0 70.2 62.2
GPT-4 68.0 76.4 63.8
GPT-40 72.8 77.0 69.6

Table 3: Average LLM-Score on Script "The Eastern
Star cruise ship"

Score Eval_Model
GPT-4 GPT-4-Turbo GPT-40
Model
GPT-3.5 0.214 0.268 0.143
GPT-4 0.216 0.259 0.207
GPT-40 0.187 0.161 0.270

Table 4: Average Rouge-L on Script "The Eastern Star
cruise ship"

B More Results

B.1 Detail Results

Our main results of MPIRD-LLMA are shown in
Table 6. We set a Single & Orthodox & Close
Script as an SOC Script, a Single & Orthodox &
Open Script as an SOO Script, a Single & Unortho-
dox & Close Script as an SUC Script, a Single
& Unorthodox & Open Script as an SUO Script,
a Multi & Orthodox & Close Script as an MOC
Script, a Multi & Orthodox & Open Script as an
MOO Script, a Multi & Unorthodox & Close Script
as an MUC Script and a Multi & Unorthodox &
Open Script as an MUO Script. The column Model
shows the specific LLM we use in our experiments.
What is more, we counted the number of Env To-
ken / Env and User Token / User to record our
cost of API use. Finally, we calculate the Failure
number while parsing LLM output and our eval-
uation scores (LLM-Score / Rouge-L). The main
results shown in Table 6 is the average number of
each Script. Moreover, the detailed results of each
Script are shown in Table 5.

Script  #Table
SOC Table 7
SOO  Table 8
SuC Table 9
SUO Table 10
MOC Table 11
MOO Table 12
MUC Table 13
MUO Table 14

Table 5: Catalogue of Detail Results of Each Script

B.2 Analysis on Detail Results

As shown in Table 2, The inclination of LLM-
Agents to speak during actions is ranked as fol-
lows: GPT-4 > Qwen2-7B > glm-4-9b > GPT-3.5.
In the same experimental environment and setup,
fewer User Tokens represent less conversational
content. Therefore, GPT-3.5 exhibits extreme ret-
icence in role-playing within the MPIRD-LLMA.
In contrast, GPT-4 is more willing to generate con-
tent, producing 109.47% more content compared
to GPT-3.5.

The number of tokens generated by LLM-
Agents during summarization is ranked as fol-
lows: Qwen2-7B > GPT-4 > GPT-3.5 > glm-4-9b.
In our experimental setup, there is a positive cor-
relation between Env Tokens and Envs, with more
Envs indicating more detailed summarization. Re-
garding the number of Envs, Qwen2 demonstrates
a 5.46% less granularity in generating results dur-
ing summarization compared to GPT-4. However,
glm-4-9b performs the most, generating 40.67%
more tokens than Qwen?2.

The instruction-following capability of LLM-
Agents in role-playing is ranked as follows: GPT-
3.5 > GPT-4 > Qwen2-7B » glm-4-9b. Fewer
parsing failures in the same experimental environ-
ment and setup indicate vital instruction-following
ability. Consequently, glm-4-9b demonstrates sig-
nificantly poorer instruction compliance than the
other three LLMs, performing approximately 3.5
times worse than GPT-3.5, suggesting that glm-4-
9b’s performance in high-precision scenarios needs
improvement.

As shown in Figure 6, LLM-Agent demon-
strates superior performance when dealing with
Multiple Scripts compared to Single Scripts.
This relatively consistent result is observable across
GPT-3.5, GPT-4, and glm-4-9b. Although Qwen2-
7B shows slightly inferior results on the LLM-
Score, its performance on Rouge-L with multiple
contexts far surpasses its performance with a sin-
gle context, which further supports the observation
that LLM-Agent, when presented with long con-
texts, primarily focuses on the beginning and end,
leading to a neglect of the middle information in
the script. This phenomenon, in turn, indirectly
results in poorer performance when dealing with
long context inputs in MPIRD-LLMA.

Besides, we compared different Evaluation Mod-
els on the Script "The Eastern Star Cruise Ship",
and the detailed results are shown in Table 15.
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Figure 6: Compare of Single and Multiple Structure Scripts

C Prompts

This section primarily showcases the prompts
throughout the MPIRD-LLMA simulation.

Table 16 displays the prompt of ask. Table 17
presents the prompt of base summarization. Table
18 outlines the prompt of belief. Table 19 fea-
tures the prompt of converse. Table 20 exhibits the
prompt of LLM-Score evaluation. Table 21 reveals
the prompt of reconstruction for Rouge-L. Table 22
shows the prompt of history summarization. Table
23 displays the prompt of introduction. Table 24
displays the prompt of doubt. Table 25 presents the
prompt of script summarization. Table 26 features
the vote prompt.

0.300



Script Model Env Token / Env  User Token / User #Failure Score
gpt-3.5-turbo-0125 1,788,410/ 636 72,797 1 366 12 79.5170.240
S0C gpt-4-1106-preview 1,586,743 /423 135,188 /344 6 85.1/0.241
Qwen2-7B-Instruct 1,386,495 / 442 150,146 / 366 9 87.5/0.239
glm-4-9b-chat 1,976,191 / 667 110,055 / 368 19 79.1/0.215
gpt-3.5-turbo-0125 622,730/ 223 31,718/ 177 2 70.2/70.268
300 gpt-4-1106-preview 603,183 /221 74,909 / 181 4 78.6/0.242
Qwen2-7B-Instruct 544,579/ 198 63,163 /183 2 81.2/0.244
glm-4-9b-chat 673,688 / 249 54,788 / 185 18 77.470.202
gpt-3.5-turbo-0125 957,063 / 304 41,458 /214 1 74.5170.228
SuUC gpt-4-1106-preview 649,229 /230 78,751 /202 19 83.7/0.234
Qwen2-7B-Instruct 635,871 /247 76,775/ 212 5 81.2/0.233
glm-4-9b-chat 841,076 / 305 55,996 /200 2 85.5/0.208
gpt-3.5-turbo-0125 1,292,444 / 444 48,435 / 257 6 85.9/0.232
SUO gpt-4-1106-preview 1,637,677 /427 106,484 /255 3 86.7/0.249
Qwen2-7B-Instruct 1,000,498 / 355 96,991 / 259 5 87.1/0.238
glm-4-9b-chat 1,309,532/ 461 78,165/ 251 12 89.3/0.235
gpt-3.5-turbo-0125 3,938,826/ 1,876 228,479/ 1,364 1 83.5/0.281
MOC gpt-4-1106-preview 3,106,055/ 1,576 442,999 /1,364 4 82.5/70.290
Qwen2-7B-Instruct 2,686,306/ 1,502 423,580/ 1,364 13 85.0/0.322
glm-4-9b-chat 7,079,140 /3,120 353,514/ 1,364 88 82.5/0.281
gpt-3.5-turbo-0125 1,276,204 / 462 67,803 /392 7 79.8/0.216
MOO gpt-4-1106-preview 1,872,923 / 505 161,210/ 406 4 82.2/0.231
Qwen2-7B-Instruct 1,288,539 / 467 135,820/ 394 3 81.3/0.251
glm-4-9b-chat 1,913,403 / 726 110,005 / 404 12 85.8/0.188
gpt-3.5-turbo-0125 6,729,053 /2,288 196,846 / 1,093 4 77.1/70.227
MUC gpt-4-1106-preview 4,737,579/ 1,633 441,111/ 1,123 9 88.7/0.240
Qwen2-7B-Instruct  3,872,139/1,550 351,404 /1,113 12 83.0/0.234
glm-4-9b-chat 7,591,689 /2,823 300,633 /1,103 21 86.9/0.204
gpt-3.5-turbo-0125 2,243,607 / 772 95,369 /471 10 78.9/0.244
MUO gpt-4-1106-preview 2,493,467 / 772 199,327/ 479 2 83.7/0.226
Qwen2-7B-Instruct 1,899,801 / 707 170,407 / 489 9 84.4/0.250
glm-4-9b-chat 2,445,412 /871 137,705 /1 477 23 85.1/0.208

Table 6: Main Experiment Results of MPIRD-LLMA



Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 80 0.199
. gpt-4-1106-preview 90 0.231
Ling Yun 6 en2-7B-Instruct 80 0.226
glm-4-9b-chat 18 0.236
gpt-3.5-turbo-0125 73 0.302
. gpt-4-1106-preview 78 0.188
Zhongyi Yao Qwen2-7B-Instruct 88 0.204
glm-4-9b-chat 89 0.228
gpt-3.5-turbo-0125 78 0.252
gpt-4-1106-preview 69 0.245
PoctorFang ¢ n2-7B-Instruct 95 0.231
glm-4-9b-chat 90 0.209
gpt-3.5-turbo-0125 75 0.268
. gpt-4-1106-preview 90 0.322
DiZhu Qwen2-7B-Instruct 90 0.279
glm-4-9b-chat 85 0.169
gpt-3.5-turbo-0125 80 0.182
gpt-4-1106-preview 91 0.283
Madam Hong - 12 7B-Instruct 91 0.230
glm-4-9b-chat 82 0.222
gpt-3.5-turbo-0125 72 0.269
gpt-4-1106-preview 88 0.257
RenyuHu 5 en2-7B-Instruct 88 0.254
glm-4-9b-chat 78 0.199
gpt-3.5-turbo-0125 75 0.248
gpt-4-1106-preview 85 0.191
Poctor Yu 5 en2-7B-Instruct 80 0.274
glm-4-9b-chat 88 0.266
gpt-3.5-turbo-0125 87 0.228
. gpt-4-1106-preview 82 0.255
Uncle Gui 12 7B-Instruct 95 0.274
glm-4-9b-chat 85 0.175
gpt-3.5-turbo-0125 85 0.226
gpt-4-1106-preview 83 0.175
Tunmeng Chen 1 en2-7B-Instruct 90 0.163
glm-4-9b-chat 84 0.197
gpt-3.5-turbo-0125 90 0.227
. gpt-4-1106-preview 95 0.261
Angiao Chen > 7B Instruct 78 0.252
glm-4-9b-chat 92 0.246
gpt-3.5-turbo-0125 79.5 0.240
gpt-4-1106-preview 85.1 0.241
Total Average Qwen2-7B-Instruct 87.5 0.239
glm-4-9b-chat 79.1 0.215

Table 7: SOC Detail Results of Script "Bride in Filial Dress"



Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 65 0.274
gpt-4-1106-preview 75 0.203

Crew Member Han Qwen2-7B-Instruct 78 0.189
glm-4-9b-chat 71 0.196

gpt-3.5-turbo-0125 59 0.362

. gpt-4-1106-preview 72 0.267
Captain Hong 10 7B-Instruct 76 0.293
glm-4-9b-chat 76 0.161

gpt-3.5-turbo-0125 75 0.292

. . gpt-4-1106-preview 88 0.249
Singer Lin Qwen2-7B-Instruct 88 0.284
glm-4-9b-chat 76 0.224

gpt-3.5-turbo-0125 87 0.201

. gpt-4-1106-preview 82 0.240

Manager Xiv ) en2-7B-Instruct 90 0.220
glm-4-9b-chat 92 0.227

gpt-3.5-turbo-0125 65 0.211
gpt-4-1106-preview 76 0.250

Second Mate Zhang Qwen2-7B-Instruct 74 0.235
glm-4-9b-chat 72 0.204

gpt-3.5-turbo-0125 70.2 0.268
gpt-4-1106-preview 78.6 0.242

Towl Average om0 7B-Instruct 812 0.244
glm-4-9b-chat 77.4 0.202

Table 8: SOO Detail Results of Script "The Eastern Star Cruise Ship"
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Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 75 0.200
. gpt-4-1106-preview 80 0.212
Uncle Bai - en2-7B-Instruct 80 0.268
glm-4-9b-chat 95 0.242
gpt-3.5-turbo-0125 75 0.226
. . gpt-4-1106-preview 90 0.272
Neighbour Gui Qwen2-7B-Instruct 74 0.211
glm-4-9b-chat 90 0.188
gpt-3.5-turbo-0125 74 0.232
. gpt-4-1106-preview 88 0.220
CurioHe ) yen2-7B-Instruct 85 0.222
glm-4-9b-chat 76 0.200
gpt-3.5-turbo-0125 71 0.264
gpt-4-1106-preview 74 0.223
Mystery Ou 3 en2-7B-Instruct 89 0.208
glm-4-9b-chat 89 0.213
gpt-3.5-turbo-0125 77 0.244
gpt-4-1106-preview 85 0.251
Manager Sa ) en2-7B-Instruct 72 0.204
glm-4-9b-chat 70 0.200
gpt-3.5-turbo-0125 75 0.202
. . gpt-4-1106-preview 85 0.224
Security Wel 2 7B-Instruct 87 0.284
glm-4-9b-chat 93 0.205
gpt-3.5-turbo-0125 74.5 0.228
gpt-4-1106-preview 83.7 0.234
Total Average Qwen2-7B-Instruct 81.2 0.233
glm-4-9b-chat 85.5 0.208

Table 9: SUC Detail Results of Script "Night at the Museum"
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Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 78 0.246
. . gpt-4-1106-preview 85 0.203
Girl in White Qwen2-7B-Instruct 83 0.247
glm-4-9b-chat 88 0.252
gpt-3.5-turbo-0125 95 0.226
. gpt-4-1106-preview 88 0.312
Women in Red Qwen2-7B-Instruct 83 0.234
glm-4-9b-chat 96 0.234
gpt-3.5-turbo-0125 82 0.204
. gpt-4-1106-preview 85 0.241
Boy in Black Qwen2-7B-Instruct 95 0.256
glm-4-9b-chat 85 0.261
gpt-3.5-turbo-0125 88 0.239
. gpt-4-1106-preview 90 0.219
Women in Blue-green Qwen2-7B-Instruct 85 0.217
glm-4-9b-chat 89 0.247
gpt-3.5-turbo-0125 90 0.282
. . gpt-4-1106-preview 82 0.270
Litde Girl Qwen2-7B-Instruct 92 0.212
glm-4-9b-chat 95 0.192
gpt-3.5-turbo-0125 88 0.166
. gpt-4-1106-preview 82 0.284
Elderly in Tattered Qwen2-7B-Instruct 87 0.250
glm-4-9b-chat 80 0.257
gpt-3.5-turbo-0125 80 0.258
. . gpt-4-1106-preview 95 0.213
Bandaged Mysterious Figure Qwen2-7B-Instruct 25 0.252
glm-4-9b-chat 92 0.202
gpt-3.5-turbo-0125 85.9 0.232
gpt-4-1106-preview 86.7 0.249
Total Average Qwen?2-7B-Instruct 87.1 0.238
glm-4-9b-chat 89.3 0.235

Table 10: SUO Detail Results of Script "Li Chuan Strange Talk Book"

Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 77 0.332
. gpt-4-1106-preview 80 0.256
Weiwen Han Qwen2-7B-Instruct 85 0.285
glm-4-9b-chat 75 0.293
gpt-3.5-turbo-0125 90 0.229
. gpt-4-1106-preview 85 0.323
ManliShen > 7B Instruct 85 0.359
glm-4-9b-chat 90 0.268
gpt-3.5-turbo-0125 83.5 0.281
gpt-4-1106-preview 82.5 0.290
Total Average Qwen2-7B-Instruct 85.0 0.322
glm-4-9b-chat 82.5 0.281

Table 11: MOC Detail Results of Script "The Final Performance of a Big Star"
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Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 85 0.175
. gpt-4-1106-preview 85 0.227
Annie Qwen2-7B-Instruct 85 0.255
glm-4-9b-chat 80 0.207
gpt-3.5-turbo-0125 90 0.193
Jack gpt-4-1106-preview 90 0.203
Qwen2-7B-Instruct 72 0.233
glm-4-9b-chat 88 0.180
gpt-3.5-turbo-0125 77 0.203
Jessipa gpt-4-1106-preview 90 0.254
Qwen2-7B-Instruct 90 0.309
glm-4-9b-chat 92 0.203
gpt-3.5-turbo-0125 69 0.258
Sam gpt-4-1106-preview 76 0.253
Qwen2-7B-Instruct 70 0.226
glm-4-9b-chat 88 0.199
gpt-3.5-turbo-0125 85 0.200
. t-4-1106-preview 70 0.181
Litde Black (5. 8 Tngtruct 85 0.244
glm-4-9b-chat 90 0.158
gpt-3.5-turbo-0125 73 0.269
John gpt-4-1106-preview 82 0.265
Qwen2-7B-Instruct 86 0.239
glm-4-9b-chat 77 0.183
gpt-3.5-turbo-0125 79.8 0.216
t-4-1106-preview 82.2 0.231
Total Average %)wenz-m-};nstruct 81.3 0.251
glm-4-9b-chat 85.8 0.188

Table 12: MOO Detail Results of Script "Raging Sea of Rest Life"
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Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 72 0.221
. gpt-4-1106-preview 75 0.219
Mu Bai Qwen2-7B-Instruct 76 0.221
glm-4-9b-chat 86 0.192
gpt-3.5-turbo-0125 74 0.262
. gpt-4-1106-preview 81 0.235
Fuqing Huang Qwen2-7B-Instruct 85 0.227
glm-4-9b-chat 82 0.205
gpt-3.5-turbo-0125 80 0.230
. gpt-4-1106-preview 95 0.251
Xuanxuan Li- o Lo > 7B-Instruct 73 0.276
glm-4-9b-chat 76 0.228
gpt-3.5-turbo-0125 71 0.267
. gpt-4-1106-preview 92 0.235
Sigi Lv Qwen2-7B-Instruct 82 0.234
glm-4-9b-chat 95 0.181
gpt-3.5-turbo-0125 80 0.203
. . gpt-4-1106-preview 92 0.246
Yuging Xie 0 7B-Instruct 90 0.250
glm-4-9b-chat 97 0.208
gpt-3.5-turbo-0125 75 0.190
. gpt-4-1106-preview 93 0.258
Qingfeng Yao Qwen2-7B-Instruct 75 0.235
glm-4-9b-chat 86 0.199
gpt-3.5-turbo-0125 88 0.215
. gpt-4-1106-preview 93 0.234
Lenxing Ye ) en2-7B-Instruct 100 0.195
glm-4-9b-chat 86 0.218
gpt-3.5-turbo-0125 77.1 0.227
gpt-4-1106-preview 88.7 0.240
Total Average oy 19 7B-Instruct 83.0 0.234
glm-4-9b-chat 86.9 0.204

Table 13: MUC Detail Results of Script "Artical 22 School Rules"
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Player Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 85 0.191
. gpt-4-1106-preview 80 0.230
Zetong Hei (Sky Dog) Qwen2-7B-Instruct 87 0315
glm-4-9b-chat 95 0.188
gpt-3.5-turbo-0125 84 0.280
. . gpt-4-1106-preview 90 0.247
Iehiro Kiryu (Nopperabo) Qwen2-7B-Instruct 90 0.213
glm-4-9b-chat 82 0.251
gpt-3.5-turbo-0125 80 0.257
A N T gpt-4-1106-preview 90 0.235
Megumi Aoi (Nine-Tailed Fox) Qwen?2-7B-Instruct 22 0.261
glm-4-9b-chat 83 0.177
gpt-3.5-turbo-0125 67 0.251
.. . . .. gpt-4-1106-preview 80 0.240
Daixiong Kitano (Kama-itachi) Qwen2-7B-Instruct 79 0.266
glm-4-9b-chat 85 0.216
gpt-3.5-turbo-0125 85 0.241
. . gpt-4-1106-preview 90 0.195
Xiao Nuan (Little Fox) Qwen2-7B-Instruct 89 0.225
glm-4-9b-chat 88 0.235
gpt-3.5-turbo-0125 75 0.268
. . gpt-4-1106-preview 70 0.209
Momoko Suzumiya (Little Doll) Qwen2-7B-Instruct 27 0.246
glm-4-9b-chat 82 0.182
gpt-3.5-turbo-0125 76 0.218
. . gpt-4-1106-preview 86 0.229
Nana Kinomoto (Yuki-onna) Qwen2-7B-Instruct 77 0.224
glm-4-9b-chat 81 0.205
gpt-3.5-turbo-0125 78.9 0.244
gpt-4-1106-preview 83.7 0.226
Total Average Qwen2-7B-Instruct 84 4 0.250
glm-4-9b-chat 85.1 0.208

Table 14: MUO Detail Results of Script "Fox Hotel"
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Player Model Eval-Model LLM-Score Rouge-L
gpt-3.5-turbo-0125 64 0.276
gpt-4 gpt-4 66 0.232
gpt-4o 65 0.192
gpt-3.5-turbo-0125 65 0.274
Crew Member Han gpt-4 gpt-4-turbo 76 0.226
gpt-4o 62 0.198
gpt-3.5-turbo-0125 46 0.143
gpt-4 gpt-4o 65 0.232
gpt-4o 67 0.332
gpt-3.5-turbo-0125 63 0.192
gpt-4 gpt-4 57 0.250
gpt-4o 75 0.157
gpt-3.5-turbo-0125 59 0.362
Captain Hong gpt-4 gpt-4-turbo 70 0.245
gpt-4o 90 0.123
gpt-3.5-turbo-0125 59 0.130
gpt-4 gpt-4o 57 0.219
gpt-4o 65 0.238
gpt-3.5-turbo-0125 63 0.190
gpt-4 gpt-4 68 0.263
gpt-4o 64 0.207
gpt-3.5-turbo-0125 75 0.292
Singer Lin gpt-4 gpt-4-turbo 79 0.262
gpt-4o 75 0.190
gpt-3.5-turbo-0125 61 0.159
gpt-4 gpt-4o 64 0.202
gpt-4o 75 0.299
gpt-3.5-turbo-0125 79 0.179
gpt-4 gpt-4 80 0.319
gpt-4o 80 0.181
gpt-3.5-turbo-0125 87 0.201
Manager Xiu gpt-4 gpt-4-turbo 85 0.272
gpt-4o 90 0.130
gpt-3.5-turbo-0125 75 0.137
gpt-4 gpt-4o 65 0.225
gpt-4o 70 0.230
gpt-3.5-turbo-0125 56 0.233
gpt-4 gpt-4 69 0.267
gpt-4o 80 0.199
gpt-3.5-turbo-0125 65 0.211
Second Mate Zhang gpt-4 gpt-4-turbo 72 0.290
gpt-4o 68 0.161
gpt-3.5-turbo-0125 70 0.147
gpt-4 gpt-4o 68 0.157
gpt-4o 71 0.251

Table 15: Comparison of different Evaluation Model on Script "The Eastern Star Cruise Ship"
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“BIASR Z—MAGhEER R, ENETRBOREIRA AR EiRT, BxRER AR A
AREIAE, ETRREE . ZEMER . AEmESTN, RFEHEESERT, FITEE -

IR BB SE LT 5 R E R R

LRI RERIASR IR, (@ W EESEE R AOBE - BT LS USRI AR - BIASDUE
SCTWEPRAINEZR, SEBE T IuR & B SE A B AR -

2AEHE BUSEEERATHE-TEANAE, AEESBNEREE . MR . BRTIRE . iXH
BRI LEFE R TAGHE, SHMAIKRED).

3RWES DM, Jiod T, BIREEEIE . BREE . oTERETN, WEFEMILE - Z2TiX
BEE, TIRTZAZEMEMGET, MRS T Aok -

4 BB Lo L 1A B B AR R A A AN AT BER AR y, BLAE A - WA WSR-Sl A, B
IRHUETEOE S, PRARHA A RIS, MR R .

5. ER: BADRIARPREE — NSRS MR AR, TR ZBIXTF . B AESSE . BEOXER
s issrdiDh e S N O Eb A B Sl DE R Eqvi: DTS

I

A

[ay

AT —GRIARRIE, R EICIRALAE, BARREIEARAR, RATGERAG -

{R7E {name}, IXREVRAIEIA:
{description}

LRI NEZR:

{self_clues}

XA R A2
{history}

3% {ask_name } X /R A [A] -
{ask_content}

IMAEREEA A G, RIEH LN AFREGER, AHRNEES .
PRI %3 T2 B B £ ## THOUGHT: “J5; IE/RAIEIZ [\ 5 7 ##H# RESPONSE: “J5 -
U2 —MB1F:

### THOUGHT: XXX
### RESPONSE: XXX

EE:
LARK B S ROZ F SR AR B KRR
2R B E] R % 2 TR A A 3

TREIEIE

Table 16: Prompt of ask
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“BIASR 2 —MAGhEERR, ENETRBOREIRAEZ MR . EiRT, BxRER SRR A
ARIPFAE, EESRIE . ZHREHE . mEmEE N, SEHEHEET, BT R .-

“BIASR AR B SE LU T 5 K B R R TT

LA RRIAR IR R, 8 GESEER - AOBE - BT IS USRI A R - BIASDUE
SCTWFRAINEZR, 3E¥E T DuR R B 5e A B AR -

2LAEHE: BUSSEERFETIE-TEENAE, AEFEBNEREE . RN BRRE . ixXw
BRIEXLE BT A EINE, SHMTRED) .

3ARWES WM, Joiod T, BIREEEIE . BREE . HTERRETN, WEEEMIERE . ZTiX
WER, IXFZHZEMEENGES ., MRS R -

4 B oK Z 1A B B BN AR R A A AN AT BRI RS 5y, ELIE AR . WA XSE - aEI AR, B AT
IREUETEOE S, PRARIEA A Rl MR
5. ERR: BADRIARPEREE — DS MR ER, TR ABXTF . e AESSE - BEGXEH

PRI AR HH, o PP IBe o M T A -
IRFHAT—ZRIARRGE, R EICIRRIALAE, BARRIEREAR AR, RATERAG -

VRE D {E {name}, IXZVRAVH FEE:
{background}

IXSEARIE KBEIA R S AR
{script}

XM G HALRIA R A BRI AYIR R

{relation}

TX SRR A5 A 4 %R B ) R B

{expression}

XRAR A E R

{mission}

IR AR R EA RE T B EESR
{others}

MAREEN B & BEWEN A OITIRE, B B AR A0S G T FAm % FAEEE TR
E|ES 76 ### THOUGHT: “J5; 1EX7 B & f IR N Z B & £ ### RESPONSE: “JF -
LR Z&— 61

### THOUGHT: XXX
### RESPONSE: XXX

ER:
LARTEXS B & A BN A RIBHE R L AR RIS PRI E] « A R MEAREHE - 2L BAREER, (ROURE
JEIAR A SE RN

24RE0 B B A ENERERN ZE S B REE . ADRIAR . ADIRR - ROZCRIERIL - 5 B AR A E A RE
BEDR, AERIFEMER
3 AREE] S ROZ R TR AR S

TREEIE

Table 17: Prompt of bash summarization
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“BIASR R —MAGHEERR, ENETREORELINA GRS . EiRT, BxRER AR A
ARIBAE, BETRREE . DR . AEMESTR, SEHEESEET, TR .

IR BB SE LT 5 K E R R TT

LRIAS: SZRIARAR PR AR, EEOESEER . AORE B HEEILHE DU BRI SRR R - BIARUE
SCTWEPRHINEZR, SEBE T Dur /R Z5e A BT -

2AEMHE: BUSSEEFRTFHE-PEENAC, AEERENERNE . RN A . BIRIRE . Iix®
BRI EFE R TAGHE, SHMEIRED) .

3ARWES DM, JoiodEd, TR EEEE - BREFE . HTaRET, WEEELE - T
BER, MIRXTZAZRAERNGES, IR Tk .

4B DR Z A BB R RIAR N SRRy, B AR WA XTPEE - BT, B AT L
IREUFTEOE S, PRARHAL M QRIS MR R .

5B BDRIARPREE — PSS RN ER, TR ZBIXF . B AESSE . BROXER
PR A E Y, R P AIBT o T K -

VR —RI ARG SE L, R LL— 2 55 W ) 5 o R AR AR ) B PR R AT 4 e W IE PR A -

X [Ty B A2
{history}

3X & {other_name } P i BN 2 -
{content}

IAER T EARIE ] XTI N, FEFHMEE S, XT{other_name} AU 1E N 2174 FRAVEAN -

B MG R ARSI A EATE, UWFNEEERTR, BRI A TR UE N 2™ .
BEELE, 1, 21 P TR, “OFREEANAGEE, “UERAUEE, 2FRELALUEE-

YRRLZAE 4 THOUGHT: »J5 BB (R AV IEN B 2 3 72, fE«### RESPONSE: "5 RIEREEE, NMEEE L &N
7.

PUR — AT UMEERI 67

### THOUGHT: XXX
### RESPONSE: 1

ER:

LIREVE B R% B S RIA R R R R
2 AR BB 5 122 18 R P S

3AREOE S ROZ P A B H AR

4 AR E [ ST R

PREEIE

Table 18: Prompt of belief
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“RIAF A SRR, CME TR A G RNED . Elr, BiXRTERREA 5
ARG, BT SRIE . ZHREH . AEmEE T, SEEEEET, BT ®E -

“RIASR AR O BEISE LU 5 K B R R TT

LA e RIASR I AR, 8 W EESEE R AOBE - BT LS USRI R - BIARDUE
SCTPRHIREZR, iR BE T BuR T Z5e i BT -

2t BUSEEERATHE-PEANAE, AEESBNEREE . MR . BRI . ix®
RIS BT AGHTE, SHMIIKED).

3LRWES PR, o T, BIRFEEIE . BREE . STERETN, WEEEIERE. 2T
LEE, BIRTZAZEMETNEET), BITRIE T Ak .

4 B BuaK Z A BN AR R A A AN AT B ERAER 5y, ELIE AR - WA WS - GBI AR, B AT
REGHTE RS, BREMAamEhiil, fEtsELRE.

5AMR AR B RIARPEREE — D EE MR AR, WA . AHIXTF . R AESSE

PRI AR HH, o PPHIBT oM T A -

o IBAUXEH

TRFHEIT =D RIARG, R SICRAIAE, AR EEIARAE, RATRERAR -

R 72 (name}, IXBARATHEE:
{description}

XRREI P ANEZR:

{self_clues}

XA AT VE A
{history}

X RNR_E— B HAEE - ATEh ARATENEE R

{last_action}

IR EAFHMEEE, BIEH LGN EMRARGR, 4 BIREEIR -

PRBZIEEE S A B S 72 ### THOUGHT: “/5; B[N N B E 7E ## RESPONSE: “/5 - REIEINSIZAELL T T
AHEFE A [ GaE) L GAE) .

LRERE (ER] 7B, RROZSEX D G BT, FRA B RS FAIREERINT 5, 3+ B R BEERE— 5
AR, X BLR AT A R 5

{characters}

WER, kB DRWE] BHEFERNT RO T0E DL SR RIS .

PLIRE—A Dam] Fl+-

### THOUGHT: XXX
## RESPONSE: []7]] [XX] : XXX

LR (AE] "B, RROZEX DT B E BT, FHIHHE L a MR g, i B RREFE— 1 1A
AT, X E AR A

{address}

HER, fREF DFAE] SRR S A0 DL RS R A r S

AR R—A [AE] #lF:

### THOUGHT: XXX
### RESPONSE: [#&] [XX] : XXX

ER:

LAREEIE ROZE T & A A MR

2R BB RO R A AR st B O R )

3R B E] SR T TR A H ST

4.5 pp e ('] R, e GEE) FESHAEMREIRLRENTE AT LS, HIRERRKEEE;
SRR RIS AT LUE 24 40 ARG T S5 ERHERE, HRIA IR, S P2 R BOFR RPN 2

6. RN IEE S RE R, FHiRaEs e (AR] A DER] B

RIS

Table 19: Prompt of converse
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RIS MR, EMETREREEACZ RIIED) . EFRT, DX RInR ERE A
ARMAE, EELREE . DR . AEmEETR, SEHEESEET, #IriER .
“RIARHIROESE L T 5 KRR RTT

LR RERIAR R RER, B EFRNETR . AOIRE - BT EELIH LR R AR - BIANUE
SCTHEPRINEZR, 3EBE T iR/ ZE5e i) B AR -

2LAEHE: BUSSEEFETFE-BANAE, AEELENEREE . R A BRRE . ixXF
BRI EFE R TAOHE, SHAIIRED .

BERRWES TN il ET, IRFEESE - BRHER - R RESR, WEERMIEE . £TX
BEE, iRTEHZEMERENEET, W RIS A0 -

4 BN TR Z A BB AR R A A RN AT B BRI TR 7, ELIE AR - ) WA - GBI SR, BT
RHCHTRIE S, FREM A ARSI, MtisELR.

5AMW B BADRIARPREE — PSS RN ER, WA ZBXF . e AMESSE . BROXEH
PRI RS Y, R i PAIBe oI T K -

RE—NEREE RRIARIERIFIE R, REEWE I H AP SR AR H R IEATIFAY - LU & {name )} 7E
PP A — LR R

JX S {name } FITHIR:
{description}

XA (name} N AR R:
{self_clues}

X RFTE P XIS A
{history}

X2 {name JEHE PR BI1E:

{actions}

XRS5 NRFE:

{role_list}

XS AR R AR SRR EAE
{truth}

IAEGER TR T MG B, R TRIEULE R, EFAEEE, X {name ) 7EFFXH IR ILLITT 4 597 =it
FTIFAR -

T BLR RN RILAIFT 53 NAZAT A% FE UK W< A EIERE )~ "TERE T« "M A1ERE T« "WMZRET1<LL
Fo BAEQIETRE S o EIRTERZE IR D BIFHXILARE I HATHT 4>, BAFETTHOFT 53 VE [0, 201 AIEEEL -
TR0, SIFRRIZIUFRAE ML RE T IR _ LT A ST FTH7ES, 101F FRZIMAREM R NIIRR LT A
KT FT47EQ0, 151 FREIIR AL RE N FIEI AT BRI/, FTH7EAS5, 2010 £ R ZIR AL RE T IE
B Y 0 G

YRRIVZAE “### THOUGHT: )5 B E R AFEM B 5 32, 7E“4## RESPONSE: "5 BRI EEREZF L NMT 4R,
TEEE £ HNE -

U2 —AEE B+

### THOUGHT: XXX
### RESPONSE: XXX

EE:

AR B 5 L1202 T8 1A 7 3
IREES

Table 20: Prompt of LLM-Score evaluation
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“BIASR Z—MAGhEER R, ENETRBOREIRA AR EiRT, BxRER AR A
AREIAE, ETRREE . ZEMER . AEmESTN, RFEHEESERT, FITEE -

IR BB SE LT 5 R E R R

LRI RERIASR IR, (@ W EESEE R AOBE - BT LS USRI AR - BIASDUE
SCTWEPRAINEZR, SEBE T IuR & B SE A B AR -

2AEHE BUSEEERATHE-TEANAE, AEESBNEREE . MR . BRTIRE . iXH
BRI LEFE R TAGHE, SHMAIKRED).

3RWES DM, Jiod T, BIREEEIE . BREE . oTERETN, WEFEMILE - Z2TiX
BEE, TIRTZAZEMEMGET, MRS T Aok -

4 BB Lo L 1A B B AR R A A AN AT BER AR y, BLAE A - WA WSR-Sl A, B
IRHUETEOE S, PRARHA A RIS, MR R .

5. ER: BADRIARPREE — NSRS MR AR, TR ZBIXTF . B AESSE . BEOXER
s issrdiDh e S N O Eb A B Sl DE R Eqvi: DTS

I

A

[ay

RE—TEREE PBIARFERIIR, FRAKRSMBIARGN, HREETHERKPBANFERIEEGES - LU
F& {name ) ZEIFFH A — LR TY.

XRFTE P XIS A
{history}

X & {name I AT FTE SHE:

{actions}

XRS5 NRASE:

{role_list}

MAEBRIRIELL LD BE R, — PP (name ) FTRERIBIA -

RIAFRIZEEAENE. AEER. ORI AEERULAGBRISEE.

YR RLZAE“### THOUGHT: »J5 BB R A ERETEIT 72, 7E“### RESPONSE: ” /5 M 5 HEF G RIMRIANE, M5
EIEZRHNE -

DU & — N E S 57

### THOUGHT: XXX
### RESPONSE: XXX

ER:
IRGEOIETINAP S IR L

TREIEIE

Table 21: Prompt of reconstruction for Rouge-L evaluation
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RIS A MR, EMETREREEMACZ RIINED) . ERRT, X RIEREREAS
ARIFAE, EELRNE . DEMEE . AEmEETR, SEHEESEET, #IriER .
“RIARHIROESE LT 5 KRR IT

LR RERIARFRREM, B EJRNETR . AOIRE - BT HEELH LSRRI AR - BIANUE
SCTHFRHNEZR, 3EBE T DiR/ B5e AR BT -

2LAEHE: BUSSEERETFE-BANAE, AEELENEREE . R A BRRE . IixXT
BRI EFE R TAOHE, SHAIIKED .

3ELRWES TN o ET, IRFEESE - BRHEA . R RESR, HEERMILE. £TX
LER, MIRFZAZEAERAGE S, IR T .

4 BN TR Z A BB AR R A AN AT B BR TR 7, BLIE AR - W) WS - GBI SR, B AT
RHGHTHIE S, BREMAEEhiIl, MtisERR.

AR TEAEH T — A RIARIERL, X2 — BRI AR R P X 17 PR 2
{text}

TEIRRT DA L SOR N ZSHEATIERE, BRI RGN % [BIME] - A Issl, EMEaRFE#ITES, 1
%13 #2676 ##% THOUGHT: “J5; EME#% /97K %8 8] 5 76 ## RESPONSE: “J5 -
LU &— M

### THOUGHT: XXX
### RESPONSE: XXX

EE:

LR BB PN 2R L% 6L S R AR R B

2ARROZAFA B E AN EFNFERENSMELGEE, SFEMBIBIAEER;
3R BB R R AR R S

4 AREMEE LA R EINE TR AR, ISR IR SRR N AR AR [LR] "HIAE

REIEE.:

Table 22: Prompt of history summarization
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IR SRR, CME TR A G RIED . AR, DiXRTERRE A 5
ARIBIFAE, B SR . DHREE . AEmEE TR, SREEEREET, BT ®E -

“RIASR AR O BISE LU T 5 K B R R TT

LRI R RIAR WP AER, 8% OFNEER - ARIRE - B USRI &R - BIANUE
SUTPPRHIREZR, iR BE T Bux s Z5e i AT -

2ABHE: BUSEEERATHE-TEANAE, AEESBNEREE . MR . BIRIRE . iX®
ERIEXLEE RATAGHTE, SHMIIKED).

3ARWE S DI oI, DiR®HEEIE - BRER . SRS, WEEBMIEE . T
LER, RXFEAZEAEINGES, IR Rk .

4 B Do Z A B BN AR R A A AN AT BRI RS 7y, BB AR . W) WS - GBI AR, B AT
REGHTIE S, BREMAAmEhiil, MEtsERRE.

SN ERR: BADRIARBREE DB ML AR, W ZBXNTF - SERAESE . RAUXEE
PR IR B Y, RIS -

TRFEIT =D RIARGR, R SICRAIAE, AR ENEIARAE, RATAERAR -

752 (name}, XARRAIHIA:
{description}

XRREI P ANEZR:

{self_clues}

MAERFEE—SSHEEG, RIBRAOWER, AHERBERNE-
YRROZIE B FE B B £ ### THOUGHT: “/5; & B A-4B N4 B S £ ### RESPONSE: “J5 -
L2 —B1F:

### THOUGHT: XXX
### RESPONSE: XXX

EE:

LRROZ AR B E R T R A B AP ME - AT LS R RKIE BRI AT LS IR KK EE B
2R E BEANBNIZERT & F BN MER

3ARE B B RIZAE RIS

TRE[E S :

Table 23: Prompt of introduction
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“BIASR R —MAGHEERR, ENETREORELINA GRS . EiRT, BxRER AR A
ARIBAE, BETRREE . DR . AEMESTR, SEHEESEET, TR .

IR BB SE LT 5 K E R R TT

LRIAS: SZRIARAR PR AR, EEOESEER . AORE B HEEILHE DU BRI SRR R - BIARUE
SCTWEPRHINEZR, SEBE T Dur /R Z5e A BT -

2AEMHE: BUSSEEFRTFHE-PEENAC, AEERENERNE . RN A . BIRIRE . Iix®
BRI EFE R TAGHE, SHMEIRED) .

3ARWES DM, JoiodEd, TR EEEE - BREFE . HTaRET, WEEELE - T
BER, MIRXTZAZRAERNGES, IR Tk .

4B DR Z A BB R RIAR N SRRy, B AR WA XTPEE - BT, B AT L
IREUFTEOE S, PRARHAL M QRIS MR R .

5B BDRIARPREE — PSS RN ER, TR ZBIXF . B AESSE . BROXER
PR A E Y, R P AIBT o T K -

VR —RI ARG SE L, R LL— 2 55 W ) 5 o R AR AR ) B PR R AT 4 e W IE PR A -

X [Ty B A2
{history}

3X & {other_name } P i BN 2 -
{content}

IAER T EARIE ] XTI N, FEFHMEE S, XT{other_name} AU 1E N 2174 FRAVEAN -

PN E MG RS AR S EATE, LIXIFIRGEE AT, PRER R R R U1 PN 258 [ R -
PRERFEAE(O, 1, 2] Ti%8E, “O"FRTBENAMEE, “I"FRE—AaMeE, 2R RERAMNE .
YRRLZAE 4 THOUGHT: »J5 B S (R AV IEAN B 2 3 72, fE«### RESPONSE: 5 Bl SR AIFEEE | NMEEE £ &N
7.

LU E— e e N R 5+

### THOUGHT: XXX
### RESPONSE: 0

ER:

LIREVE B R% B S RIA R R R R
2 AR BB 5 122 18 R P S

3AREOE S ROZ P A B H AR

4 AR E [ ST R

PREEIE

Table 24: Prompt of doubt
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RIS MR, EMETRENEEMACZRIPNED) . EFRF, X RIE R ERE A
ARIFAE, EELREE . DEMERE . AEmEETR, SFEHEESEET, BIriER .
“RIARHIOESE L T 5 KR EERRTT

LRI RERIARFRRER, B EFRNETR . AOIRE - BT EELH LR REER AR - BIANUE
SCTHPRHNEZR, 3EBE T iR/ Z5e A BT -

2LAEHE: BUSSHEEFETE-BEANAE, AEELENEREE . R A BRRE . IixXF
BRI EFE R TAOHE, SHEIRED) .

3ELRWES TN ot ET, IRFEEDNE - BREA . orRRESR, WEERMIEE. £TX
BEE, iRTEAZEMEREGET, W RIS A0 -

4 BN TR Z A BB AR R A A RN AT B BRI ER 7, ELIE AR - ) KA - GBI SR, B AT
RHCHTRIE S, FUREM A ARSI, MEtisELR.

S5AMW B BDRIARPREE — PSS RN ER, TR ZBXF . e AESSE . BROXEH
PRI RS F Y, R PAIBe o T K -

F 5 {name } K] {item } & :

{content}

IULETE IR 4 L L N 253 TSRS, VB AE NS B B B A R R AR AT (PO 2%, F BIE R % R [ S 7E #
THOUGHT: “J5; 1EMEHERIA %[ & 7£ ### RESPONSE: “J5 -
LR & — M7

### THOUGHT: XXX
### RESPONSE: XXX

ER:

LURFEXS B 5 A BN ARG LR RIA PRI R« A R HEAREHE - 2L BAREER, (ROURE
R MR, ANERIREM(EE,

2. (R A JE] 2 R % 2 18 R P O

RIS

Table 25: Prompt of script summarization
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IR SRR, CME TR A G RN ED) . AR, DX RyaR rEA 5
ARG, B SRS DHRER . AEmEE TR, SEHEEREET, TR -

“RIASR AR O BISE LU T 5 K B R IT

LA R RIAR W AER, 8% OFSEER - ARIRE - B USRI R - BIAANUE
SUTPRHIREZR, iR BE T Bux s Z5e i BT -

2ABME: BUSEEERATHE-TEAKAE, AEESBNTEREE . MR . BRI . IX®
ERIEXLEE BT AGHTE, SHMIIKED) .

3ARWEE S DI o, iR EEINE - BRER . SR ETA, WEEEBAILE . T
LER, MAFAZEMERNGES, IR R .

4 B Do Z A B BN AR R A A RN RT SR AT 7y, ELIE AR . W) WS - GBI AR, B AT
RHGETHE S, BREM A AL, fEtsERRE.

SR ERR: BADRIARBRHEE — DB MER AR, W ZBINTF - SERAESE . RAOXEE
PR EIRA B, RIS A KTE -

TRFHEIT =D RIAFRGR, IR SICRAIAE, AR ENEIARAS, RATAERAR -

752 (name}, XARRAIHIA:
{description}

KRR NER:

{self_clues}

X [y B A2
{history}

XRZ5HHEINRASE:

{role_list}

A
YR NZ AR “### THOUGHT: »J5 [ & IR AR B #4378, 78 “### RESPONSE: ~J5 BRI S /R IA N KI5 7] Bef=: X FH)
RE2T, MERIEZRNE -

LU 22— EE B+

BUEBER T80 T RORNE, (R ARG SR ER AR N0RE, EFAESIR, M Ah X T8
R

### THOUGHT: XXX
### RESPONSE: XXX

EE:

LR[S R% B SE R AR B R

2R A B SR % R R A A 3
3ARTENIRNF LIRS SR A RS RPHEA Z —;

TRE[E S

Table 26: Prompt of vote
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