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Abstract

Retrieval-Augmented Generation (RAG) has001
been widely adopted to enhance Large Lan-002
guage Models (LLMs) in knowledge-intensive003
tasks. Recently, Attributed Text Generation004
(ATG) has attracted growing attention, which005
provides citations to support the model’s re-006
sponses in RAG, so as to enhance the credibility007
of LLM-generated content and facilitate veri-008
fication. Prior methods mainly adopt coarse-009
grained attributions, linking to passage-level010
references or providing paragraph-level cita-011
tions. However, these methods still fall short012
in verifiability and require certain time costs013
for fact checking. This paper proposes a fine-014
grained ATG method called RECLAIM (Refer015
& Claim), which alternates the generation016
of references and answers step by step. Un-017
like traditional coarse-grained attribution, RE-018
CLAIM allows the model to add sentence-level019
fine-grained citations to each answer sentence020
in long-form question-answering tasks. Our021
experiments encompass various training and in-022
ference methods and multiple LLMs, verifying023
the effectiveness of our approach.024

1 Introduction025

Retrieval-Augmented Generation (RAG) (Lewis026

et al., 2020) is a technique that integrates infor-027

mation retrieval with natural language generation028

to enhance the performance and accuracy of large029

language model (LLMs) responses. However, the030

RAG system still encounters challenges related031

to verifiability and credibility. To address these032

issues, attributed text generation (ATG) (Bohnet033

et al., 2022) has been proposed. ATG aims to im-034

prove RAG systems in terms of: 1) Credibility, as035

explicit citations can reduce hallucinations; 2) Ver-036

ifiability, making it easier for users to verify the037

answer.038

Previous efforts on ATG mainly focus on039

passage-level (Thoppilan et al., 2022) or paragraph-040

level references (Menick et al., 2022; Nakano et al.,041

In economics, 
the market price 
is the amount...In 
the realm of 
economics, the 
concept of...

A simple market 
price definition 
specific to... 
(Definition of 
market price from 
the Cambridge...

The market price 
is the cost of the 
products and 
assets 
determined with 
respect to the...

Now, I will answer this question, grounding each 
sentence in the answer to references from documents ...

According to the citation: In economics, the market price is the... We can know that: 
The market price is... According to the citation: A simple market price definition... 
We can know that: It is the price of... According to the citation: The market price is 
the cost of... We can know that: It is the cost of...

What is the definition of market price?

Now, I will answer this question, 
grounding each sentence in the answer 

to references from documents ...

Now, I will answer this question, 
grounding each sentence in the answer 

to references from documents ...

Figure 1: The task setup for RECLAIM. Given a ques-
tion and reference passages from a large retrieval cor-
pus. The model then generates a text response with
fine-grained citations.

2021; Gao et al., 2023b). Although these attribution 042

methods have contributed to improving the verifi- 043

ability and credibility of model responses, current 044

methods often focus on relatively coarse-grained at- 045

tributions, which may contain a significant amount 046

of irrelevant information. This increases the time 047

cost for fact-checking. 048

In this paper, we propose RECLAIM, which gen- 049

erates attributed text with interleaving references 050

and answers for RAG systems, as is shown in Fig- 051

ure 1. This method enables sentence-level fine- 052

grained attributions for the model’s answer in long- 053

form question-answering using the RAG system. 054

To improve the model’s text generation with cita- 055

tions, we constructed a training dataset, fine-tuned 056

the model, and employed strategies for alternat- 057

ing citation and answer generation. We also added 058

decoding constraints to prevent inconsistencies be- 059

tween citations and source reference passages. 060

Results of experimental results indicate that our 061

method not only matches but also surpasses ex- 062

isting baseline in some metrics, particularly im- 063

proving the attribution quality, which refers to the 064

extent to which citations support the answer text. 065

Additionally, our method reduces the length of ci- 066
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tations, thereby reducing the effort needed for fact-067

checking.068

Our contributions are summarized as follows:069

1. We propose a method called RECLAIM, which070

alternately generates citations and answer sen-071

tences, to enable large models to generate an-072

swer with citations.073

2. For RECLAIM, we constructed a training074

dataset and fine-tuned the model using dif-075

ferent approaches to improve its attribution076

capability.077

3. Through multiple experiments, we demon-078

strated the effectiveness of our method in en-079

hancing the model’s verifiability and credibil-080

ity.081

2 Related Work082

Retrieval-Augmented Generation In this paper,083

we use the RAG (Retrieval-Augmented Genera-084

tion) system to generate answer with citations. The085

RAG system was proposed to combine informa-086

tion retrieval with generation models for tasks such087

as question answering and knowledge generation.088

Similarly, this system has been widely applied to089

handle complex tasks that require extracting in-090

formation from a large number of documents, in-091

cluding open-domain question answering, dialogue092

systems, and information summarization (Izacard093

and Grave, 2021; Karpukhin et al., 2020).094

Long-form Text Question Answering Our work095

primarily focuses on the long-form question an-096

swering (LFQA) task within the RAG system. Un-097

like short-form QA (Rajpurkar et al., 2016; Joshi098

et al., 2017), which concentrates on extracting con-099

cise facts, LFQA aims to generate comprehensive100

answers that require a deep understanding of the101

context and the integration of information from102

multiple sources. A notable work in this field103

is the ELI5 (Explain Like I’m Five) dataset (Fan104

et al., 2019), which challenges models to provide105

straightforward and comprehensible explanations106

for complex questions. Similarly, the ASQA (An-107

swer Summaries for Questions which are Ambigu-108

ous) dataset (Stelmakh et al., 2022) requires models109

to generate abstractive summaries from multiple110

answer passages, ensuring that the synthesized an-111

swer is both coherent and informative.112

Generate Text with Citation Many current 113

works have proposed various methods to generate 114

answer text with citations. These methods differ in 115

their approaches to attribution and the granularity 116

of the citations. 117

LaMDA (Thoppilan et al., 2022) provides attri- 118

bution for the entire response in the form of URLs 119

pointing to entire documents. WebGPT (Nakano 120

et al., 2021) and GopherCite (Menick et al., 2022) 121

use reinforcement learning from human prefer- 122

ences to enable LLMs to answer questions while 123

providing snippet citations. ALCE (Gao et al., 124

2023b) goes further by providing one or more input 125

documents as attribution for each sentence in the 126

answer, in a manner similar to cross-referencing. 127

In addition to the aforementioned methods that 128

add citations directly during answer generation, 129

there are some methods that focus on finding ci- 130

tations afterward. RARR (Gao et al., 2023a) uses 131

two steps, Research and Revision, to add attribu- 132

tion to any text post hoc and to edit the original 133

answer based on the found citations. 134

3 Method 135

This study aims to generate text with fine-grained 136

citations by integrating citations with answers in 137

the form of Chain-of-Thought (CoT) (Wei et al., 138

2022). We introduce our approach RECLAIM in 139

Section 3.1, and the following sections detail the 140

specific implementation of RECLAIM. 141

3.1 RECLAIM: Interleaving Reference and 142

Claim 143

Our task can be formally expressed as follows: 144

Given a query q and several reference passages 145

retrieved by the RAG system D, the LLMs is re- 146

quired to generate an output O = { r1, c1, r2, c2...rn, 147

cn }, where O consists of n sentence-level fine- 148

grained references r1, ..., rn, which represent the 149

fine-grained citations coming from reference pas- 150

sages and n claims c1, ..., cn, which are portions 151

of the model’s response generated based on these 152

references. Each reference ri corresponds to and 153

serves as substantiation for the corresponding claim 154

ci. All the claims together form the model’s com- 155

plete answer to the question. 156

In our work, references are surrounded and 157

denoted by the tags <reference> and </refer- 158

ence>, while claims are demarcated using the tags 159

<claim> and </claim>. Then, they are connected 160

in the form of CoT to produce attributed text re- 161
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sponse.162

During generation, the model needs to alter-163

nately generate the reference and claim parts. In the164

experimental process, it was found that the model165

encounters several issues when generating refer-166

ences and claims: 1) The references generated by167

the model are not always completely consistent168

with the context of the retrieved reference passages;169

2) The claims generated by the model do not al-170

ways attribute well to the corresponding references.171

Therefore, in the following sections, we will study172

how to improve the generation of references and173

claims.174

3.2 Training Dataset Construction175

To improve the model’s ability to generate the ref-176

erences and corresponding claims, we constructed177

a specialized fine-tuning dataset. This dataset was178

built based on the WebGLM-QA (Liu et al., 2023)179

dataset which consists of 43579 high-quality data180

samples for the train split. These data samples181

contain rich reference passages and detailed long-182

form answer to the question. We performed dataset183

construction steps and data cleansing processes on184

this dataset, ultimately resulting in 9433 training185

samples suitable for our task format.186

We adopted a two-stage method to construct187

our training dataset: 1) Use ChatGPT (gpt-3.5-188

turbo) (OpenAI, 2022) to automatically segment189

the answers in the WebGLM-QA dataset, and iden-190

tified the corresponding citations in the reference191

passages based on the segmented clauses; 2) Con-192

structed the attributed answers using the clauses193

and their corresponding citations in the form of194

CoT as described in Section 3.1.195

To ensure the quality of attribution in the con-196

structed answers, we refined the preliminary train-197

ing dataset: 1) Segmented the corresponding cita-198

tion of each clause and performed string matching199

in the reference passages to filter out mismatched200

data items where the citation did not align with201

the original reference passages; 2) Used a natural202

language inference (NLI) (Honovich et al., 2022)203

model to judge the entailment relationship between204

the citations (as the premise) and the clauses (as205

the hypothesis). If there is no implication relation-206

ship, it indicates that the citation does not contain207

sufficient information to support the corresponding208

clause. Therefore, we need to filter out such data209

items to ensure a relatively high level of attribution210

quality.211

Through these steps, we ultimately constructed 212

a fine-tuned dataset that ensures text consistency of 213

the references and high attribution quality, provid- 214

ing a foundation for subsequent research. 215

Samples Average Length

Answer Citation Passages

9433 93.6 141.8 282.8

Table 1: Statistics of the training dataset.

3.3 Unified Generation 216

The RECLAIMUnified method uses a simple fine- 217

tuning and inference approach. It first per- 218

forms instruction fine-tuning on the large lan- 219

guage model using the dataset constructed in Sec- 220

tion 3.2. Then, it uses the fine-tuned model 221

to perform one-step generation. Based on the 222

given query and reference passages, it directly 223

outputs the attributed answer. This generation 224

process can be described as: UnifiedGen = 225

{{r1, c1, ..., ri, ci} | Query, Passages}. 226

3.4 Interleaving Generation 227

During the claim generation stage, since the model 228

has already selected sufficiently granular reference 229

text to follow, which contain the answer informa- 230

tion, the full input context is not required. There- 231

fore, the RECLAIM w/IG (IG stands for Interleav- 232

ing Generation) method trains separate models for 233

the generation of the reference parts and the claim 234

parts, and alternates between the two models dur- 235

ing answer generation, adjusting the input to each 236

model accordingly. The whole generation process 237

is shown in Figure 2. Specifically, we adopted the 238

following steps to train the models and generate 239

the answer: 240

Reference Generation During the generation 241

of the reference parts in the output, the model 242

needs to generate the next reference based on the 243

complete input context and previous output. We 244

define this generation process as ReferGen = 245

{ri+1 | Prompt, {r1, c1, ..., ri, ci}}, where ri+1 246

refers to the reference part generated in the next 247

stage, Prompt refers to the complete input con- 248

text containing instructions, query and reference 249

passages, and r1, c1, ..., ri, ci refer to the previously 250

generated references and claims. As the training of 251

the model for generating the reference parts does 252
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What is the definition of market price?

Now, I will answer this question by 
alternating between generating 
References and Claims, grounding 
each sentence in the answer to 
references from documents ...

In economics, the market 
price is the amount...In 
the realm of economics, 
the concept of...

×M

×N

Instruction: Given the Question and...
Query: What is the definition...?
References: In economics, the market 
price...In the realm of... ,  … , …

Query: What is the definition...?
[Refer]: In economics, the market 

price is the amount...

[Refer] In economics, the market price...

[Claim]The market price is the ... 

Using the query and reference 
passages you provided, I will 
choose a suitable excerpt to cite 
in support of my upcoming answer.

According to the query and the 
cited excerpt selected, I will 
provide an appropriate 
argument.

Instruction: Given Question and...

Input:
[query] [reference1],[reference2],...
According to [Refer1] We can know 
[Claim1]...[Claimi]

Instruction: [query]

Input: According to [Refer1] We can know 

[Claim1]...According to [Referi+1]

Output: We can know [Claimi+1]

Output: According to [Referi+1]

Training Data for ReferGenration

Training Data for ClaimGenration

In economics, the market 
price is the amount...In 
the realm of economics, 
the concept of...

In economics, the market 
price is the amount...In 
the realm of economics, the 
concept of...

[Refer] In economics, the market 
price is the amount...

[Claim] The market price is the 
amount of... 

[Refer] In economics, the market 
price is the amount...

[Claim] The market price is the 
amount of... 

[Refer] In economics, the market 
price is the amount...

[Claim] The market price is the 
amount of... 

What is the definition of market price?

Now, I will answer this question by 
alternating between generating 
References and Claims, grounding 
each sentence in the answer to 
references from documents ...

In economics, the market 
price is the amount...In 
the realm of economics, 
the concept of...

×N

Instruction: Given the Question and...
Query: What is the definition...?
Documents: In economics, the market 

price... In the realm of...,...,...

Query: What is the definition...?
[Refer]: In economics, the market 

price is the amount...

[Refer] In economics, the market price...

[Claim]The market price is the ... 

Using the query and reference 
passages you provided, I will 
choose a suitable excerpt to cite 
in support of my upcoming answer.

According to the query and the 
cited excerpt selected, I will 
provide an appropriate 
argument.

Instruction: Given Question and Refer...

Instruction:

Input: According to The fibers snap... We 

can know The noise that paper... According 
to when you tear a paper...

Output: We can know When the paper 

is....

Output: According to The fibers snap... 

We can know The noise that paper... 
According to when you tear a paper... We...

Training Data for ReferGenration

Training Data for ClaimGenration

In economics, the market 
price is the amount...In 
the realm of economics, 
the concept of...

In economics, the market 
price is the amount...In 
the realm of economics, the 
concept of...

According to the citation: In economics, the 
market price... 

We can know that: The market price is... 

According to the citation: A simple market 
price... 

We can know that: It is the price of... 

…

I will answer this question by 
alternating between generating 
References and Claims

I will choose a suitable 
excerpt to cite in support of 
my upcoming answer.

I will provide an appropriate 
argument according to the 
excerpt selected.

Input:
Why does Paper make...? 
[1]The fibers snap and the... [2]when you tear a 
paper... [3]...

Figure 2: The generation process of RECLAIM w/IG. Based on the given questions and the reference passages
retrieved, the model alternately generates the reference parts and the claim parts in a step-by-step manner. For these
two stages of generation, distinct datasets are constructed to train the models, which alternately switches between
the models and the input context during inference.

not require masking parts of the input context in-253

formation, we follow the same approach as in the254

Section 3.3, using the training data constructed in255

Section 3.2 to fine-tune the model.256

Claim Generation During the generation of257

the claim parts in the output, the model only258

needs to generate the next claim based on the259

previous output. We define this generation process260

as ClaimGen = {ci+1 |{r1, c1, ..., ri, ci, ri+1}},261

where ci+1 refers to the claim part generated in262

the next stage, and r1, c1, ..., ri, ci, ri+1 refer to the263

previously generated references and claims. We264

use the training data constructed in Section 3.2265

and split it into the data format that conforms to266

our described generation process ClaimGen. This267

formatted dataset is then used to fine-tune the268

model.269

270

After generating the two models mentioned271

above, we can alternate between these models dur-272

ing the inference stage while simultaneously ad-273

justing the model input according to the defined274

generation process. This allows us to separately275

generate the reference and claim parts, ultimately276

producing attributed text output.277

3.5 Decoding Constraints278

To ensure the generated reference parts align with279

the source reference passages, we impose decoding280

constraints through the following three steps:281

Sentence Segmentation and Encoding We seg- 282

ment the reference passages into individual sen- 283

tences. Then, we use the model tokenizer to encode 284

these sentences into vectors. Each vector represen- 285

tation of a sentence serves as the smallest unit for 286

generating the reference parts. 287

Constructing Prefix Tree The encoded vectors 288

are transformed into a list format and organized into 289

a Prefix tree (Fredkin, 1960) structure. Employing 290

such a structure to store our reference sentences fa- 291

cilitates the choice of the next token in subsequent 292

generation steps. 293

Constrained Inference During the model infer- 294

ence stage for generating reference parts, we select 295

the token with the highest generation probability 296

that satisfies the current prefix tree path as the next 297

output token. This process continues until reaching 298

a leaf node. Upon reaching a leaf node, the model 299

either select another prefix tree path for output or 300

begin the claim generation. This approach allows 301

us to select a complete and consistent sentence 302

from the reference passages as part of our current 303

reference each time. 304

4 Experimental Protocol 305

In this section, we employ the GPT models and 306

several open-source models to validate the effec- 307

tiveness of our method across multiple evaluation 308

dimensions. We conduct a comprehensive analysis 309

by assessing the performance of our approach on 310

various metrics. 311

4



4.1 Evaluation Datasets312

Our method primarily targets long-form question313

answering task within the RAG system, aiming to314

generate attributed answer. Therefore, we selected315

ASQA (Stelmakh et al., 2022) and ELI5 (Fan et al.,316

2019) as our main benchmark datasets. By test-317

ing on these datasets, we can comprehensively as-318

sess the effectiveness of our method in generating319

accurate, coherent, and well-attributed long-form320

answers.321

4.2 Evaluation Metrics322

Building on our previous task definition, we focus323

on evaluating the model-generated outputs in three324

key areas:325

Answer Quality We first evaluate the quality of326

the answers generated by the model. We concate-327

nate all claim parts in order to form the answer328

to the question, and follow the ALCE evaluation329

method to calculate the correctness and fluency of330

the answers. For answer correctness, in the ASQA331

dataset, we use Exact Match Recall (EM Rec.) to332

measure the percentage of golden short answers333

contained in the generated answers. In the ELI5334

dataset, we adopt Claim Recall (Claim Rec.) to335

measure the percentage of key claims included in336

the answers. To evaluate answer fluency, we use337

MAUVE (Pillutla et al., 2021) to measures the sim-338

ilarity between output and gold answer.339

Citation Quality Similar to ALCE, we employ340

the AutoAIS (Bohnet et al., 2022) to measure the341

citation quality. Our citation quality is also mea-342

sured by two metrics: 1) Correct Attribution Score343

(CAS), which determines if the answers is entirely344

supported by cited sentences; 2) Citation Redun-345

dancy Score (CRS), which identifies any redundant346

citation sentences.347

For CAS, We use the TRUE (Honovich et al.,348

2022) model to compute the entailment relationship349

between each reference part and the correspond-350

ing claim part. The final CAS score is the propor-351

tion of sentences predicted as correctly attributed352

among all the sentences in the answer. For CRS,353

since our method allows the model to select mul-354

tiple contextual reference sentences for the same355

claim, we need to determine if the reference con-356

tains redundant sentences. The final CRS score is357

the proportion of non-redundant sentences relative358

to all sentences in the references.359

Verifiability and Credibility We employ two 360

metrics to measure the Verifiability: 1) Citation 361

Length, where shorter citation text typically re- 362

duces the time needed for fact-checking; 2) Attri- 363

bution Ratio (AR), which represents the proportion 364

of sentences in the output that are attributed. 365

We use Consistency Ratio (CR) to measure the 366

Credibility, which determines the text consistency 367

between the reference parts and the reference pas- 368

sages through string matching. Higher CR usually 369

means the model generates fewer hallucinations 370

when outputting the reference parts. 371

4.3 Methods and Baseline 372

To evaluate the effectiveness of the proposed 373

method, we tested several models using various 374

generation approaches. For each experimental 375

setup, we used the ChatGPT results from the ALCE 376

method as our baseline. Additionally, for the two 377

test datasets, we adopted the Oracle-5 paragraphs 378

provided by the ALCE as the reference passages in 379

our model input. 380

Prompting We directly prompt the model to gen- 381

erate answer text with citations. For GPT-4o (Ope- 382

nAI, 2023), we employ both zero-shot and three- 383

shot prompting (Brown et al., 2020), while for 384

GPT-3.5-turbo and open-source models such as 385

Llama3-8B-Instruct (Touvron et al., 2023) and the 386

vicuna (Chiang et al., 2023) series, we use 3-shot 387

prompting. This approach allows us to comprehen- 388

sively assess the performance and effectiveness of 389

various models under different prompting scenar- 390

ios. 391

Fine-tuned Model We followed the methodol- 392

ogy described in Section 3.3 and used the compre- 393

hensive dataset constructed in Section 3.2 to con- 394

duct full fine-tuning on open-source models such as 395

Llama3-8B-Instruct and the vicuna series models. 396

Based on these fine-tuned models, we performed 397

one-step text generation with citations to test the 398

effectiveness of the RECLAIMUnified method. 399

As outlined in Section 3.4, we fine-tune the same 400

model, generating two separate models: Refer- 401

Model and ClaimModel. We completed our train- 402

ing on four 80GB A800 GPUs. For the ReferModel, 403

we performed full fine-tuning with a learning rate 404

of 2e-5 over 3 epochs. For the ClaimModel, we em- 405

ployed Lora tuning (Hu et al., 2021) with a learning 406

rate of 5e-5 over 5 epochs. During the inference 407

phase, we alternated between these two models 408

to interleavingly generate the reference and claim 409
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Method Model
ASQA ELI5 Average

Fluency Correct. Citation Fluency Correct. Citation Fluency Correct. Citation

MAUVE EM Rec. CAS CRS MAUVE Claim Rec. CAS CRS MAUVE Claim Rec. CAS CRS

ALCE

VANILLA 66.8 40.4 73.6 72.5 57.2 12.0 51.1 50.0 62.0 26.2 62.4 61.3
SUMM 70.0 43.3 68.8 61.8 40.2 12.5 51.5 48.2 55.1 27.9 60.2 55.0
SNIPPET 69.8 41.4 65.3 57.4 62.9 14.3 50.4 45.0 66.4 27.9 57.9 51.2
ORACLE 64.4 48.9 74.5 72.7 59.4 21.3 57.8 56.0 61.9 35.1 66.2 64.4

0-shot GPT-4o 72.9 52.8 74.8 51.6 37.3 19.9 63.5 30.7 55.1 36.4 69.2 41.2

3-shot

Vicuna-7B 81.4 50.5 74.0 70.0 38.6 13.9 73.2 59.7 60.0 32.2 73.6 64.9
Vicuna-13B 85.0 48.5 76.1 68.2 35.5 15.6 74.3 57.4 60.3 32.1 75.2 62.8
Llama3-8B 90.1 50.7 77.7 62.1 61.3 17.9 78.3 45.3 75.7 34.3 78.0 53.7
ChatGPT 74.9 52.6 72.5 63.4 27.8 17.8 68.6 50.8 51.4 35.2 70.6 57.1
GPT-4o 91.3 56.6 77.4 58.0 29.7 21.1 70.2 36.8 60.5 38.9 73.8 47.4

RECLAIMUnified

Vicuna-7B 82.7 47.5 59.4 50.5 65.2 17.7 53.3 36.5 74.0 32.6 56.4 43.5
Vicuna-13B 75.9 46.3 57.7 51.1 64.1 19.0 52.5 37.6 70.0 32.7 55.1 44.4
Llama3-8B 88.6 50.4 65.4 57.4 73.7 19.4 59.3 43.8 81.2 34.9 62.4 50.6

RECLAIM w/IG
Vicuna-13B 88.7 49.1 84.4 74.7 66.8 16.9 77.4 54.6 77.8 33.0 80.9 64.7
Llama3-8B 86.4 50.5 87.7 77.1 66.8 16.8 84.3 61.8 76.6 33.7 86.0 69.5

Table 2: Results on ALCE benchmark (Gao et al., 2023b) and RECLAIM. Definitions for Fluency, Correct. and
Citation are in Section 4.2.

parts. To prevent the model from generating overly410

short or long answers, we set constraints on the411

number of reference-claim pairs. For the ASQA412

dataset, the model must generate between 2 to 5413

pairs. For the ELI5 dataset, due to its complexity,414

the model must generate between 4 to 6 pairs.415

To investigate the roles of the two fine-tuned416

models, ReferModel and ClaimModel, in the RE-417

CLAIM w/IG method, we conducted ablation ex-418

periments using the Llama3-8B-Instruct model. In419

these experiments, we alternately used only the420

fine-tuned ReferModel or ClaimModel, while em-421

ploying the base model with 3-shot prompting to422

generate the other model’s output.423

For these two fine-tuning methods, we adopted424

the constrained decoding approach described in425

Section 3.5 to limit the model’s output in the refer-426

ence parts.427

5 Experiment Results428

In the experiments, we wish to answer two research429

questions: RQ1) How to improve the quality of430

answers and citations? RQ2) Can RECLAIM en-431

hance the verifiability and credibility of RAG-432

based question answering?433

5.1 How to Improve the Quality of Answers434

and Citations?435

The overall performance is presented in Table 2:436

Prompting Works Experimental results show 437

that direct prompt models can achieve satisfactory 438

outcomes. Compared to the ALCE method using 439

Oracle-5 reference passages, our approach often 440

matches or improves answer flunecy, correctness 441

and citation correctness (CAS). 442

In all our prompting experiments, GPT-4o 443

achieved the highest average correctness score 444

(38.9) under 3-shot prompting. Additionally, 445

Llama3-8B-Instruct achieved satisfactory results. 446

Although it did not surpass the GPT model in terms 447

of average correctness score, it demonstrated the 448

best performance in fluency and CAS. Compared to 449

the ALCE method, our model maintained response 450

correctness while improving average fluency and 451

CAS by 22.3% and 17.8%, respectively. 452

Although our method performs worse in CRS, 453

the finer granularity of our citations minimizes 454

the impact of redundant content. In contrast to 455

paragraph-level citations, where each redundant ci- 456

tation introduces an entire paragraph of irrelevant 457

content, our redundant citations only introduce a 458

single sentence of irrelevant content. This does 459

not significantly increase the fact-checking cost. 460

Moreover, in many cases, redundant but continu- 461

ous text helps in locating the citation in the original 462

reference passages and aids in its understanding. 463

RECLAIMUnified Cannot Improve ATG Ex- 464

perimental results show that while the RE- 465
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Method
ASQA ELI5 Average

Fluency Correct. Citation Fluency Correct. Citation Fluency Correct. Citation Length
MAUVE EM Rec. CAS CRS MAUVE Claim Rec. CAS CRS MAUVE Claim Rec. CAS CRS

ALCE 64.4 48.9 74.5 72.7 59.4 21.3 57.8 56.0 61.9 35.1 66.2 64.4 -

Citation-only 83.5 53.8 65.1 54.6 47.4 17.4 75.1 52.4 65.5 35.6 70.1 53.5 78.9
Claim-only 43.6 57.7 87.8 72.0 52.7 17.8 81.4 52.2 48.2 37.8 84.6 62.1 121.7
RECLAIM w/IG 86.4 50.5 87.7 77.1 66.8 16.8 84.3 61.8 76.6 33.7 86.0 69.5 86.8

Table 3: The impact of different components under the RECLAIM w/IG method on model generation results.
Citation-only indicates using the fine-tuned ReferModel to generate references and the base model to generate
claims. Conversely, Claim-only indicates using the fine-tuned ClaimModel to generate claims and the base model to
generate references.

Method
ASQA ELI5

Length Consistency Attri. Length Consistency Attri.

Citation Claim CR AR Citation Claim CR AR

ALCE 536.3 85.5 100.0 91.3 660.0 98.09 100.0 96.9

3-shotUD 81.2 52.3 71.5 100.0 136.3 85.4 72.3 100.0
3-shotCD 106.8 59.8 100.0 100.0 162.7 82.1 100.0 100.0

RECLAIM-UnifiedUD 98.9 64.0 98.1 100.0 157.5 94.1 96.7 100.0
RECLAIM-UnifiedCD 79.4 51.6 100.0 100.0 139.5 84.4 100.0 100.0

RECLAIM w/IGUD 103.2 74.6 98.7 100.0 163.0 98.8 97.4 100.0
RECLAIM w/IGCD 99.1 73.1 100.0 100.0 167.4 100.5 100.0 100.0

Table 4: The generated text length, consistency of references, and proportion of attributed answer sentences in
different methods. CD indicates the use of constrained decoding, while UD indicates the absence of constrained
decoding.

CLAIMUnified method, compared to the 3-shot466

prompting method, can improve the fluency of467

model responses (15.6% on average), it has a min-468

imal effect on correctness (1.6% on average) and469

significantly reduces citation quality (23.4% on av-470

erage).471

This indicates that using the RECLAIMUnified472

method to fine-tune the model and generate re-473

sponses in one step is almost ineffective for our474

tasks. Furthermore, it significantly harms our key475

metric, CAS, which is critical for the verifiabil-476

ity and credibility of the model’s responses. We477

hypothesize the main reason as follows: generat-478

ing the claim part only requires information from479

the previous reference part. However, excessive480

additional information in the input context likely481

disrupts this statement generation process. This ex-482

traneous information significantly interfered with483

the model’s ability to learn to accurately generate484

claim based solely on the preceding reference part485

during the training process, thereby reducing its486

performance. 487

RECLAIM w/IG Improves Attribution Experi- 488

mental results indicate that the RECLAIM w/IG 489

method outperforms other methods in two cita- 490

tion quality metrics while maintaining high fluency 491

and correctness scores. Specifically, when using 492

the Llama3-8B-Instruct model, our method outper- 493

forms the ALCE method with ChatGPT by 23.7%, 494

30.0%, and 7.9% in fluency, CAS, and CRS met- 495

rics, respectively, and only shows a 4.0% decrease 496

in correctness. 497

Compared to the RECLAIMUnified method, the 498

RECLAIM w/IG approach’s biggest difference lies 499

in the training and inference strategies during the 500

claim generation phase. It filters out extraneous 501

contextual information and trains the model to gen- 502

erate claims based solely on the preceding refer- 503

ence part. The significant improvements in citation 504

quality demonstrate the effectiveness of the strategy 505

adopted by the RECLAIM w/IG method. 506

As shown in Table 3, the experimental re- 507
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sults demonstrate that the RECLAIM w/IG method508

achieves the best performance in metrics of flu-509

ency and citation quality when compared to fine-510

tuning only the RefModel or the ClaimModel meth-511

ods. This indicates the effectiveness of our fine-512

tuned dual-model approach. While the Claim-only513

method, which fine-tunes only the ClaimModel,514

yields the highest average answer correctness score515

(37.8), it comes at the cost of increased response516

length and reduced fluency. Additionally, numer-517

ous experiments indicate that improved citation518

quality often leads to a slight decrease in answer519

correctness. This is expected, as better attribution520

tends to constrain the source of information for521

model responses to the selected citations.522

5.2 Can RECLAIM Enhance the Verifiability523

and Credibility of RAG-based Question524

Answering?525

To evaluate the verifiability of model responses and526

the impact of decoding constraints on their credi-527

bility, we measured the average length of citations,528

the consistency of citation texts (CR), and the pro-529

portion of sentences with attribution (AR) under530

different methods when using constrained decod-531

ing (CD) and unconstrained decoding (UD). The532

experimental results are shown in Table 4.533

RECLAIM Improves Verifiability Experimental534

results indicate that RECLAIM’s average citations535

length is only about 20% of the length produced536

by the ALCE method, significantly reducing the537

fact-checking time cost. Compared to the ALCE538

method, our method ensures specific attribution539

for each response sentence, further improving the540

verifiability of model’s answer.541

Decoding Constraints Improve Credibility Ex-542

perimental results indicate that, compared to543

Prompting method, the fine-tuned RECLAIMUnified544

and RECLAIM w/IG method can improve the con-545

sistency of the reference text. However, it still does546

not ensure complete alignment with the source pas-547

sages. By applying decoding constraints during the548

model’s inference process, we ensure that each ref-549

erence part is composed entirely of exact sentences550

from the source reference passages. This enhances551

the accuracy of the references and reduces the oc-552

currence of hallucinations. Combining decoding553

constraints with our attributed text generation sig-554

nificantly improves the credibility of the model’s555

responses.556

6 Conclusion 557

We propose a attributed text generation method, 558

RECLAIM, which adds sentence-level fine-grained 559

citations to model-generated answer in RAG sys- 560

tems. This approach alternates between generating 561

citations and answer sentences through Prompting 562

or by fine-tuning the model. 563

The results show that our method improves cita- 564

tion quality while maintaining answer quality com- 565

pared to the baseline method. Additionally, our 566

approach significantly reduces the length of cita- 567

tions, thus decreasing the time cost required for 568

fact-checking and further enhancing the verifiabil- 569

ity of the model’s responses. Moreover, by using 570

constrained decoding during citation generation, 571

we ensure that each citation is composed of exact 572

sentences from the source passages. 573

Although this paper focuses on long-form ques- 574

tion answering task, we hope that our method can 575

be extended to other tasks such as short-form ques- 576

tion answering and Multi-document Summariza- 577

tion to improve the verifiability and credibility of 578

model-generated responses. 579

Limitations 580

In this paper, our training dataset was exclusively 581

targeted at long-form question-answering task, 582

which reduces the generalization ability of our fine- 583

tuning methods. Additionally, the construction of 584

our training dataset did not account for the influ- 585

ence of irrelevant passages in the context on the 586

model’s ability to find citations. This may weaken 587

the model’s capability to filter out irrelevant infor- 588

mation. 589

While our approach allows the model to synthe- 590

size information from multiple reference sentences 591

for attribution, we did not specifically enhance this 592

capability in our training data construction process 593

and the model’s inference process. 594

Ethics Statement 595

We hereby acknowledge that all authors of this 596

work are aware of the provided ACL Code of Ethics 597

and honor the code of conduct. 598

Datasets Source All original datasets used for 599

training and testing were sourced from open and 600

publicly accessible resources, and they are all ap- 601

proved for use in research purposes, thereby min- 602

imizing the risk of sensitive information leakage. 603
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While we employed LLMs for automated process-604

ing during the construction of training dataset, data605

cleansing was performed to prevent the introduc-606

tion of additional noise and bias. We solely uti-607

lize the constructed dataset for model training. Al-608

though paragraph retrieval is not the focus of our609

work, information retrieved from large corpora may610

introduce some noise and bias into the responses611

generated by LLMs. To address these issues, we612

will optimize the data construction process and613

explore methods for retrieving noise-free and unbi-614

ased information.615

AI assistants AI assistants (ChatGPT) were616

solely used to improve the grammatical structure617

of the text.618
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