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Abstract

Retrieval-Augmented Generation (RAG) has
been widely adopted to enhance Large Lan-
guage Models (LLMs) in knowledge-intensive
tasks. Recently, Attributed Text Generation
(ATG) has attracted growing attention, which
provides citations to support the model’s re-
sponses in RAG, so as to enhance the credibility
of LLM-generated content and facilitate veri-
fication. Prior methods mainly adopt coarse-
grained attributions, linking to passage-level
references or providing paragraph-level cita-
tions. However, these methods still fall short
in verifiability and require certain time costs
for fact checking. This paper proposes a fine-
grained ATG method called RECLAIM (Refer
& Claim), which alternates the generation
of references and answers step by step. Un-
like traditional coarse-grained attribution, RE-
CLAIM allows the model to add sentence-level
fine-grained citations to each answer sentence
in long-form question-answering tasks. Our
experiments encompass various training and in-
ference methods and multiple LLMs, verifying
the effectiveness of our approach.

1 Introduction

Retrieval-Augmented Generation (RAG) (Lewis
et al., 2020) is a technique that integrates infor-
mation retrieval with natural language generation
to enhance the performance and accuracy of large
language model (LLMs) responses. However, the
RAG system still encounters challenges related
to verifiability and credibility. To address these
issues, attributed text generation (ATG) (Bohnet
et al., 2022) has been proposed. ATG aims to im-
prove RAG systems in terms of: 1) Credibility, as
explicit citations can reduce hallucinations; 2) Ver-
ifiability, making it easier for users to verify the
answer.

Previous efforts on ATG mainly focus on
passage-level (Thoppilan et al., 2022) or paragraph-
level references (Menick et al., 2022; Nakano et al.,
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Figure 1: The task setup for RECLAIM. Given a ques-
tion and reference passages from a large retrieval cor-
pus. The model then generates a text response with
fine-grained citations.

2021; Gao et al., 2023b). Although these attribution
methods have contributed to improving the verifi-
ability and credibility of model responses, current
methods often focus on relatively coarse-grained at-
tributions, which may contain a significant amount
of irrelevant information. This increases the time
cost for fact-checking.

In this paper, we propose RECLAIM, which gen-
erates attributed text with interleaving references
and answers for RAG systems, as is shown in Fig-
ure 1. This method enables sentence-level fine-
grained attributions for the model’s answer in long-
form question-answering using the RAG system.

To improve the model’s text generation with cita-
tions, we constructed a training dataset, fine-tuned
the model, and employed strategies for alternat-
ing citation and answer generation. We also added
decoding constraints to prevent inconsistencies be-
tween citations and source reference passages.

Results of experimental results indicate that our
method not only matches but also surpasses ex-
isting baseline in some metrics, particularly im-
proving the attribution quality, which refers to the
extent to which citations support the answer text.
Additionally, our method reduces the length of ci-



tations, thereby reducing the effort needed for fact-
checking.
Our contributions are summarized as follows:

1. We propose a method called RECLAIM, which
alternately generates citations and answer sen-
tences, to enable large models to generate an-
swer with citations.

2. For RECLAIM, we constructed a training
dataset and fine-tuned the model using dif-
ferent approaches to improve its attribution
capability.

3. Through multiple experiments, we demon-
strated the effectiveness of our method in en-
hancing the model’s verifiability and credibil-

ity.
2 Related Work

Retrieval-Augmented Generation In this paper,
we use the RAG (Retrieval-Augmented Genera-
tion) system to generate answer with citations. The
RAG system was proposed to combine informa-
tion retrieval with generation models for tasks such
as question answering and knowledge generation.
Similarly, this system has been widely applied to
handle complex tasks that require extracting in-
formation from a large number of documents, in-
cluding open-domain question answering, dialogue
systems, and information summarization (Izacard
and Grave, 2021; Karpukhin et al., 2020).

Long-form Text Question Answering Our work
primarily focuses on the long-form question an-
swering (LFQA) task within the RAG system. Un-
like short-form QA (Rajpurkar et al., 2016; Joshi
et al., 2017), which concentrates on extracting con-
cise facts, LFQA aims to generate comprehensive
answers that require a deep understanding of the
context and the integration of information from
multiple sources. A notable work in this field
is the ELIS (Explain Like I'm Five) dataset (Fan
et al., 2019), which challenges models to provide
straightforward and comprehensible explanations
for complex questions. Similarly, the ASQA (An-
swer Summaries for Questions which are Ambigu-
ous) dataset (Stelmakh et al., 2022) requires models
to generate abstractive summaries from multiple
answer passages, ensuring that the synthesized an-
swer is both coherent and informative.

Generate Text with Citation Many current
works have proposed various methods to generate
answer text with citations. These methods differ in
their approaches to attribution and the granularity
of the citations.

LaMDA (Thoppilan et al., 2022) provides attri-
bution for the entire response in the form of URLs
pointing to entire documents. WebGPT (Nakano
et al., 2021) and GopherCite (Menick et al., 2022)
use reinforcement learning from human prefer-
ences to enable LLMs to answer questions while
providing snippet citations. ALCE (Gao et al.,
2023b) goes further by providing one or more input
documents as attribution for each sentence in the
answer, in a manner similar to cross-referencing.

In addition to the aforementioned methods that
add citations directly during answer generation,
there are some methods that focus on finding ci-
tations afterward. RARR (Gao et al., 2023a) uses
two steps, Research and Revision, to add attribu-
tion to any text post hoc and to edit the original
answer based on the found citations.

3 Method

This study aims to generate text with fine-grained
citations by integrating citations with answers in
the form of Chain-of-Thought (CoT) (Wei et al.,
2022). We introduce our approach RECLAIM in
Section 3.1, and the following sections detail the
specific implementation of RECLAIM.

3.1 RECLAIM: Interleaving Reference and
Claim

Our task can be formally expressed as follows:
Given a query g and several reference passages
retrieved by the RAG system @, the LLMs is re-
quired to generate an output © = { r;, c;, r2, C2...Fp,
¢, }, where © consists of n sentence-level fine-
grained references ry, ..., r,, which represent the
fine-grained citations coming from reference pas-
sages and n claims cy, ..., ¢,, which are portions
of the model’s response generated based on these
references. Each reference r; corresponds to and
serves as substantiation for the corresponding claim
¢;. All the claims together form the model’s com-
plete answer to the question.

In our work, references are surrounded and
denoted by the tags <reference> and </refer-
ence>, while claims are demarcated using the tags
<claim> and </claim>. Then, they are connected
in the form of CoT to produce attributed text re-



sponse.

During generation, the model needs to alter-
nately generate the reference and claim parts. In the
experimental process, it was found that the model
encounters several issues when generating refer-
ences and claims: 1) The references generated by
the model are not always completely consistent
with the context of the retrieved reference passages;
2) The claims generated by the model do not al-
ways attribute well to the corresponding references.
Therefore, in the following sections, we will study
how to improve the generation of references and
claims.

3.2 Training Dataset Construction

To improve the model’s ability to generate the ref-
erences and corresponding claims, we constructed
a specialized fine-tuning dataset. This dataset was
built based on the WebGLM-QA (Liu et al., 2023)
dataset which consists of 43579 high-quality data
samples for the train split. These data samples
contain rich reference passages and detailed long-
form answer to the question. We performed dataset
construction steps and data cleansing processes on
this dataset, ultimately resulting in 9433 training
samples suitable for our task format.

We adopted a two-stage method to construct
our training dataset: 1) Use ChatGPT (gpt-3.5-
turbo) (OpenAl, 2022) to automatically segment
the answers in the WebGLM-QA dataset, and iden-
tified the corresponding citations in the reference
passages based on the segmented clauses; 2) Con-
structed the attributed answers using the clauses
and their corresponding citations in the form of
CoT as described in Section 3.1.

To ensure the quality of attribution in the con-
structed answers, we refined the preliminary train-
ing dataset: 1) Segmented the corresponding cita-
tion of each clause and performed string matching
in the reference passages to filter out mismatched
data items where the citation did not align with
the original reference passages; 2) Used a natural
language inference (NLI) (Honovich et al., 2022)
model to judge the entailment relationship between
the citations (as the premise) and the clauses (as
the hypothesis). If there is no implication relation-
ship, it indicates that the citation does not contain
sufficient information to support the corresponding
clause. Therefore, we need to filter out such data
items to ensure a relatively high level of attribution
quality.

Through these steps, we ultimately constructed
a fine-tuned dataset that ensures text consistency of
the references and high attribution quality, provid-
ing a foundation for subsequent research.

Samples Average Length
Answer Citation Passages
9433 93.6 141.8 282.8

Table 1: Statistics of the training dataset.

3.3 Unified Generation

The RECLAIMy,irieq method uses a simple fine-
tuning and inference approach. It first per-
forms instruction fine-tuning on the large lan-
guage model using the dataset constructed in Sec-
tion 3.2. Then, it uses the fine-tuned model
to perform one-step generation. Based on the
given query and reference passages, it directly
outputs the attributed answer. This generation
process can be described as: UnifiedGen =

{{r1,c1, ..., ri,ci} | Query, Passages}.

3.4 Interleaving Generation

During the claim generation stage, since the model
has already selected sufficiently granular reference
text to follow, which contain the answer informa-
tion, the full input context is not required. There-
fore, the RECLAIM w/IG (IG stands for Interleav-
ing Generation) method trains separate models for
the generation of the reference parts and the claim
parts, and alternates between the two models dur-
ing answer generation, adjusting the input to each
model accordingly. The whole generation process
is shown in Figure 2. Specifically, we adopted the
following steps to train the models and generate
the answer:

Reference Generation During the generation
of the reference parts in the output, the model
needs to generate the next reference based on the
complete input context and previous output. We
define this generation process as ReferGen =
{ri+;1 | Prompt,{r;,cy,...,ri,ci}}, where ri;
refers to the reference part generated in the next
stage, Prompt refers to the complete input con-
text containing instructions, query and reference
passages, and ry, ¢y, ..., 1y, ¢; refer to the previously
generated references and claims. As the training of
the model for generating the reference parts does
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Figure 2: The generation process of RECLAIM w/IG. Based on the given questions and the reference passages
retrieved, the model alternately generates the reference parts and the claim parts in a step-by-step manner. For these
two stages of generation, distinct datasets are constructed to train the models, which alternately switches between

the models and the input context during inference.

not require masking parts of the input context in-
formation, we follow the same approach as in the
Section 3.3, using the training data constructed in
Section 3.2 to fine-tune the model.

Claim Generation During the generation of
the claim parts in the output, the model only
needs to generate the next claim based on the
previous output. We define this generation process
as ClaimGen = {ciy; |{ri,c1, .y riscisrivi }}s
where c;;; refers to the claim part generated in
the next stage, and r;, cy, ..., 1i, ¢;, 1+ refer to the
previously generated references and claims. We
use the training data constructed in Section 3.2
and split it into the data format that conforms to
our described generation process ClaimGen. This
formatted dataset is then used to fine-tune the
model.

After generating the two models mentioned
above, we can alternate between these models dur-
ing the inference stage while simultaneously ad-
justing the model input according to the defined
generation process. This allows us to separately
generate the reference and claim parts, ultimately
producing attributed text output.

3.5 Decoding Constraints

To ensure the generated reference parts align with
the source reference passages, we impose decoding
constraints through the following three steps:

Sentence Segmentation and Encoding We seg-
ment the reference passages into individual sen-
tences. Then, we use the model tokenizer to encode
these sentences into vectors. Each vector represen-
tation of a sentence serves as the smallest unit for
generating the reference parts.

Constructing Prefix Tree The encoded vectors
are transformed into a list format and organized into
a Prefix tree (Fredkin, 1960) structure. Employing
such a structure to store our reference sentences fa-
cilitates the choice of the next token in subsequent
generation steps.

Constrained Inference During the model infer-
ence stage for generating reference parts, we select
the token with the highest generation probability
that satisfies the current prefix tree path as the next
output token. This process continues until reaching
a leaf node. Upon reaching a leaf node, the model
either select another prefix tree path for output or
begin the claim generation. This approach allows
us to select a complete and consistent sentence
from the reference passages as part of our current
reference each time.

4 Experimental Protocol

In this section, we employ the GPT models and
several open-source models to validate the effec-
tiveness of our method across multiple evaluation
dimensions. We conduct a comprehensive analysis
by assessing the performance of our approach on
various metrics.



4.1 Evaluation Datasets

Our method primarily targets long-form question
answering task within the RAG system, aiming to
generate attributed answer. Therefore, we selected
ASQA (Stelmakh et al., 2022) and ELI5 (Fan et al.,
2019) as our main benchmark datasets. By test-
ing on these datasets, we can comprehensively as-
sess the effectiveness of our method in generating
accurate, coherent, and well-attributed long-form
answers.

4.2 Evaluation Metrics

Building on our previous task definition, we focus
on evaluating the model-generated outputs in three
key areas:

Answer Quality We first evaluate the quality of
the answers generated by the model. We concate-
nate all claim parts in order to form the answer
to the question, and follow the ALCE evaluation
method to calculate the correctness and fluency of
the answers. For answer correctness, in the ASQA
dataset, we use Exact Match Recall (EM Rec.) to
measure the percentage of golden short answers
contained in the generated answers. In the ELI5
dataset, we adopt Claim Recall (Claim Rec.) to
measure the percentage of key claims included in
the answers. To evaluate answer fluency, we use
MAUVE (Pillutla et al., 2021) to measures the sim-
ilarity between output and gold answer.

Citation Quality Similar to ALCE, we employ
the AutoAIS (Bohnet et al., 2022) to measure the
citation quality. Our citation quality is also mea-
sured by two metrics: 1) Correct Attribution Score
(CAS), which determines if the answers is entirely
supported by cited sentences; 2) Citation Redun-
dancy Score (CRS), which identifies any redundant
citation sentences.

For CAS, We use the TRUE (Honovich et al.,
2022) model to compute the entailment relationship
between each reference part and the correspond-
ing claim part. The final CAS score is the propor-
tion of sentences predicted as correctly attributed
among all the sentences in the answer. For CRS,
since our method allows the model to select mul-
tiple contextual reference sentences for the same
claim, we need to determine if the reference con-
tains redundant sentences. The final CRS score is
the proportion of non-redundant sentences relative
to all sentences in the references.

Verifiability and Credibility We employ two
metrics to measure the Verifiability: 1) Citation
Length, where shorter citation text typically re-
duces the time needed for fact-checking; 2) Attri-
bution Ratio (AR), which represents the proportion
of sentences in the output that are attributed.

We use Consistency Ratio (CR) to measure the
Credibility, which determines the text consistency
between the reference parts and the reference pas-
sages through string matching. Higher CR usually
means the model generates fewer hallucinations
when outputting the reference parts.

4.3 Methods and Baseline

To evaluate the effectiveness of the proposed
method, we tested several models using various
generation approaches. For each experimental
setup, we used the ChatGPT results from the ALCE
method as our baseline. Additionally, for the two
test datasets, we adopted the Oracle-5 paragraphs
provided by the ALCE as the reference passages in
our model input.

Prompting We directly prompt the model to gen-
erate answer text with citations. For GPT-40 (Ope-
nAl, 2023), we employ both zero-shot and three-
shot prompting (Brown et al., 2020), while for
GPT-3.5-turbo and open-source models such as
Llama3-8B-Instruct (Touvron et al., 2023) and the
vicuna (Chiang et al., 2023) series, we use 3-shot
prompting. This approach allows us to comprehen-
sively assess the performance and effectiveness of
various models under different prompting scenar-
i0s.

Fine-tuned Model We followed the methodol-
ogy described in Section 3.3 and used the compre-
hensive dataset constructed in Section 3.2 to con-
duct full fine-tuning on open-source models such as
Llama3-8B-Instruct and the vicuna series models.
Based on these fine-tuned models, we performed
one-step text generation with citations to test the
effectiveness of the RECLAIMnifieq method.

As outlined in Section 3.4, we fine-tune the same
model, generating two separate models: Refer-
Model and ClaimModel. We completed our train-
ing on four 80GB A800 GPUs. For the ReferModel,
we performed full fine-tuning with a learning rate
of 2e-5 over 3 epochs. For the ClaimModel, we em-
ployed Lora tuning (Hu et al., 2021) with a learning
rate of 5e-5 over 5 epochs. During the inference
phase, we alternated between these two models
to interleavingly generate the reference and claim



ASQA ELI5 Average
Method Model Fluency Correct. Citation Fluency Correct. Citation Fluency Correct. Citation
MAUVE EM Rec. CAS CRS MAUVE Claim Rec. CAS CRS MAUVE Claim Rec. CAS CRS
VANILLA 66.8 404 73.6 725 572 120  51.1 50.0 62.0 262 624 61.3
ALCE SUMM 70.0 433 68.8 61.8 40.2 12.5 51.5 482 55.1 279  60.2 55.0
SNIPPET 69.8 414 653 574 629 143 504 450 664 279 579 51.2
ORACLE 64.4 48.9 745 7277 594 21.3 57.8 56.0 61.9 35.1 66.2 64.4
0-shot GPT-40 72.9 52.8 748 51.6 373 19.9  63.5 30.7 55.1 364 692 41.2
Vicuna-7B 81.4 50.5 74.0 70.0 38.6 139 732 59.7 60.0 322  73.6 649
Vicuna-13B  85.0 48.5 76.1 68.2 355 15,6 743 574 60.3 32.1 75.2 62.8
3-shot Llama3-8B 90.1 50.7 77.7 62.1 61.3 17.9  78.3 453 75.7 343  78.0 53.7
ChatGPT 74.9 52.6 725 634 27.8 17.8  68.6 50.8 514 352 70.6 57.1
GPT-40 91.3 56.6 77.4 58.0 29.7 21.1 70.2 36.8 60.5 389 738 474
Vicuna-7B 82.7 47.5 594 505 652 17.7 533 365 74.0 326 564 435
RECLAIMyniries Vicuna-13B  75.9 46.3 57.7 51.1 64.1 19.0 525 37.6 70.0 327 551 444
Llama3-8B  88.6 504 654 574 73.7 194 593 438 81.2 349 624 506
REC G Vicuna-13B  88.7 49.1 84.4 7477 66.8 169 774 54.6 778 33.0 809 64.7
FRLAMWIS ] lama3-8B 864 505 87.7 771 668 168 843 618 766 337 86.0 69.5

Table 2: Results on ALCE benchmark (Gao et al., 2023b) and RECLAIM. Definitions for Fluency, Correct. and

Citation are in Section 4.2.

parts. To prevent the model from generating overly
short or long answers, we set constraints on the
number of reference-claim pairs. For the ASQA
dataset, the model must generate between 2 to 5
pairs. For the ELIS dataset, due to its complexity,
the model must generate between 4 to 6 pairs.

To investigate the roles of the two fine-tuned
models, ReferModel and ClaimModel, in the RE-
CLAIM wW/IG method, we conducted ablation ex-
periments using the Llama3-8B-Instruct model. In
these experiments, we alternately used only the
fine-tuned ReferModel or ClaimModel, while em-
ploying the base model with 3-shot prompting to
generate the other model’s output.

For these two fine-tuning methods, we adopted
the constrained decoding approach described in
Section 3.5 to limit the model’s output in the refer-
ence parts.

S Experiment Results

In the experiments, we wish to answer two research
questions: RQ1) How to improve the quality of
answers and citations? R()2) Can RECLAIM en-
hance the verifiability and credibility of RAG-
based question answering?

5.1 How to Improve the Quality of Answers
and Citations?

The overall performance is presented in Table 2:

Prompting Works Experimental results show
that direct prompt models can achieve satisfactory
outcomes. Compared to the ALCE method using
Oracle-5 reference passages, our approach often
matches or improves answer flunecy, correctness
and citation correctness (CAS).

In all our prompting experiments, GPT-4o0
achieved the highest average correctness score
(38.9) under 3-shot prompting. Additionally,
Llama3-8B-Instruct achieved satisfactory results.
Although it did not surpass the GPT model in terms
of average correctness score, it demonstrated the
best performance in fluency and CAS. Compared to
the ALCE method, our model maintained response
correctness while improving average fluency and
CAS by 22.3% and 17.8%, respectively.

Although our method performs worse in CRS,
the finer granularity of our citations minimizes
the impact of redundant content. In contrast to
paragraph-level citations, where each redundant ci-
tation introduces an entire paragraph of irrelevant
content, our redundant citations only introduce a
single sentence of irrelevant content. This does
not significantly increase the fact-checking cost.
Moreover, in many cases, redundant but continu-
ous text helps in locating the citation in the original
reference passages and aids in its understanding.

RECLAIMy,ifieg Cannot Improve ATG Ex-
perimental results show that while the RE-



ASQA ELIS Average
Method Fluency Correct. Citation Fluency Correct. Citation Fluency Correct. Citation Length
MAUVE EM Rec. CAS CRS MAUVE Claim Rec. CAS CRS MAUVE Claim Rec. CAS CRS
ALCE 64.4 489 745 727 594 21.3 578 560 61.9 35.1  66.2 644 -
Citation-only 83.5 53.8 65.1 546 474 174 75.1 524 65.5 35.6  70.1 535 789
Claim-only 43.6 577 87.8 72.0 527 17.8 814 522 482 378 84.6 62.1 121.7
RECLAIM W/IG  86.4 50.5 87.7 771 66.8 16.8 84.3 61.8 76.6 337 86.0 69.5 86.8

Table 3: The impact of different components under the RECLAIM w/IG method on model generation results.
Citation-only indicates using the fine-tuned ReferModel to generate references and the base model to generate
claims. Conversely, Claim-only indicates using the fine-tuned ClaimModel to generate claims and the base model to

generate references.

ASQA ELI5

Method Length Consistency Attri. Length Consistency Attri.

Citation Claim CR AR Citation Claim CR AR
ALCE 536.3 855 100.0 91.3 660.0 98.09 100.0 96.9
3-shotyp 81.2 52.3 71.5 100.0 1363 854 72.3 100.0
3-shotcp 106.8  59.8 100.0 100.0 162.7  82.1 100.0 100.0
RECLAIM-Unifiedyy  98.9 64.0 98.1 100.0 1575 94.1 96.7 100.0
RECLAIM-Unifiedey  79.4 51.6 100.0 100.0 139.5 844 100.0 100.0
RECLAIM W/IGyp 103.2  74.6 98.7 100.0 163.0 98.8 97.4 100.0
RECLAIM W/IGcp 99.1 73.1 100.0 100.0 167.4 100.5 100.0 100.0

Table 4: The generated text length, consistency of references, and proportion of attributed answer sentences in
different methods. CD indicates the use of constrained decoding, while UD indicates the absence of constrained

decoding.

CLAIMynifieq method, compared to the 3-shot
prompting method, can improve the fluency of
model responses (15.6% on average), it has a min-
imal effect on correctness (1.6% on average) and
significantly reduces citation quality (23.4% on av-
erage).

This indicates that using the RECLAIMypified
method to fine-tune the model and generate re-
sponses in one step is almost ineffective for our
tasks. Furthermore, it significantly harms our key
metric, CAS, which is critical for the verifiabil-
ity and credibility of the model’s responses. We
hypothesize the main reason as follows: generat-
ing the claim part only requires information from
the previous reference part. However, excessive
additional information in the input context likely
disrupts this statement generation process. This ex-
traneous information significantly interfered with
the model’s ability to learn to accurately generate
claim based solely on the preceding reference part
during the training process, thereby reducing its

performance.

RECLAIM w/IG Improves Attribution Experi-
mental results indicate that the RECLAIM w/IG
method outperforms other methods in two cita-
tion quality metrics while maintaining high fluency
and correctness scores. Specifically, when using
the Llama3-8B-Instruct model, our method outper-
forms the ALCE method with ChatGPT by 23.7%,
30.0%, and 7.9% in fluency, CAS, and CRS met-
rics, respectively, and only shows a 4.0% decrease
in correctness.

Compared to the RECLAIMyifieq method, the
RECLAIM w/IG approach’s biggest difference lies
in the training and inference strategies during the
claim generation phase. It filters out extraneous
contextual information and trains the model to gen-
erate claims based solely on the preceding refer-
ence part. The significant improvements in citation
quality demonstrate the effectiveness of the strategy
adopted by the RECLAIM w/IG method.

As shown in Table 3, the experimental re-



sults demonstrate that the RECLAIM w/IG method
achieves the best performance in metrics of flu-
ency and citation quality when compared to fine-
tuning only the RefModel or the ClaimModel meth-
ods. This indicates the effectiveness of our fine-
tuned dual-model approach. While the Claim-only
method, which fine-tunes only the ClaimModel,
yields the highest average answer correctness score
(37.8), it comes at the cost of increased response
length and reduced fluency. Additionally, numer-
ous experiments indicate that improved citation
quality often leads to a slight decrease in answer
correctness. This is expected, as better attribution
tends to constrain the source of information for
model responses to the selected citations.

5.2 Can RECLAIM Enhance the Verifiability
and Credibility of RAG-based Question
Answering?

To evaluate the verifiability of model responses and
the impact of decoding constraints on their credi-
bility, we measured the average length of citations,
the consistency of citation texts (CR), and the pro-
portion of sentences with attribution (AR) under
different methods when using constrained decod-
ing (CD) and unconstrained decoding (UD). The
experimental results are shown in Table 4.

RECLAIM Improves Verifiability Experimental
results indicate that RECLAIM’s average citations
length is only about 20% of the length produced
by the ALCE method, significantly reducing the
fact-checking time cost. Compared to the ALCE
method, our method ensures specific attribution
for each response sentence, further improving the
verifiability of model’s answer.

Decoding Constraints Improve Credibility Ex-
perimental results indicate that, compared to
Prompting method, the fine-tuned RECLAIMyp; fied
and RECLAIM w/IG method can improve the con-
sistency of the reference text. However, it still does
not ensure complete alignment with the source pas-
sages. By applying decoding constraints during the
model’s inference process, we ensure that each ref-
erence part is composed entirely of exact sentences
from the source reference passages. This enhances
the accuracy of the references and reduces the oc-
currence of hallucinations. Combining decoding
constraints with our attributed text generation sig-
nificantly improves the credibility of the model’s
responses.

6 Conclusion

We propose a attributed text generation method,
RECLAIM, which adds sentence-level fine-grained
citations to model-generated answer in RAG sys-
tems. This approach alternates between generating
citations and answer sentences through Prompting
or by fine-tuning the model.

The results show that our method improves cita-
tion quality while maintaining answer quality com-
pared to the baseline method. Additionally, our
approach significantly reduces the length of cita-
tions, thus decreasing the time cost required for
fact-checking and further enhancing the verifiabil-
ity of the model’s responses. Moreover, by using
constrained decoding during citation generation,
we ensure that each citation is composed of exact
sentences from the source passages.

Although this paper focuses on long-form ques-
tion answering task, we hope that our method can
be extended to other tasks such as short-form ques-
tion answering and Multi-document Summariza-
tion to improve the verifiability and credibility of
model-generated responses.

Limitations

In this paper, our training dataset was exclusively
targeted at long-form question-answering task,
which reduces the generalization ability of our fine-
tuning methods. Additionally, the construction of
our training dataset did not account for the influ-
ence of irrelevant passages in the context on the
model’s ability to find citations. This may weaken
the model’s capability to filter out irrelevant infor-
mation.

While our approach allows the model to synthe-
size information from multiple reference sentences
for attribution, we did not specifically enhance this
capability in our training data construction process
and the model’s inference process.

Ethics Statement

We hereby acknowledge that all authors of this
work are aware of the provided ACL Code of Ethics
and honor the code of conduct.

Datasets Source All original datasets used for
training and testing were sourced from open and
publicly accessible resources, and they are all ap-
proved for use in research purposes, thereby min-
imizing the risk of sensitive information leakage.



While we employed LLMs for automated process-
ing during the construction of training dataset, data
cleansing was performed to prevent the introduc-
tion of additional noise and bias. We solely uti-
lize the constructed dataset for model training. Al-
though paragraph retrieval is not the focus of our
work, information retrieved from large corpora may
introduce some noise and bias into the responses
generated by LL.Ms. To address these issues, we
will optimize the data construction process and
explore methods for retrieving noise-free and unbi-
ased information.

Al assistants Al assistants (ChatGPT) were
solely used to improve the grammatical structure
of the text.
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