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Abstract— Recently, work on reinforcement learning (RL)
for bipedal robots has successfully learned controllers for a
variety of dynamic gaits with robust sim-to-real demonstrations.
In order to maintain balance, the learned controllers have
full freedom of where to place the feet, resulting in highly
robust gaits. In the real world however, the environment will
often impose constraints on the feasible footstep locations,
typically identified by perception systems. Unfortunately, most
demonstrated RL controllers on bipedal robots do not allow
for specifying and responding to such constraints. This missing
control interface greatly limits the real-world application of
current RL controllers. In this paper, we aim to maintain the
robust and dynamic nature of learned gaits while also respecting
footstep constraints imposed externally. We develop an RL
formulation for training dynamic gait controllers that can
respond to specified touchdown locations. We then successfully
demonstrate simulation and sim-to-real performance on the
bipedal robot Cassie. In addition, we use supervised learning
to induce a transition model for accurately predicting the next
touchdown locations that the controller can achieve given the
robot’s proprioceptive observations. This model paves the way
for integrating the learned controller into a full-order robot
locomotion planner that robustly satisfies both balance and
environmental constraints.

I. INTRODUCTION

Reinforcement learning (RL) for bipedal robots has shown
recent success in learning controllers that can transition
between a variety of agile gaits, such as walking, running,
jumping, and skipping, with robust sim-to-real transfer [1–3].
Bipedal animals also exhibit dynamic transitions between
various gaits, but in addition have impressive control over
specific foot placements that may depart from natural gaits
in order to traverse discrete terrains. In contrast, most RL
approaches have not yet supported controllers that can account
for footstep constraints, but rather allow controllers to choose
any footstep locations in order to maintain balance. This
significantly limits the applicability of current RL controllers
to real-world applications with unsteppable regions, such as
potholes, or where precise foot placements are desired.

In this work, we explore RL for bipedal controllers that
can both robustly maintain balance while also dynamically
satisfying specific footstep constraints that are provided as
additional control inputs. Ideally, the learned controllers
should satisfy the real-time footstep constraints when they are
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Fig. 1: We aim to examine how to maintain the dynamic gaits from
learning methods while asking the robot to satisfy specific footstep
constraints. The picture shows Cassie performing a controlled 1-2
step maneuver satisfying the desired step command (a forward half
meter step) from stepping in place and back to dynamic balancing.
Much of the previous works in RL-based gait policies is incapable of
such control authority, rather allowing the full freedom of footsteps.

dynamically feasible, while prioritizing maintaining balance
when the constraints are likely to lead to instability or falling.
Our approach extends prior work on RL for periodic gaits [2]
to incorporate footstep constraints into the reward function
and to train on randomized footstep constraints in simulation.
The resulting gait controller is able to both perform periodic
gaits by providing constant step length constraints as well
as follow sequences of varying step length and direction
commands within the robot’s capabilities.

We demonstrate this approach on the bipedal robot Cassie
in both simulation and on hardware as shown in Figure 1.
The learned controller shows robustness to varying constraint
sequences, external perturbations, and uneven terrain while
typically achieving the step targets. In addition, in order to
support the use of this controller for higher-level motion
planning, we explore supervised learning for building a
touchdown to the next touchdown (TD2TD) transition model
that is able to predict the reachable set of touchdown locations
inferred solely from observable robot states. We show that an
accurate TD2TD model can be learned, which sets up future
work on a full-body multi-step look-ahead model-predictive
planning.
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II. RELATED WORK

RL for Bipedal Robots with Sim-to-Real. Learning-
based control approaches have demonstrated impressive
locomotion on real bipedal robots. A common practice is to
reward imitation of a library of template motions [1, 4–7]. An
alternative approach is to design physically-principled rewards
[2] that are coupled with a set of behavior parameters, such
as the swing-to-stance ratio of each leg. Both have shown
successful demonstrations with sim-to-real. These learned
controllers have even successfully traversed flights of stairs
with no perception [8]. To allow practical use of learned
solutions on bipedal robots, learned policies should have the
ability to respect footstep constraints that come from the
external environment, which theoretically will provide more
control over the locomotion behaviors and thus will enable
the robot to perform tasks under the constraints of the real
world.

Footstep Constrained Learning for Legged Robots.
Legged robots have a unique advantage in that they can
dynamically choose sparse footholds to overcome challenging
terrains. Several previous studies focused on using learning
methods to allow robots to reach specific target foot touch-
down locations. Some learning-based approaches often use
known models or heuristics to assign the target touchdown
locations before any locomotion behaviors are learned [9, 10],
while others train gait policies that can maximally track the
target footsteps [4, 11]. In particular, our work is inspired by
Xie et al. [11], where the authors bootstrapped a pretrained
locomotion policy with curriculum learning to follow target
footsteps in simulation. By contrast, our approach trains a
gait policy from scratch and does not use a curriculum to
maximize performance. Despite this, we realize a successful
sim-to-real transfer, potentially due to the physics-principled
periodic reward design.

Transition Model Learning for Legged Robots. Study of
bipedal locomotion heavily relies on parameterizing gaits into
simplified representations along with reduced-order dynamics
models. Many of them define control actions based on gait
events, such as touchdown, toe-off or apex height during
aerial phase. These compact models [12–14] are widely used
in control and planning frameworks on bipedal robots to
decide next footsteps or future position and force trajectories
[15–17]. While they can capture core underactuated dynamics
of locomotion, there still exists a significant gap between
reduced-order models and full-order robots, such as the
mismatch of kinematics and inertia properties. Previous
studies have focused on improving these models with an
additional learning process on top of reduced-order models
[18–20]. Another approach is to build up or refine the
transition model from the bottom-up, by sourcing the data
from some working controllers [21–23]. Given the full-order
robot control policies, we seek to use neural networks to
learn a mapping from proprioceptive robot states to predict
the reachability for next touchdown locations. As a result,
planning will become viable with this learned transition
model.

III. LEARNING FOOTSTEP-CONSTRAINED GAIT POLICY

Our formulation of learning with footstep constraints builds
on and extends the RL framework from prior work on bipedal
locomotion [2]. As outlined below, a key difference from
this prior work is that our control policy receives command
inputs that constrain relative footsteps (see Figure 2), rather
than commands that constrain velocities and periodic gait
characteristics. Accordingly, this difference requires adapting
the reward formulation to encourage matching footstep
commands rather than periodic gait properties.

A. State Space

The state space of the policy consists of the observed robot
states and user commands with a size of S ∈ R42. More
specifically, S includes the base’s rotational velocities (R3),
orientations in quaternion (R4), and actuated and un-actuated
joint positions and velocities measurable on hardware (R28).
S also includes a 2-dimensional periodic clock input that is
calculated using two offset sine functions to create unique
phase identifiers and wrap around the cycle (see prior work
[2] for clock details). The state also includes the command
inputs representing the desired swing-to-stance ratio (R2)
and a turn rate input (R1) that allows the robot to offset
the absolute angles for facing forward. The final command
input component of the state specifies the desired footstep
constraint U . Specifically, this command specifies the relative
offset in polar coordinates (R2) between the current stance
foot location and the desired next TD location of the same
foot, defined as U = (Lstep, θstep).

B. Action Space

The action space A ∈ R10 is defined as the PD setpoints
for each motor. The action is updated at 40 Hz with the policy.
The underlying joint PD controller receives the policy actions
and runs fixed-gain joint PD control at 2 kHz.

C. Reward

In order to train the robot to both maintain balanced
locomotion and match footstep constraints we use rewards at
two different time scales. The reward for balanced locomotion
is a dense reward that occurs at every decision cycle, while
the footstep-constraint reward is sparse and occurs only at
TD moments.

The primary goal for the dense reward is to encourage the
swing and stance behaviors for each foot as defined by the
clock. In addition, the dense reward asks the robot to move
towards the new footstep targets by checking the distance
traveled between policy updates. This term is computed as
rpelvis = 100(∆di −∆di−1), where di is the distance from
the target to the pelvis at ith policy step. If the step distance
is smaller then 0.1m, this term alternatively encourages stable
pelvis motions by penalizing large velocities rpelvis = 1−
(exp(−3|ẋ|) + exp(−3|ẏ|)).

At every TD event indicated by the clock input, the sparse
reward is computed from the Euclidean distance f between
the actual and target footstep locations as rstep = exp(−2f).
It will be added on top of the dense reward at every footstep.



Although the sparse bonus could become a dense one by
adding it throughout the entire swing phase, we found
this will lead to aggressive and physically infeasible swing
behaviors. The remaining reward terms listed in Table I,
such as orientation and action smoothness, are defined the
same as in [2], which we refer readers to for detailed reward
definitions.

Name Weight Name Weight
Right foot force 0.155 Left foot force 0.155
Right foot speed 0.125 Left foot speed 0.125
Robot orientation 0.125 Pelvis stability 0.125
Action smoothness 0.0325 Torque smoothness 0.0325
Pelvis 0.125 Sparse step reward 3.0

TABLE I: Reward Terms and Weights.

D. Policy Commands Generation

The nature of the reward structure introduced in [2]
provides a clock for timing the swing and stance phases
of the gait. When the robot learns how to swing the leg, it
could potentially explore swinging towards the desired step
target and would be rewarded for doing so. We use the clock
values for each leg to infer the touchdown event by checking
against a threshold value. Once the clock value passes the
threshold and indicates a touchdown, we generate a new
footstep command relative to the current stance foot. We do
not use forces to check TD events in order to generate the new
command or compute sparse reward to avoid explicit force
sensing on hardware. The footstep target used for the reward
function is subsequently computed in global coordinates by
adding the command with the current stance foot location
as shown in Figure 2. The policy input is also updated with
the generated command, expressed as an offset from the last
commanded touchdown position in polar coordinates. As a
result, the policy has a one-step preview for the same side
footstep target.

Each roll-out will be terminated if the robot falls by
checking for large orientation changes. We do not use hard
termination conditions when the robot fails to reach the target
for a particular step. In other words, the robot can keep
collecting rewards even if the touchdown locations are far
from the desired ones. Since the footstep target generation is
aligned with the periodic clock, the policy is encouraged to
sync up its gait with the swing footstep targets in order to
maximize the reward.

From biomechanics observations, bipedal locomotion can
be viewed as a constrained optimization problem among
traveling speed, step frequency, and step length [24]. Here
we do not focus on tracking any commanded speed, but rather
emphasize the step frequency and commanded footstep targets.
Thus, step frequency becomes a critical control parameter and
majorly affects the swing timing. The swing time influences
how the robot can reach towards the next footstep target
within the actuator’s capability.

The periodic clocks cover a range of swing-to-stance ratios
and step frequencies. The clock is represented with a cyclic

Fig. 2: The footstep-constrained gait policy maps proprioceptive
information of joints and IMU sensors into joint PD setpoints.
Importantly, the control policy is conditioned on footstep commands
that are relative to the previous touchdown location for the same foot.
The commands are updated at a random TD event and parameterized
in the polar coordinate (Lstep, θstep). Positive θstep means the target
touchdown location is left from the previous TD and vice versa.
Although the policy uses polar coordinate for commands, the data
representations are all plotted in square for convenience.

phase variable φ, and is computed as, φi+1 = φi + γ∆φi ,
where i is the policy update step, ∆φ is the nominal increment,
and γ is the phase multiplier that controls the scale of the
phase increment, resulting in different step frequency.

Instead of having a constant γ, we randomize different
combinations of ratio and step frequency, asking the policy
to try to gather higher rewards by exploring the dynamics as
much as possible. During each roll-out, to allow for moderate
randomization, there is a 1/50 chance of randomizing the
control parameters (swing ratio, step frequency, and footstep
commands) at each policy step. Note that the footstep
commands may be randomized at every policy step, but
are only updated per TD event. All control parameters are
randomized with uniform sampling from a set of ranges
shown in Table II,

Control Parameter Unit Range
Swing-to-Stance Ratio – [0.45, 0.6]
Step Frequency γ – [0.9, 1.3]
Footstep Length Lstep m [0, 0.8]
Footstep Direction θstep rad [−π, π]

TABLE II: Control parameters are randomized during training.

E. Learning Algorithm and Setup

We use the Proximal Policy Optimization (PPO) algorithm
[25], a model-free policy gradient method with an actor-
critic network. Both the actor and critic use LSTM neural
networks with two recurrent hidden layers of size 128. Actor
and critic networks are independent of each other and do not
share weights between them. We used the clipped objective
for PPO based on the KL divergence between the updated
policy and the previous policy. Following [5], we also deploy
dynamics randomization during training.



IV. FOOTSTEP BEHAVIOR PREDICTION WITH LEARNED
TRANSITION MODEL

With the learned footstep-constrained gait policy, we aim
to understand how predictable the next touchdown is by
introducing a predictive model. This model tries to capture the
TD2TD transition dynamics assuming the robot is controlled
under the policy. Specifically, this model maps the robot states
into the predicted step error, the Euclidean difference between
the desired and actual footstep locations. This model spans
the 2D command space, quantifying the step commands from
the current state.

A. Data Collection

We begin with data collection given a trained footstep
policy. The intention is to capture the 1-step behavior right
after the robot takes a new step command. First, the 2D step
command space is discretized into a 30×30 grid in terms of
Cartesian distance from the current stance foot location. We
convert the Cartesian distance back to polar commands for
policy inputs. In the beginning of each collection episode, we
reset the simulation and policy into a random state, including
a randomized step command. The policy then executes for
an initial number of touchdowns to settle the robot into a
steady-state gait. At the 5th TD event on either the left or
right foot, we record the robot state and then change to a new
command. Finally, we record the subsequent touchdown with
step error for that new command. This process is repeated for
each step command in the 30×30 grid using the same reset
state. To effectively cover a wide range of the state-command
space, we can increase the data coverage by having many
different reset states.

B. Model Definition & Training

The model uses high-dimensional robot states to predict
the step error for a range of step commands as shown in
Figure 5. We use a neural network to map between these high-
dimensional spaces. Specifically, the input X ∈ R42 is defined
the same as the policy input S. The output Y ∈ R30×30

represents a range of step errors spanning the command space.
Each value of the output is the predicted step error from the
current stance foot measured in the Cartesian distance.

One characteristics of the output is the continuity among
the nearby step commands, because step commands that
are next to each other can result in approximately similar
touchdown behaviors in terms of step errors. Thus, we use
an CNN as the network structure by applying multiple layers
of 2D transposed convolution operators over the robot state.
To train the model, we apply the mean-square loss over the
entire grid, standard train-test split, and batch training.

V. RESULTS

We use cassie-mujoco-sim simulation package1 based on
the Mujoco physics simulator [26] for the RL sampling pro-
cess. Each roll-out has 300 simulation timesteps, equivalent
to approximately 7.5 seconds with roughly 10 touchdowns

1https://github.com/osudrl/cassie-mujoco-sim

Fig. 3: Each pixel of the image shows the step error for the
corresponding next same side footstep command. Commands are
for the same foot that is currently in touchdown and is in relative
X and Y distance away from the current touchdown location. For
example, X command of 0.6 m and Y command of 0 m represents
walking straight ahead, each foot having relative step length of
0.6 m and direction of 0◦ from the previous same side touchdown
location. Step error is the Euclidean distance between the target and
actual touchdown locations. We see that large side (Y command
greater than 0.5m) and diagonal steps tend to have larger errors.
Interestingly, due to the polar command definition, we notice the
circular patterns of the contour levels.

for each foot. We empty the replay buffer at the beginning
of every iteration and sample 50,000 new simulation samples
before doing optimization. For optimization, each batch
consists of 64 rollouts. For both the actor and critic, we
use the Adam optimizer with a learning rate of 0.0005 for
5 epochs per iteration. The optimization is terminated if the
KL divergence is greater than 0.02. The policy was trained
for approximately 400 millions timesteps, using 56 cores on
a dual Intel Xeon Platinum 8280 server on Intel vLab.

The learned policy is first evaluated under constant footstep
constraints. Then it is tested with randomized footstep
commands. We show the learned dynamic gaits with sim-to-
real transfer under constant and one-off footstep constraints
on the bipedal robot Cassie. Lastly, we present the predicted
reachability map from the learned 1-step transition model.

A. Simulation Results

We perform various experiments in simulation to validate
and quantify the behaviors of the footstep policy. First, we
evaluate the step accuracy when the policy is controlling
Cassie with constant footstep constraints. This will mimic
speed control, but also satisfies the footstep constraint every
step. We sweep through the step command space within the
range of step length and direction. For each step command,
we record the step errors for 20 consecutive steps. As shown
in Figure 3, the majority of the commands have errors
less then 0.1m. The step error tends to increase with large
commands. Cassie’s narrow feet have no control over frontal
plane motions which means large side and diagonal steps
while the pelvis is facing forward are more challenging.



The second experiment intends to capture the variability
needed between consecutive step commands, meaning the
next footstep often has a small change from the previous
one. To test the footstep behaviors under random footstep
constraints, we define four categories of tests with increasing
levels of difficulty. Each category has different maximum
command changes from the previous footstep command. The
command changes are uniformly sampled within a limit, and
then added on top to the previous step command. We reject
commands less than 0.01m to prevent them stuck within
small footsteps. For each test, we collect 200 footsteps in
simulation and track the step errors.

Additionally, we investigate briefly on the effects of
step frequency onto the step accuracy in simulation. It has
been previously shown that adapting the step frequency can
greatly robustify locomotion [27, 28]. We experiment this by
changing the phase multiplier γ explained in Section III-D.
When we increase the footstep command, we would like to
increase swing time (decrease γ) so the policy has more time
to move the foot toward the target.

We use three different setups to test this effect. First setup
(Fixed γ) is the base policy that is trained with a range
of swing-to-stance ratios and step frequencies. But for this
experiment, the base policy is evaluated with the nominal
ratio (0.45) and step frequency (γ = 1).

Second setup (Linear γ) still uses the base policy, but
changes the step frequency in a linear relationship with the
command footstep length Lstep, expressed as a remapping,

γ =

(
1− Lstep

Lmaxstep

)
(γmax − γmin) + γmin.

Third setup (Heuristic γ) is a policy that is trained with a step
frequency heuristics to regulate γ. Linear γ uses the one time
information about the step command to vary γ. In this setup,
we seek to maintain a history of information on the step
command to vary γ. We keep a weighted moving average
of the step commands Uavg = (Lavg, θavg). Then we use
the difference between the target ∆ = ||U tar − Uavg||2 to
modify the phase multiple γ as the following:

γ =


1.0 if ∆ < 0.2,(
Lavg

Ltar

)2

if ∆ ≥ 0.2 and Lavg ≥ Ltar and

|θavg − θtar| ≤ π
10 ,

1
(0.8+∆)2 otherwise

For small changes in command, there is no need to change
γ so we keep it at 1. In the second case, we want to make γ
greater than 1 to decrease swing time and make touchdown
happen sooner. Otherwise, we make γ less than 1 to increase
swing time and give the foot more time to reach the target.

From Table III, we see that step errors become larger
when the difficulty of commands increases. When the step
length is the same, randomizing the step direction causes
the performance to drop. In general, having step frequency
modifications (Linear and Heuristic γ) can improve the step
accuracy. However, the hand-designed heuristic is only based
on the footstep commands during training. The step frequency

γ Type

Range of
∆U

±0.3m,
±0◦

±0.3m,
±20◦

±0.7m,
±0◦

±0.7m,
±20◦

Fixed 0.11±0.06m 0.14±0.08m 0.19±0.12m 0.23±0.13m

Linear 0.12±0.06m 0.15±0.09m 0.18±0.13m 0.22±0.14m

Heuristic 0.09±0.05m 0.14±0.10m 0.17±0.09m 0.17±0.10m

TABLE III: This table shows the responsiveness of randomizing
footstep constraints with mean and std of the step errors. The next
footstep constraints are randomized in an incremental change ∆U
from the last footstep command, expressed as Unext = Uprev+∆U .
By actively changing step frequency, Linear and Heuristic setup can
both achieve better accuracy than constant step frequency.

might also be dependent on other dynamics [24], such as
energetic cost, body velocities, or momentum. We leave the
smarter step frequency regulation as future work.

B. Sim-to-Real on Cassie

The learned policies were transferred onto a bipedal robot
Cassie and successfully completed multiple experiments. We
used the learned policy with fixed nominal ratio and step
frequency to perform the tests. First, we tested the policy
under constant footstep constraints. We used the estimated
feet positions and pelvis positions to calculate the relative step
length of each foot on the hardware. The position data was
collected using the proprietary state estimator from Agility
Robotics. From Table IV, each footstep constraint is well
satisfied except for larger step lengths. We noticed lateral
drifting issues when the robot tried to satisfy the large step
commands, causing the step length to be shorter then the
desired one.

Target [m] 0.3 0.5 0.8
Measured [m] 0.32± 0.03 0.46± 0.04 0.62± 0.06

TABLE IV: Step command error of Cassie walking on treadmill
with constant footstep constraints. Step errors are measured as the
mean and the standard deviation over 50 footsteps.

Next, we tested the policy with a sequence of varying step
commands. For example, when the robot is walking over gaps
with different sizes, the policy should be able to regulate the
footsteps. The step commands are lists of step lengths, [0.1,
0.5, 0.7, 0.4]m for the left and [0.3, 0.7, 0.5, 0.2]m for the
right. Cassie starts with the left foot as shown in Figure 4.

Fig. 4: On hardware, Cassie starts with stepping in place and executes
a sequence of step commands for each foot, and finally goes back
to stepping in place. Similar to Table IV, we noticed undershooting
when the commands are larger, which leads to the left foot traveling
a shorter distance overall.
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Fig. 5: 1-Step reachability map is predicted and compared with the ground truth. Four examples show that the model can accurately predict
the next footstep behaviors under various robot TD states. Each case has a set of reachable footsteps. Regions within the contour lines are
defined as the size of the reachable set, also plotted in Figure 6. The predicted images are smoother than ground truth in some cases
(image 3), due to the image-based techniques.

Third, Cassie also performed basic 1-2 steps, where Cassie
starts stepping in place, takes a desired step, and then goes
back to stepping in place. We tested various of 1-2 steps
maneuvers on hardware with varying directions and ground
height. Cassie is able to show robust behaviors on unseen
height changes when reaching to the step target. Especially
when the ground becomes very uneven, the control policy will
prioritize the robustness for balance over tracking footsteps.
We refer readers to the accompanying video for better visual
demonstrations.

C. Learned 1-Step Transition Model

We collected 9×106 labeled data from simulation using 104

reset states. We rarely found failure cases leading to the robot
falling down, due to the learned policy prioritizing balance
first, even though the commands can be vastly different from
the previous ones. We are interested to see the size of the
reachable set out of the entire command space, defined when
the step errors less than 0.15m. Figure 6 shows that the policy
is capable of reaching a larger range of next footsteps when
the robot velocity is lower. Intuitively, when the robot travels
at higher speeds, it will commit more into a narrower set
of reachable TD locations, thus needing multi-step planning
to resolve the transitions. Figure 5 shows four examples of
the reachability map predictions under various robot states.
We noticed the inductive bias of smooth variation in the
output of the proposed network is potentially suitable to this
application.

VI. CONCLUSION

In this paper, we present a learning approach for bipedal
locomotion control under footstep-constraints. Our approach
trains the control policy from scratch with two objectives in
different timescales, periodic locomotion and sparse footstep-
constraints. The control policy is conditioned on the footstep
commands. The resulting learned solution shows dynamic
gaits while satisfying footstep constraints imposed through
user commands. We demonstrate the learned behaviors with
various experiments in simulation as well as successful sim-
to-real transfer on the robot Cassie.

Fig. 6: From the collected data, when the robot travels at fast speed
regardless of directions, the size of the reachable set (show as median
and interquartile-range) becomes smaller, indicating the robot is
more committed into a narrower range of commands under the
learned policy. The velocities are binned into categories.

Our proposed approach can potentially lead to several
future research directions by addressing and extending the
following aspects. First, we observed that the robot tends to
drift when inputting large steady-state step commands. We
hypothesize that this is due to error in internal estimation of
feet locations. We could alleviate this by directly inputting
the feet positions from the estimator. Second, although we
showed that the learned policy is robust to changes in step
height to some extent, actively handling step height could
improve previous work on blind stair walking, which treated
step height as pure disturbances [8]. Third, we hope to extend
the 1-step prediction model to interact with the environment
by learning the reachability model for 2 to 3 steps in the
future, which has been shown to be enough look ahead for
planning [28]. Encoding the full-order robot state into a multi-
step reachability prediction can greatly simplify the planning
problem with the robust learned control policy. With the
ability to actively control 3D footsteps and robustly maintain
balance, a reachability map provides a common language to
interact with nearby terrains and plan for multi-step behaviors,
leading to reliable and robust control capable of walking up
and down stairs and avoiding unsteppable regions.
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